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Abstract

In this thesis, prediction of romantic, social and sexual attraction between two people using bodily coordina-
tion features is studied. Attraction is one type of interest that can occur between interacting people and un-
derstanding the modeling of it can help understand how to model other types of interests in human-human
interactions because similar methods can be used to model the non-verbal behavior that reveals interest.

Previous research in psychology and social signal processing fields showed that synchrony and conver-
gence of both audio features and body movements of people during an interaction are indicators of interest.
However, audio features require recording people’s voices during interactions and it can be disturbing for
people especially during more personal conversations. In addition, capturing nonverbal cues from video
mostly requires recording people with a camera from front and it might make people more aware of being
recorded and intervene with the naturality of the interaction. Moreover, processing the videos to extract
specific nonverbal behavior can be costly. Based on these ideas, we decided to use motion channel and hy-
pothesize that movement synchrony and convergence features can be used to automatically quantify and
predict attraction. We propose a novel method of estimating romantic, social and sexual attraction between
two people by quantifying their bodily coordination using wearable sensors in a speed-date setting. We de-
veloped simple synchrony and convergence features, inspired from the literature and specifically adapted to
be extracted from accelerometer data. To our knowledge, this is the first time that motion convergence is
used for estimating attraction.

Our features could predict one-way social attraction with a 73% Area under the ROC curve (AUC), out-
performing previous work in a similar setting. We also showed that prediction performance increased when
the male and female data are separated, aligning with the theories in psychology studies. We could also
predict mutual romantic attraction with an AUC of 80%. We found that different types of attraction can be
estimated better using different feature types, more specifically we could predict social attraction better using
movement correlation features whereas for romantic and sexual interest mimicry features were better indica-
tors. Moreover, features extracted from different types of signals recorded from accelerometers showed vary-
ing performances for different attraction types. Additionally, asymmetric features out-performed the sym-
metric features and our synchrony features showed better performance than convergence features. Finally,
we a have seen that motion convergence can occur in people having an interaction regardless of attraction.
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Introduction

The advances in sensing technologies and the possibilities of sensing human behavior have brought interest
in the automatic assessment of human behavior in several research communities. The field, Social Signal
Processing, aims to sense and understand signals from humans during interactions using computers [36].
The importance of this field is that, assessing human behavior makes it possible to automatically analyze
human-human interactions. This in turn makes possible to build tools that improve the time and possibly
quality of psychological and sociological research. Additionally, automatic assessment is of interest for the
creation of more naturally behaving socially-aware computing systems. Understanding the dynamics of hu-
man interactions and being able to automatically quantify them makes it possible to improve the quality of
interaction between virtual agents and humans. A further application is the creation of tools that can help
people assess their own behavior in their relationships, enabling them to receive feedback about behavior
during social interactions which would increase the quality of their relationships with other people.

Recent promising advances in this field give insights into the relationship between little-understood phe-
nomena like physical and emotional attraction and measurable human behavior. Attraction has been found
to affect the way in which couples behave towards one another during interactions, affecting other known
social phenomena like the level of synchrony in their movements [44], the degree to which they mimic one
another [12, 19, 25] and the adaptation to one another’s behavior [28]. This study aims to investigate how we
can automatically estimate interpersonal attraction by quantifying body coordination using wearable sen-
Sors.

The goal of this study is to investigate the automatic detection of attraction in dyadic interactions using
movement features that are automatically extracted from single body-worn accelerometers in an in-the-wild
setting. Understanding the modeling of attraction can help understand how to model other types of interests
in human-human interactions because similar methods can be used to model the non-verbal behavior that
reveals interest. The reason to study non-verbal behavior is because it is argued to be less deceptive than
verbal behavior since people cannot hold honest information back [11].

In the rest of this chapter, the research goals are presented and an elaboration on the main contributions
is given. Subsequently, an outline of the rest of the thesis is given.

1.1. Research goals

The main research goal of this thesis, is to develop a methodology for creating a better understanding of
attraction in dyadic interactions. The hypothesis is that in dyadic interactions, behavioral coordination pat-
terns of participants can be automatically captured and used to predict different types of attraction. The focus
of this work is on predicting attraction in dyadic relations, using features that were automatically extracted
from accelerometer data recorded by bodily worn sensors. The first subgoal of this research is to define be-
havioral coordination features that are inspired from the literature, that can be extracted from single bodily
worn accelerometer. The second subgoal is to examine whether there is a difference in behavioral features
that are indicators of different types of attraction, such as romantic, social and sexual.
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1.2. Contributions

In this thesis, it is hypothesized that interpersonal coordination of behavior in dyadic interactions can serve
as an indicator for interpersonal attraction. The contributions of this research involve developing simple syn-
chrony and convergence features, inspired from the literature and specifically adapting them to be extracted
from accelerometer data. Concretely, the contributions of this study are three-fold as explained below:

Quantifying synchrony and convergence using single bodily worn sensors

Even though there is a significant amount of work that focuses on extracting nonverbal cues from audio and
video during human interactions, motion channel is understudied. Moreover, the studies that worked with
motion channel mostly used multiple sensors on body which is not feasible in real world scenarios. In ad-
dition, extracting body movements from video data is a costly process and using audio channel can be seen
as intervening with the privacy. In this thesis, we proposed using a single bodily-worn accelerometer as data
source and developed novel behavioral coordination features such as synchrony and convergence that can
be extracted from that source.

Predicting attraction using bodily coordination features

The majority of previous literature on attraction prediction targets audio cues and movement features ex-
tracted from video channel. We used the features extracted from motion channel that capture bodily coordi-
nation to model interpersonal attraction and tested them in a real life in-the-wild setting with a less intrusive
approach. We show that these features can be used to predict attraction between two people. Even though
motion synchrony is used for estimating attraction before, to our knowledge this is the first time that motion
convergence is used for this task.

Verification of psychological theories about gender differences in attraction
We obtained experimental evidence that supports the existing theories from psychological literature about
behavioral differences between men and women in a courtship setting.

1.3. Research Context

This study was performed independently at Delft University of Technology Socially Perceptive Computing
Lab and can be interpreted as a subset of the larger MatchNMingle project. More information about the
dataset that was used can be found in the MatchNMingle project website.

1.4. Outline

The rest of the thesis is organized as follows:

1. In Chapter 2, the related work is reviewed to provide more in-depth information on the metrics and
behavioral cues used for quantifying and estimating different types of interpersonal interest.

2. In Chapter 3, the data collected for this research is discussed by giving information about the Match-
NMingle dataset. The methodology of extracting the ground truth is explained and statistics over the
obtained datasets are discussed.

3. In Chapter 4, the methodology of this thesis is explained. First, the initial pre-processing steps applied
to raw accelerometer data are explained. Then, the motivations and the methodology for extracting the
features are explained and discussed. Then, the overview of final pre-processing steps is given. Finally,
the setup and the process of classification is explained.

4. In Chapter 5, the results of this study are presented. Overall prediction performance is given and com-
pared with the state-of-the-art baseline features. Then, a more thorough examination on the relative
contribution of each feature type is provided and analysis on different aspects of features, such as win-
dow length, feature category, is made. Finally, characteristics of motion convergence is investigated
further.

5. In Chapter 6, concluding remarks are given and findings are discussed. The limitations of the method-
ology are discussed and suggestions for future research is given.



Automatic quantification of interpersonal
interest using behavioral signals: A
literature review

Gatica-Perez defines the term interest as "people’s internal states related to the degree of engagement dis-
played, consciously or not, during social interaction" [15]. He also notes that this engagement arises because
of different factors such as interest in the topic of a conversation, attraction to another person or social rap-
port, which means having a connection with someone else. This internal state of interest is also related to
other cognitive states such as creativity and learning. Even though the focus of this thesis is the attraction in
dyadic interactions, the research about other forms of interest is worth considering for related work because
similar methods can be used to capture and model the non-verbal behavior that reveals interest. Interper-
sonal interest and its associated nonverbal behavior have been studied by psychology researchers. The auto-
matic quantification of this behavior has also been of interest to computer scientists. Therefore, studies from
both fields are reviewed here. This chapter provides a review of prior work done in modeling and prediction
of interest in human interactions. First, initially the existing work over detection and recognition of romantic
attraction is reviewed. After that, other research that studied different forms of interest in (mostly) dyadic
interactions is reviewed. Finally, the concluding remarks are given.

2.1. Attraction

Most of the existing work that studied attraction conducted experiments in speed-date scenarios. The pur-
pose of speed dating is to meet a large number of potential partners in a short time. One by one each male
and female participant that joined the event have a short date with the opposite sex to meet with each other.
After each date, they rate each other possibly on a questionnaire and continue with the next date. At the end
of the event, if both people rated each other positively, a match occurs and their contact information is given
to each other. The reason for using these events in attraction studies is that the responses to the question-
naires can be used as the ground truth for prediction tasks. Most of these work used features extracted from
audio and video. Here, each modality is discussed separately.

In their experiments, [26, 28, 39] extracted audio features from participants’ audio recordings. Madan et
al. [26] extracted four types of measures from audio: activity, engagement, stress and mirroring to predict
different types of attraction (romantically attracted, interested in friendship, or interested in business) be-
tween speed-date partners. They used a two-class linear classifier for each type of task and could predict the
romantic attraction with an accuracy of 71% . To measure the activity, they initially trained a two stage Hid-
den Markov Model (HMM) to separate first the voiced segments from non-voiced segments and then within
voiced segments into speaking and non-speaking segments. Conversational activity level was measured then
by the z-scored percentage of speaking time plus the frequency of the voiced segments. The engagement
measure aims to capture the influence that each person has on the other’s turn-taking by modeling their in-
dividual turn-taking by an HMM and measure the coupling of these two dynamic systems. They measured the
stress by looking at the variation in prosodic emphasis. The stress mentioned here can be either on purpose
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such as emphasising words, or unintentional which can be caused by discomfort or physiological stress. Fi-
nally, mirroring was measured as z-scored frequency of short utterances exchanges during the conversation.
These short utterances can be short interjections such as "'uh-huh’ or single-word back-and-forth exchanges
such as 'OK?’, 'OK!’, 'Right?’, ’Yeah!".

Ranganath et al. [39] focused mainly on prosodic, dialogue, and lexical features and instead of predicting
attraction, they worked on predicting flirtation intention which they measured by asking the participants how
often they were flirting during their dates on a scale of 1-10. They also asked about how often the other person
was flirting to measure the perception of flirting. They developed a system that can predict the intention of
flirting better than humans do at a speed dating setting. The answers to the questions that they asked to the
participants served as the labels for perception and intention of flirting and they ran a binary classification
experiment to predict them using the features they extracted from wavefiles and transcripts of the conversa-
tions. The features they used are grouped as prosodic, dialogue and lexical features. The prosodic features
were FO and RMS amplitude features. As for dialogue features they used the number of turns, laughter, dis-
fluencies or restarts, and overlaps which the two speakers spoke at the same time. Laughter, disfluencies and
overlaps were all marked by the transcribers. As for the lexical features, they used features extracted by an
autoencoder. For classification they used a SVM and could detect flirt intention of women with 71.5% and
men with 69% accuracy, both scores were better than human’s perception of flirtation.

Michalsky et al. [28] investigated pitch convergence and examined whether speakers’ speech similarity
increases during the conversation depending on perceived attractiveness and/or likability. They also con-
ducted a speed-date experiment and found that speakers became more similar over the course of conver-
sation. Furthermore, the degree of pitch convergence was shown to be related with the degree of perceived
attractiveness and likability. They investigated the convergence both globally by comparing the first third
and the last third of each conversation, and also locally on a turnwise level. They applied an acoustic analysis
to the first and the last third of every conversation for global convergence. For local convergence they first
segmented the speech parts of all speakers into interpausal units, then they used two interpausal units that
are adjacent to a turn break with a speaker transition for the acoustic analysis. To apply acoustic analysis they
extracted FO features from the respective speech parts from both speakers and calculated the differences be-
tween these features of both speakers. In order to test the effects of convergence, they conducted a statistical
analysis with linear mixed effects models. Their results show that global and local convergence do occur for
most of the investigated features regardless of perceived attractiveness and likability when two people are
having an interaction. In addition to that, they found that both convergence features were affected by both
perceived attractiveness and likability.

Veenstra et al. [44] used video data from a speed-date event and extracted positional features such as
position, distance, movement and synchrony. After each date, participants are asked questions regarding if
they want to exchange contact information and also about how physically attracted they are to other person.
As a result they obtained high accuracies for predicting them using the features extracted from video. From
the recordings of top-down cameras recorded during the event, they extracted the positional information of
the participants. From these information they extracted the following features: position, distance, movement
and synchrony. For position, they used the difference in the angle both persons have with the table to learn
about how the people are positioned with respect to each other. For distance, they used multiple features
which are the difference between the average euclidean distance in the first n frames and the last n frames,
how often someone moves in a particular direction, variance in position and variance in distance. They
computed these movement features (except decrease in distance) both for the person of interest and also for
the person he/she was dating. For synchrony features, they extracted synchrony in motion and distribution
of motion reaction. In order to extract synchrony in motion, they first calculated the amount of motion per
second by looking at the difference in a person’s position between consecutive frames and accumulating this
over a window of 1 second. Then they made a histogram with four bins, one that counts the amount of low
activity of both people, two bins that count the seconds of high activity in one person and low activity in the
other and last one that counts the seconds with high activity by both people. To compute the distribution of
motion reaction, they investigate how they react to each other by looking at how the distance with a previous
position of the other varies. In their experiments they predicted if a participant wanted to exchange contact
information with the other and also the physical attraction to each other using SVM and kNN classifiers by
separating the male and female data. Some of their features outperformed the baseline and they also found
that different features performed better for male and female classification tasks.

Cabrera-Quiros et al. [5] has also used a speed date data set and attempted to classify attraction levels
between participants by using features inspired by [44] and extracting them from accelerometer data instead
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of video. Even though they could only replicate some of the movement based features, they obtained good
classification results by using a logistic regressor and outperformed the random baseline. They extracted the
mean and variance of the magnitude of the acceleration for each date and also calculated the variance over a
1s sliding window with a shift of 0.5s. From this variance over a sliding window, they extracted the mean and
the variance and obtained 4 basic features. They also applied the method of separating the male and female
data but in their case it did not improve the results.

Crown et al. [8] also studied interpersonal attraction but they conducted an experiment with pairs of
women in one of the three conditions of 'like), 'dislike’, and 'unacquainted’. They investigated the interper-
sonal coordination of vocal and visual timing during the conversations of participants in these three situ-
ations. As a result, they found that different types of attraction can be differentiated by the differences in
behavior coordination.

The research reviewed in this chapter is summarized in Table 2.1. In summary, speed-dates are common
settings that are used in the experiments that aimed to predict interpersonal attraction because of the ease
of extracting ground truth. Another common point of these studies is using binary classification or labeling
for attraction. Even though the questionnaires they used are on rating scales, they are converted into binary
labels. In most of the studies, audio features are used for predicting attraction with one exception of video
modality and another one with motion modality. Synchrony in movement is extracted from video and used as
a feature for modeling attraction but to our knowledge there is not a study that aimed to measure synchrony
in motion using accelerometers to model interpersonal attraction. Moreover, convergence was only studied
with audio features and there was not a study that aimed to extract motion convergence from either video or
accelerometer data.

Table 2.1: Summary of research on automatic detection of attraction using nonverbal behavioral features

Ref. Task Modality Measures

mirroring in nonverbal audio

[26] Predicting attraction Audio Activity level, engagement, stress, and

(39] Predicting flirtation intention Audio Prosodic, dialogue, and lexical features

and physical attraction

[44] Predicting contact information exchange | Video Position, distance, movement, synchrony

(5] Predicting attraction Motion Magnitude and variance of acceleration

(28] Examining the relation between pitch | Audio Pitch convergence
convergence and attraction

by visual and vocal coordination vocal behaviours

[8] Differentiating interpersonal attraction | Audio, video Temporal coordination of the visual and

2.2. Other forms of interest

Automatic estimation of different forms of interest during interpersonal interactions other than attraction
have also been studied by researchers. These studies can be grouped as estimating internal states of the peo-
ple during interactions, predicting the outcomes the interactions and examining the link between nonverbal
behavior and interaction context. Here we discussed research over each category separately.

2.2.1. Estimating internal states during interactions from nonverbal behavior

Xiao and collaborators [47, 48] focused on the head motion synchrony in dyadic interactions of spouses. They
examined the link between head motion of interacting couples and their behavioral characteristics by con-
ducting experiments using video recordings of communication sessions from real couples during a couples
therapy study. They modeled the head motion using Gaussian Mixture Model (GMM) of line spectral frequen-
cies extracted from the motion vectors of the head and quantified the similarity of head motion of couples
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by computing the Kullback-Leibler divergence of the GMM posteriors of their respective motion sequences.
One of their findings is that the degree of synchrony between people’s head motion increases as the interac-
tion progresses. They tested this by comparing the first and second halves of the interaction. Additionally the
interactions were annotated by expert judgements and specific behavioral characteristics of the couples are
binarized as Acceptance, Blame, Positive, and Negative behavior. As a result of their study, they showed that
the relative change of head motion similarity correlates with these behavioral characteristics and they could
classify them by using the head motion models. They also found that spouses having positive affects showed
increasing degree of synchrony in head motion along the interaction, whereas spouses having negative affect
showed a decreasing degree of synchrony.

Other existing work addressed the problem of engagement prediction in dyadic interactions. Hsiao et
al. [21] conducted a research over social engagement in dyadic conversations using microphones on smart
phones to collect humans’ speech behavior. They extracted 3-levels of features from audio data and used
Coupled Hidden Markov Model (CHMM) and K-means algorithm to recognize patterns in audio features.
By observing the patterns of turn-taking and speech emotion during a face-to-face conversation, they could
classify the level of engagement of participants as "high" and "low" with a accuracy of ~79%. Huang et al.
[22] used visual cues additional to audio cues to again recognize engagement levels in face-to-face dyadic
interactions. They used facial information and low-level image features and also low-level auditory features
to recognize engagement levels during conversations. From video data they extracted both texture features
using local binary patterns (LBP) with principal component analysis (PCA) and also geometric features such
as facial landmarks and head pose. From audio data they extracted low-level acoustic features like pitch
level, MFCCs, and loudness, and also extracted shape and angle features from loudness curve. By using
Convolutional Neural Networks (CNN) they could classify engagement in 4-levels such as Disengagement,
Nature, Engagement and Strong Engagement with high accuracies. Oertel et al. [33] attempted to predict
involvement levels in dyadic interactions using multimodal visual and audio cues. As for visual cues they
used manually annotated mutual gaze and blinking, and for audio cues they extracted acoustic features such
as pitch level and intensity. They annotated involvement levels on a scale of 0-10 but then grouped them into
two or three levels to use for prediction. By using SVM with their audiovisual features, they could classify the
involvement levels with an accuracy of 68%.

Recognition of emotions during dyadic interactions using audio-visual data is also studied in recent re-
search [29, 49]. Both studies combined features extracted from body movements and speech. Muller et al. [29]
focused specifically on bodily expressions. They used a dataset that was recorded in a realistic environment
and contains dyadic interactions. On video recordings they used dense trajectories and body part detection
for human activity recognition and from audio recordings they extracted low level audio features. Using these
features separately, they attempted to classify four annotated emotions (anger, happiness, sadness, surprise)
during interactions and established baseline performances. Yang et al. [49] focused specifically on model-
ing the mutual influence of multimodal behavior in dyadic interactions with the idea that modeling such
influence is important for emotion detection in an interaction. In their dataset the emotional state of each
participant was annotated as excited vs. calm and positive vs. negative. They modeled the behavior adapta-
tion from the interlocutor to the target participant during an interaction using an interaction matrix which
gathers all the behavioral information of the dyad. As a result they found that interaction patterns are de-
pendent on the emotional states of interaction partners and their approach could significantly improve the
performance of emotion recognition.

Other existing research studied the recognition of specific affective states in dyadic interactions such as
enjoyment [40], prejudice [35] and agreement [2]. Sandstrom et al. [40] conducted a study using mobile
phones to capture information about people’s social interactions during their daily lives. They collected the
data over conversations of participants that engaged during their daily lives. They used audio data recorded
by participants’ phones and extracted conversational features such as conversation length, rate of turn taking,
proportion of speaking time and acoustic features such as volume and pitch. Using these features they could
predict how much a person enjoys the conversation from these conversational properties and one interesting
finding of them is that people enjoyed their conversations more when they spoke a smaller proportion of the
time than usual. In an interesting study by Palazzi et al. [35] they aimed to capture and recognize prejudice
towards black people from nonverbal behaviours. They extracted spatial (mutual distance, space between
interlocutors, participants’ movements), audio (pauses in dialogue), and biometric (related to heart rate and
emotional arousal) features to measure their correlation with psychological scores of prejudice. Specifically
they used Microsoft Kinect to capture the movements and Shimmer GSR to estimate heart rate and galvanic
skin response. Participants of their experiments interacted with white and black people about different topics
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and then filled questionnaires. After that a team of social psychologists analysed these questionnaires to
summarize participants’ prejudice which constitutes the ground truth for their study. Using the features
they extracted, they aimed to predict the prejudice scores and obtained promising results indicating their
approach can be used for automatically identifying prejudice with nonverbal behavior.

Bousmalis et al. [2] targeted the recognition of spontaneous agreement and disagreement using non-
verbal cues during a conversation. They automatically extracted nonverbal auditory features (fundamental
frequency and energy) but they manually annotated the hand actions, head and body gestures. They pro-
posed to use Hidden Conditional Random Fields (HCRFs) which is a dynamic discriminative model, to clas-
sify spontaneous agreement and disagreement and it outperformed SVMs and HMMs in this task, possibly
because of its ability to model the hidden fine—-grain dynamics of the multimodal cues. In addition, they
showed that HCRFs can be automatically analysed to identify which features are the most discriminative in
each class.

A different modality other than audio, video and motion that can be used to extract features while mod-
eling human-human interactions is the physiological responses. There has been a body of work that used
physiological features of people in dyadic settings to predict affective states during interactions [6, 7, 42].
Chaspari et al. [6, 7] aimed to capture the synchrony between Electrodermal Activity (EDA) streams of part-
ners that occurs in parallel. EDA is a measure of increased skin conductivity from sweat secretion and is
related to different psychological states and traits, such as how secure versus anxious people feel in their in-
terpersonal relationships. They worked on capturing the similarity between two persons’ EDA signals and
proposed a synchrony measure. As a result they found that this measure shows different synchrony patterns
during tasks of different emotional intensities given to the couples and also is associated with couples’ at-
tachment styles. Timmons et al. [42] made use of different modalities and a more extended set of features.
They aimed to monitor problematic relationship dynamics and detect conflict in couples during their daily
lives using wearable technologies. In their study, they made young-adult couples wear biosensors and mea-
sured their electrodermal and electrocardiographic activity, physical activity, and body temperature and carry
smartphones that collected audio recordings and GPS coordinates for one day. Additionally, participants were
asked to complete hourly self-reports on their general mood states and the quality of their interactions. Using
the method from [6] they computed EDA synchrony and used other physiological measures as they are. From
audio recordings they extracted linguistic and acoustic features. By using all these features they could classify
the self-reported mood and quality of interaction of the couples.

Even though they are not dyadic interactions, group meeting settings are studied for detecting social co-
hesion in literature as well. Since cohesion can also be considered as a form of interest, research on that topic
is also reviewed here. Hung et al. [23] investigated automatic estimation of cohesion in task based group
meetings using automatically extracted audio, visual, and audio-visual cues. The audio cues they used can
be summarized as periods between each individual’s turns, times between floor exchanges, turn durations,
overlapping speech, and prosody. As visual cues, they aimed to capture the amount of visual activity of each
person. For audio-visual cues they looked at the visual activity during speaking and non-speaking times and
also proposed two synchrony measures by combining audio and visual cues that capture self-synchrony and
interpersonal synchrony. They obtained 90% accuracy with audio cues which performed the best, followed by
video cues achieving 83% and audio-visual cues 82% accuracy indicating that these automatically extracted
behavioral cues can be used to estimate perceived levels of cohesion in meetings. Nanninga et al. [31] also
studied estimation of task and social cohesion in group meetings but they used a more specific set of features
and focused on mimicry behavior. They proposed synchrony and convergence features that can be extracted
from audio data to quantify the dynamic alignment of paralinguistic speech behavior. They could estimate
social cohesion with 71% AUC ROC score and task cohesion with 64% AUC ROC score.

Studies that are discussed in this subsection show that audio and visual features can be used together for
modeling patterns that occurs during interpersonal interactions. These features can carry more information
than features extracted from a single channel. In addition, physiological responses also reveal information
about people’s internal states during interactions and can be used for modelling them. However, using the
devices that capture these responses can intervene with the naturality of the interactions. One other inter-
esting device that is used in these studies is Microsoft Kinect which capture the movements of people which
can be an alternative to camera recordings and video processing.

2.2.2. Predicting outcomes of the interactions from nonverbal behavior
Unlike recognizing affective states, other existing works studied predicting specific outcomes of dyadic inter-
actions. Two studies by Won et al. automatically captured body movements of pairs using Kinect cameras
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while they are completing given tasks to predict outcomes of these tasks such as learning [45] and creativity
[46]. Using the data over the movements of joints recorded by Kinect, they created features that capture the
aspects of the movements of the participants during the interactions. [45] used these features to investigate
the role of nonverbal behavior in teaching and learning and classified the interactions as successful or un-
successful learning based on the scores of the tests participants filled after. One limitation of the study is that
the participants were not real teachers and students, and the experiment took place in a lab setting which
possibly does not resemble a real learning setting and teaching interaction. [46] extracted the same features
from Kinect data but they carried the measures one step further and computed a synchrony score by corre-
lating movements between the two dyad members. They found a link between this nonverbal synchrony and
creativity which they quantified as the number of new, valid ideas produced during the interaction. In both
of the mentioned studies the metrics that capture the outcomes (learning and creativity) were imperfect and
could be affected by the background of the participants.

Hirability prediction from nonverbal behavior and job interview interactions are also studied previously
[30, 32, 34]. The experiments are conducted at job interview settings which includes one applicant and one
or more interviewers and audio-visual features are extracted. Okada et al. [34] first extracted nonverbal
behavioral features of both participants including speaking status and head nods and then identified the
inter-modal and inter-person patterns by looking at frequent co-occuring events. Their proposed frame-
work captures how one of the interactors generates nonverbal behavior when other interactors also generate
nonverbal behavior. They used these features to successfully predict personality traits and hirability deci-
sions. Behavioral features that Nguyen et al. [32] extracted include audio features such as speaking status
and prosody, and visual features such as head nods, visual motion, smiling and gaze. Additionally, they used
multimodal and relational features such as "nodding while speaking" and "mutual nodding". Using these
features with regression models, they could predict hirability scores. In the study of Naim et al. [30], different
than the previous ones they only observed the behavior of the interviewee. Moreover, they used verbal behav-
ior additional to nonverbal behavioral cues. They extracted features from facial expressions such as smiles
and head gestures, language such as word count and topic modeling and finally prosodic information such
as pitch and pauses of the interviewees. Unlike the previous studies, they used these features to predict at-
tributes such as excitement, friendliness, and engagement which are the skills that are important in interview
settings.

As is seen, modeling nonverbal behavior can also be applied to the tasks that aim to predict specific out-
comes of dyadic interactions. Similar to the previous studies, these research also used multimodal features
that are extracted using both audio and video recordings. One important point to be considered for these
studies is that they are mostly done in lab settings which are supposed to resemble the real world scenarios.
However, this situation decreases their ecological validity. Therefore, the findings of the experiments should
be tested in real life settings to ensure their validity.

2.2.3. Examining the link between nonverbal behavior and interaction context
Hart et al. [20] conducted a study to automatically measure and interpret non-verbal characteristics of doctor-
patient interactions. In their experiments, an actor played as a doctor and interviewed the subjects perform-
ing two different scripts where in one he showed mimimal engagement to the subject and in other he listened
actively and payed attention to the subject. They extracted motion energy from video and analyzed the cross
correlation in total kinetic energy of patient and doctor to evaluate their synchrony and followership pat-
terns. They found large differences in these measures between the two performance scenarios. In the active
listening scenarios they observed more synchrony and more symmetric followership than the other scenario.

Yang et al. [50] investigated the adaptation of body language of participants to other person in a dyadic
interaction given different interaction goals and context. They extracted body language features of the inter-
locutors from video such including body motion, posture and relative orientation and examined the degree
of correlation between two people’s body language in different interaction contexts(friendly vs conflictive).
They performed Canonical Correlation Analysis (CCA) between target participant and the interlocutor’s body
language features and found that the nature and the goal of the interaction influences the coordination pat-
tern of a dyad’s behavior. Moreover, they proposed a method that combines Gaussian Mixture Model (GMM)
based statistical mapping, and Fisher kernels, to predict a person’s body language from the multimodal in-
formation of the other person during an interaction for specific interaction goals and obtained promising
results.

Feese et al. [13] conducted a research on leadership behaviour and extracted nonverbal cues from body
motion to understand if individually considerate and autocratic leaders behave differently. They used wear-
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able motion sensors and with activity recognition methods they detected the relevant nonverbal cues such
as face touch, arm positions and movements, posture, hand gestures and nodding. Further, they quantified
behavioral mimicry between interacting partners using these detected cues. They computed the mimicry
events as when person B displays the same nonverbal cue within a certain time after person A did. As a re-
sult, they found that individually considerate leaders moved less, mimicked the other person’s cues such as
nodding, face-touch and posture changes more often than the authoritarian leaders. Additionally, followers
of individually considerate leaders mimicked their leader’s face touch more often.

Two different studies used the same method for quantifying the nonverbal synchrony of interactants dur-
ing a dyadic conversation [38, 43]. They extracted the body movements using an automated objective video
analysis algorithm (Motion Energy Analysis; MEA) and to quantify the synchrony they computed the cross-
correlations of participants’ movement time-series with positive and negative time-lags. Ramseyer et al. [38]
studied nonverbal synchrony between patients and therapists during psychotherapy sessions and found that
nonverbal synchrony was positively correlated with the patient’s rating of the therapeutic bond and also the
therapy outcome. Tschacher et al. [43] conducted experiments on dyadic interactions where participants
interact in cooperative, competitive, and 'fun task’ conditions and examined the link between interactants’
affectivity and their nonverbal synchrony. They found the positive affect was associated positively with syn-
chrony whereas negative affect was associated negatively. They also found that this link between nonverbal
synchrony and affect was strongest in female dyads.

The studies that are reviewed in this subsection emphasize the methods of extracting body movements for
estimating the context of interpersonal interactions. Most of these studies point out the importance of body
movement correlation and also behavioral mimicry in order to model the patterns of human interactions. As
is seen, motion sensors can be used for activity recognition as an alternative to video recordings. However,
their feasibility and practicality can differ depending on the setting and the context of the experiments.

The research reviewed in this chapter is summarized in Tables 2.2, 2.3, 2.4, 2.5 according to the modalities
they used.

2.3. Concluding Remarks

In this chapter, the research over modeling of interest from multimodal nonverbal behavior is reviewed. As is
seen, nonverbal cues reveal information about the content and quality of human-human interactions. There-
fore, automatically extracting these cues and using them with machine learning methods can be used for
prediction and detection of outcomes of the dyadic interactions.

Even though some of the studies mentioned here conducted the experiments and collected the data dur-
ing in-the-wild settings, most of them are conducted in experiment rooms which are unnatural settings. In
these settings, even though the conditions are resembled to real world as much as possible, it still decreases
the ecological validity because people will possibly act differently than how they do in real situations. More-
over, in some cases participants are given pre-written scenarios that they needed to follow which decreases
the naturality of the context even more. Another issue regarding the studies in the existing literature is the
unfeasibility of the methods that they used for the detection of nonverbal cues. Some studies mentioned
above used human annotators to label nonverbal actions such as hand gestures and mimicry behavior which
can be very time consuming and also inaccurate and biased due to judgement of each annotator.

The most notable features used for interest modeling that appeared in the literature are synchrony and
convergence of both audio features and body movements. One issue is that, even though the audio features
can be very useful for prediction of affective states during dyadic interactions, people might not be very com-
fortable with their voice being recorded especially during a speed-date setting where sensitive information
can be revealed. Specific nonverbal cues such as head gestures and gaze are also shown to be informative
for interest modeling during interactions. However in most cases it requires the recording of the people with
a camera from front which will make people more aware of being recorded and cause them to control their
movements, thus intervene with the naturality of the interaction.

As a conclusion, in order to conduct a study over the modeling of interest and especially over the estima-
tion of attraction, the experiments should be conducted at an in-the-wild setting and participants should be
minimally aware that they are being recorded and also not be worried about the privacy of the conversation.
Additionally, the feature extraction should be feasible and less prone to human bias during annotation.
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Table 2.2: Research on automatic detection of interest using nonverbal behavioral features extracted from audio

Ref. Task Measures
[21] Classifying engagement levels Turn-taking and speech emotion
[31] Estimation of task and social cohesion in group meet- | Mimicry in speech behavior
ings
[40] Predicting enjoyment during conversations Conversational features such as conversation length,
rate of turn taking, proportion of speaking time and
acoustic features such as volume and pitch
Table 2.3: Research on automatic detection of interest using nonverbal behavioral features extracted from video
Ref. Task Measures
(50] Relation between body language mimicry and interac- | Coordination between body language features
tion context
(38] Examining the link between therapy outcome and non- | Correlation between body movements
verbal synchrony
[43] Examining the link between affectivity and nonverbal | Correlation between body movements
synchrony
(47, Examining the link between head motion of interacting | Head motion synchrony
48] couples and behavioral characteristics
(20] Recognizing dyadic affects in a medical setting Cross correlation in total kinetic energy
[45] Predicting learning in dyadic interactions Individual’s joint movements
[46] Predicting the creativity in collaborating dyads Correlation between individual’s joint movements
Table 2.4: Research on automatic detection of interest using nonverbal behavioral features extracted from audio and video
Ref. Task Measures
[34] Predicting personality traits and hirability decisions | Co-occurrence patterns between modalities (speaking
during job interviews status and head nods)
[32] Predicting hirability during job interviews Speaking status and prosody, head nods, visual motion,
smiling and gaze
(30] Predicting attributes of social interactions in a job in- | Facial expressions, language, and prosodic information
terview setting
[22] Recognizing engagement levels Facial information, low-level auditory features
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[33] Predicting involvement levels Mutual gaze and blinking visual features, acoustic fea-
tures
[29] Emotion classification during dyadic interactions Dense trajectories and body part detection for human
activity recognition, low level audio features
[49] Recognizing emotional states during affective interac- | Hand gesture and speech features
tions
(23] Estimation of cohesion in task based group meetings Turn-based, low-level audio features, motion energy
features, combination of audio and visual features (mo-
tion during speech, motion when not speaking, audio-
visual synchrony)
(2] Recognizing spontaneous agreement and disagree- | Auditory features, manually annotated head and hand
ment during conversations gestures
Table 2.5: Research on automatic detection of interest using nonverbal behavioral features extracted from other modalities
Ref. Task Modality Measures
[6, 7] Examining the relation between physio- | Physiological Synchrony between EDA signals of two people
logical synchrony and emotional states
and attachment styles of partners
[42] Detecting problematic relationship dy- | Audio, physiological | Electrodermal activity (EDA), electrocardiogram
namics (ECG) activity, EDA synchrony measures, lan-
guage, and acoustic information
[35] Recognizing prejudice Audio, video, physi- | Spatial (mutual distance, space between in-
ological terlocutors, participants’ movements), audio
(pauses in dialogue), and biometric (related to
heart rate and emotional arousal)
[13] Examining behavioral differences of dif- | Motion Mimicry of head nodding, hand gestures and

ferent leadership styles

posture changes







Data

For the experiments of this thesis, data from the MatchNMingle dataset [5] is used. The most important fea-
ture of this dataset is being recorded at an in-the-wild setting which contributes to the ecological validation
of our work. In this chapter, first a description of the MatchNMingle dataset is given by explaining the ex-
periment context and data collection procedure. Subsequently, the ground truth extraction for attraction in
interactions is explained in detail. Finally, analysis of the extracted ground truth is made.

3.1. MatchNMingle Dataset

MatchNMingle is a multimodal and multisensor dataset which is recorded with the aim to be used in research
about the automatic analysis of social signals and interactions for both social and data sciences [5]. It was
collected in an indoor in-the-wild setting instead of a lab setting. Therefore, the social interactions between
participants were as natural as possible. One of the usage intentions of the dataset is studying the relation
between non-verbal behavior and attraction/attractiveness, therefore it fits the goal of this thesis perfectly.

3.1.1. Experiment context

The whole dataset was recorded during a set of activities taking place over 3 days in total in a bar. Each day
the event started with a speed dating round where participants of opposite sex had a 3 minute date with each
other, followed by a mingle party which lasted approximately one hour where participants could interact
with each other freely. In this thesis, only the data from the first part of the event is used. Participants were
recruited from a university and expected to fit the criteria of being single, heterosexual and between ages of
18 and 30. In total of 92 participants attended the event, with equal number of men and women and most of
them did not know each other. During the event, participants were asked to wear devices around their necks
that is shown in Figure 3.1, which record tri-axial acceleration and proximity. Because of the malfunction
of hardware, some of the devices failed recording at various times. After removing these devices, in total 72
participants had sufficient data recorded by wearable devices.

3.1.2. Data collection

Acceleration data was collected using triaxial accelerometers at a frequency of 20 Hz. The proximity informa-
tion is registered as binary values, with 1 representing two people who are in close proximity (~ 2-3 meters)
and 0 representing two people being far away from each other. Additional to these recordings, whole event
area was captured using 9 different cameras from top. Figure 3.2 shows example snapshots from recordings
of these cameras. Another data source that is recorded at the event is the speed date responses. After each
3-minute date with the participant of opposite sex, participants were given 1 minute to fill a match booklet
which has a questionnaire about their date partner indicating their interest on each other. Responses for
these questionnaires constitute the ground truth for the tasks in this thesis.

At the online registration for the event, participants were also asked to fill different questionnaires to test
individual differences. These questionnaires are 1) HEXACO personality inventory [1] 2) Self Control Scale
(SCS)[37] 3) Sociosexual Orientation Inventory (SOI)[41]. In addition, in the beginning of the events hair
samples from each participant are collected to gather hormonal baselines.

13
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Figure 3.1: Wearable device that participants of the experiment wore during entire event that records triaxial acceleration and proximity.
Three axes are shown.

As mentioned earlier, this thesis focuses on the speed date part of the events, thus the data from the
accelerometer recordings and booklet responses are needed for the execution of tasks. For this reason, clean
data from both of these sources were required. In a speed date, two people interact and since we focus on the
dynamics of interaction between two people, the feature extraction and labeling tasks require to have valid
data from both participants to be able to use this date in the experiments. Therefore, the dates for which at
least one of the participants have a malfunctioning device and unreadable booklet responses are ignored and
removed from the dataset. This resulted in a total number of 398 date interaction. Since each participant had
their own label for each date, male and female participants of one date interaction were treated as separate
samples for experimental tasks, resulting in total of 796 samples. In the following subsection, ground truth
extraction process is explained in more detail.

3.2. Defining the ground truth
After each 3-minute date, participants filled the questionnaires in their match booklets to indicate their inter-

est for the other person. The questionnaire consisted of following questions with responses on 7-point Likert
scale (low =1, high =7):

¢ How much would you like to see this person again?

¢ How would you rate this person as a potential friend?

¢ How would you rate this person as a a short term sexual partner?
¢ How would you rate this person as a long term romantic partner?

The answers to these questions are used to quantify the attraction between participants in a date interac-
tion. Each of these questions is used to define different tasks for the interest prediction problem as respec-
tively See Again, Friendly, Sexual, or Romantic. The problem is treated as a binary classification problem to
be consistent with the literature, meaning each date of a participant would have binary labels for each one
of these tasks. For clarification, a date refers to the information from a single person during a speed date,
whereas a date interaction refers to the interaction between two participants during a speed date. These two
concepts are used in two challenges of this thesis. The first one is to predict if one participant is attracted or
not attracted in his/her date partner. This would require labeling a person’s date as positive or negative and
thus for each speed date interaction male and female participant have their own labels. The second chal-
lenge is to predict if a date interaction ends up with a match or no match. Here, a match occurs when both
participants label each other as attracted and for all other cases it becomes a no match.

To obtain labels for these situations, first the responses on Likert scale need to be binarized. One approach
to do it is by taking the median of everyone’s answers to each question and use it as a threshold. Dates with
scores higher than this threshold are labeled as positive. However, this approach does not take the differences
between people’s scoring tendencies. To overcome this issue, we came up with another binarization method.
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(a) Snapshot from speed date part  (b) Snapshot from mingle part

Figure 3.2: Example snapshots from camera recordings during the event

Initially, each person’s response scores for all of his/her dates are normalized to obtain scores between -1 and
1. Following this, dates that have positive score are labeled as attracted and negative score as not attracted.
Following this, date interactions are labeled and a matchlabel is given to a date interaction if both participants
have attracted labels for their date and for all other cases a no match label is given to it.

3.3. Data Analysis

After labeling each date and date interaction, it is worth analysing the class distribution of each task. The
distribution of labels for the dates over each class for each task is shown in Figure 3.3. SeeAgain and Friendly
tasks have a balanced class distribution with 49% positive labels. On the other hand, Romantic and Sexual
tasks have a bias on not attracted class with 40% and 42% positive labels respectively. As mentioned in the
previous section, additional to date labels each date interaction is labeled as a match or no match. Distribu-
tion of match labels over each class for each task is shown in Figure 3.4. With the match labels, it is observed
that for all tasks the datasets are highly biased towards no match class with 30% positive labels for SeeAgain
and Friendly, 13% for Romantic and 19% for Sexual task.

Seefgain Friendly Romantic Sexual
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200
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not attracted attracted not attracted attracted not attracted attracted not attracted attracted

Figure 3.3: Class distribution of each task. SeeAgain and Friendly tasks have balanced class distribution, Romantic and Sexual tasks have
higher number of data in not interested class.

In addition, a correlation analysis is conducted to understand the the correlation between attraction la-
bels. Pearson correlation coefficients are computed using the labels of all dates per each attraction type and
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Figure 3.4: Class distribution of matches per each task. All tasks have an unbalanced distribution with higher number of not interested
labels

presented in Tables 3.1 and 3.2 for one-way and mutual attraction respectively. One interesting observation
is that even though SeeAgain is not considered as an attraction type, it shows the highest correlation with
Friendly attraction labels in both table. Based on that, we can claim that people tend to give answers to
SeeAgain question based on a friendly interest in the other person. Another observation is that in one-way
attraction table, the highest correlation occurs between Sexual and Romantic labels but it is not repeated
in mutual attraction table and the highest correlation is observed between SeeAgain and Friendly labels in
that case. This is interesting because even though people rate their dates similarly for Sexual and Romantic
attraction, matches do not necessarily occur in a similar manner for both types of attraction. In addition
in one-way attraction table the lowest correlation is seen between Friendly and Sexual labels, indicating that
people do not show a similar tendency while considering another person as a friend or a sexual partner. How-
ever, in mutual attraction table the lowest correlation is seen between Friendly and Romantic labels which is
surprising because these attraction types actually showed a higher correlation in one-way labels.

SeeAgain | Friendly | Sexual | Romantic
SeeAgain | 1.0 0.588 0.442 0.540
Friendly 0.588 1.0 0.298 0.406
Sexual 0.442 0.298 1.0 0.599
Romantic | 0.540 0.406 0.599 1.0

Table 3.1: Pearson correlation coefficients calculated between label distributions of each one-way attraction task. All correlations are
significant with p <.001

SeeAgainMatch | FriendlyMatch | SexualMatch | RomanticMatch
SeeAgainMatch | 1.0 0.598 0.372 0.393
FriendlyMatch | 0.598 1.0 0.363 0.312
SexualMatch 0.372 0.363 1.0 0.346
RomanticMatch | 0.393 0.312 0.346 1.0

Table 3.2: Pearson correlation coefficients calculated between label distributions of each mutual attraction task. All correlations are
significant with p <.001

Based on these observations we can claim that these results occur likely because of the differences of ten-
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dencies between male and female participants. Therefore correlations of male and female label distributions
are calculated and presented in Tables 3.3 and 3.4 respectively. Here, we observe that even though female
label correlations show a similar pattern with general label correlations, male label correlations show differ-
ences. The most interesting difference is that SeeAgain labels show a very high correlation with Romantic
attraction labels indicating that unlike women, men makes their decision over wanting to see their date again
based on their romantic attraction. These observations emphasize the differences between male and female
in courtship settings.

SeeAgain | Friendly | Sexual | Romantic
SeeAgain | 1.0 0.592 0.506 0.635
Friendly 0.592 1.0 0.320 0.432
Sexual 0.506 0.320 1.0 0.631
Romantic | 0.635 0.432 0.631 1.0

Table 3.3: Pearson correlation coefficients calculated between label distributions of male participants for each one-way attraction task.
All correlations are significant with p <.001

SeeAgain | Friendly | Sexual | Romantic
SeeAgain | 1.0 0.581 0.400 0.453
Friendly 0.581 1.0 0.289 0.384
Sexual 0.400 0.289 1.0 0.565
Romantic | 0.453 0.384 0.565 1.0

Table 3.4: Pearson correlation coefficients calculated between label distributions of female participants for each one-way attraction task.
All correlations are significant with p <.001

Following the observations of male and female differences, it is also worth analysing the class distribution
difference between genders as well. In Figure 3.5 the plots show the distribution of labels per gender. It is
observed that Friendly and Romantic tasks have similar number of positive labels in female group and male
group (f:52% m:48% for Friendly, £:38% m:42% for Romantic) whereas SeeAgain task has significantly more
positive labels in female group and Romantic task has significantly more positive labels in male group (f:52%
m:45% for SeeAgain, f:36% m:48% for Sexual). From these we can claim that female and male participants did
not differ in their inclinations toward friendship and long term romantic relationship but male participants
had a higher tendency towards a short term sexual relationship. These findings align with sexual strategies
theory by Buss and Schmitt [3]. They hypothesized that because of the lower levels of minimum parental
investment incurred by men, men will express a greater desire for short-term mates than women will. The
results of their empirical tests also showed that men and women did not differ in their stated inclinations for
seeking a long-term partner but more men than women reported that they were seeking short-term sexual
partners at that time.

Another interesting analyze is done by looking at the no match cases. A no match can occur in three
different situations at a date interaction: only the male participant is not attracted, only the female participant
is not attracted and both participants are not attracted. Figure 3.6 shows the distribution of each case for each
task. Here, we see that in the SeeAgain and Friendly tasks the reason for the date interaction to end without a
match is mostly because the male participant was not attracted to the female participant but the difference
is not significant. On the other side, in the Sexual task it is most likely because the female participant was
not attracted. In the Romantic task, mostly both of the participants were not attracted to each other. These
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Figure 3.5: Class distribution of labels of each task per gender. SeeAgain task has significantly more data with attracted label in female
group than male group and Sexual task significantly more data with not attracted label in female group than male group. Friendly
Romantic tasks do not have a significant difference in data distribution.

findings also align with the psychological theories mentioned in the previous paragraph. Since men and
women show similar inclinations for seeking a romantic partners, it can be expected that a match will not
occur because of both participants’ rejection. However, since more men than women are seeking for a short-
term sexual partner, it is expected that female rejections are higher thus matches do not occur because of

that.
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Figure 3.6: Analysis of no match cases. Plots show the distribution of the distribution of three different situations that cause a date
interaction to be labeled as a no match.



Methodology

4.1. Introduction to Methodology

The method of this thesis aims to model the coordination of behavior between two people having a date,
using behavioral features extracted from accelerometer readings, and use these features for predicting at-
traction between these people. This problem is defined as a binary classification task to be consistent with
the literature. The first goal is to classify a single person as attracted or not attracted to the person he/she
had a date with and the second goal is to classify a date interaction as a match, which both participants of the
date are attracted to each other, or no match.

An initial preprocessing step is needed to extract low-level features, before extracting behavioral features,
from the raw triaxial acceleration signal recorded by the accelerometers that participants were wearing. With
this step, simple statistical and spectral features are extracted from the signal using a sliding window ap-
proach. This is explained more thoroughly in Section 4.2.

Following that, using these low-level features more complex features are extracted to model the behavior
of individuals. These features are grouped into two categories: Synchrony and Convergence. The aim is to
capture the coordination and similarity of behavior of two people in a date using both of their signals. The
methodology for this part is explained in Section 4.3. Some of these features carry the same information for
both people in an interaction which are considered Symmetric features whereas some of them can have a
different meaning for each person which are considered Asymmetric. These concepts are also explained in
more detail in Section 4.3.3. After extracting all features, before training models with them it is necessary to
apply some preprocessing to have more reliable results. Applied methods for this purpose are explained in
Section 4.3.4.

Finally, the methodology for classification tasks and the evaluation of them are explained in Section 4.4.

4.2. Preprocessing

This section explains the initial steps taken to transform the raw data into a format that can be used easily for
extracting behavioral features from the acceleration signals. The accelerometer data recorded by the device
consists of 3-dimensional readings with the X axis capturing the left-right movements; the Y axis up-down
movements and Z axis forward-backward movements, with a sampling frequency of 20 Hz. Initially each axis
of each person’s recordings is normalized by computing the z-score within itself to remove interpersonal dif-
ferences in movement intensity, using that person’s entire accelerometer recording. Then, these normalized
raw recordings are treated in multiple ways: the raw values of each axis, absolute values of each axis and the
magnitude of the acceleration which is computed as /(x2 + y2 + z2). These different interpretations have
been used in the previous research that used the data from bodily worn accelerometer to model human be-
havior [16, 17]. Especially in a context where two people are sitting opposite to each other, it is important to
capture the direction of movement therefore raw values are useful. However, there can also be movements
where the direction does not matter and that is the reason to use the absolute values. Additionally, magnitude
will give an idea about the size of general movements but it ignores the specific movements where direction
of action matters. Therefore it is important to use all these different interpretations of one signal recording.
In total 7 different types of signal are derived from one accelerometer reading.
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These signals can be treated as they are and behavioral features can be extracted from them. However in
the literature, the studies that focused on extracting body movements from the accelerometers data have used
statistical (mean and variance) and spectral (power spectral densities) features extracted from raw data using
a sliding window approach [4, 16, 17, 24, 27]. This step is shown to be useful for detecting movements using
the acceleration signal. Therefore it is also decided to use this approach in this thesis. In those studies, their
tasks were different than ours and mostly focused on action detection, thus using short window lengths was
more appropriate for their tasks. However since we do not focus on actions in short time periods but would
like to learn more about the behavioral coordination between two people during the entire interaction, longer
time periods can also reveal useful information. Based on this idea, it is decided to try varying time lengths
for sliding windows and compare the performances of the features that are extracted using different window
lengths. An illustration of the preprocessing steps is shown in Figure 4.1.

Each of the 7 signals derived from the raw recording mentioned earlier, is divided into n-second windows
using a sliding-window approach, with n/2 second shifts between each window. Since the optimal window
size that captures necessary information is not known, the possible values of n are chosen as 1, 3, 5 and 10
seconds. Further, the effect of different window sizes can be evaluated.
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Figure 4.1: Using a sliding window approach with chosen window size, the signal is divided into samples. From each sample statistical
and spectral features are extracted and they are further used for extracting complex behavioral features.

Similar to [17], statistical and spectral features are extracted from each window. As for statistical features
mean and variance over the values in each window is computed. As the spectral feature, power spectral den-
sity (PSD) per window is computed using 6 logarithmically spaced bins between 0-10 Hz. Computing PSD is a
method to convert a continues signal into a discrete form and shows how power of a signal is distributed over
different frequencies. By dividing them into logarithmically spaced bins, the resolution at low frequencies
is increased because lower frequencies contribute more to the power of the signal, but the dimensionality is
kept low. Each bin gives information about the characteristic of behavior of the person at that time window;,
therefore each bin is treated as a single feature. Combination of the mentioned features results in 8 feature
dimensions per window:

* mean
e variance

¢ PSD (6 bins)

Computing these 8 features for each 7 types of signal mentioned earlier results in 56 dimensions per
window. While computing complex behavioral features, each dimension is treated separately and complex



4.3. Feature Extraction 21

features are extracted from each of these dimensions. Since the complex features are computed with the
sliding-window approach with 4 different window sizes, in total 224 different feature categories are extracted
that will further be used to extract those behavioral coordination features.

4.3. Feature Extraction

As mentioned in the literature study, features that capture behavioral coordination and similarity between
people’s behavior are shown to be indicators of positive affect between people. These features can be grouped
into two categories as synchrony and convergence. However there is no clear definition of these concepts in
the literature and the terms have been used interchangeably. Therefore, each term is redefined here to be
used in the scope of this thesis.

¢ Synchrony: In the survey on interpersonal synchrony, Delahercehe et al. [9] defined synchrony as "dy-
namic and reciprocal adaptation of the temporal structure of behaviors between interactive partners".
Thus it can be interpreted as the coordination between two individual’s behavior when they are in an
interaction. Synchrony is the main feature that is used in the literature when modeling different kinds
of interest based on movement features. One form of synchrony is mimicry, which is defined by Feese
et al. [13] as person B following the behavior of person A by displaying the same nonverbal cue with
person A just after they display it. These nonverbal cues can be face touch, arm cross, leg cross, posture
change etc. As explained in Chapter 2, in the literature for quantifying mimicry either the behavior was
annotated manually or a number of sensors were used to extract nonverbal cues and further quantify
mimicry. Since in our case we have only one accelerometer and have no behavioral cue extracted from
its signal such as head or hand gesture, we did not aim to capture mimicry in specific behaviors but
rather in general movements.

¢ Convergence: While measuring the similarity in spoken dialogue of interlocutors Edlund et al. [10]
refers to convergence as an increase in similarity. Thus, when two people’s behavior converges it indi-
cates that their similarity in behavior increases over time. As explained in Chapter 2, in the literature
convergence of audio features of interacting partners have been used as an indicator of attraction and
team cohesion. Here, we develop features to extract convergence from motion data. To our knowledge,
this is the first time that motion convergence is used for estimating attraction.

In the following subsection, specific features for each category and the metrics are explained in more
detail.

4.3.1. Synchrony

To measure synchrony of behavior of two interacting people, we decided to use four different metrics which
are inspired from the literature. First metric aims to capture only the linear and monotonic relationship be-
tween two people’s behavior whereas the second one can capture any kind of relationship. Third feature aims
to capture the characteristics of mimicry behavior during the interaction by extracting the amount of mimicry
that occurs. The last feature aims to capture a general idea about if one person is leading the conversation
such that the other person mostly mimics him/her.

Correlation

Correlation has been used in the literature as a metric to capture similarity of overall body motion and also
motion of specific body parts such as hands or head of two people [20, 38, 43, 45, 46]. Here we used Pearson
correlation as the previous studies, which can be computed as follows:

X - ) i — ) Wi
Pxy = c(X)o(Y) :

in which x and y refer to the low-level accelerometer features of person A and B and x; and y; refer to the
sample-specific values. py and uy denote the mean and o(X) and o(Y) denote the standard deviation of x
and y over the samples considered.

It captures the linear correlation between two variables and returns a score between -1 and 1. In our
context, correlation between two person’s signals are computed and it is expected to obtain a score closer to
1 when two people have a positive feeling towards each other.
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(Normalized) Mutual Information

This metric has also been used in the literature to measure the co-occurences between two people’s behavior
[17, 27]. It measures the mutual dependence between two variables and quantifies how much information
can be obtained about one variable by observing the other variable. In our case it captures the dependence
between two people’s behavior on each other. It is calculated as follows:

IX;Y)=HX)+H(Y)-H(X,Y) (4.2)

where H(X) and H(Y) represents the entropy of input streams of random variables X and Y and H(X,Y)
represents the joint entropy of these random variables.

Additionally, normalized mutual information is computed to obtain a score between 0 and 1. It is calcu-
lated as follows:

NIX;Y) = —— ) (4.3)
’ HX)H(Y) ‘

A higher score is obtained when two people have an influence on each other’s behavior thus we expect it
to be higher when two people has a more positive feeling for each other. For classification, both normalized
and non-normalized mutual information is used.

Mimicry

This mimicry metric is inspired by the work of Nanninga et al. [31]. Since the context of interaction in our
study is different than theirs, the metric is changed to adapt to our case. In their work, they had a meeting
context where a group of people were interacting, thus they considered each person’s mimicry with every one
else.

The goal is to capture when one person imitates their partner’s behavior. Figure 4.2 illustrates how this fea-
ture is computed. Each sample window of Person A’s signal is compared with the consecutive window of Per-
son B’s signal. To compare these windows, the similarity between low-level features of these windows is com-
puted using squared difference, resulting in similarity scores for the entire interaction as D = [dy, d}, ...d,].
Following the approach of [31], from these similarity scores minimum (min(D)), maximum (max(D)), mean
(mean(D)) and variance (var (D)) are computed and used as features. It should be noted that this is an
asymmetric feature such that it returns different results depending on which person is chosen as Person A or
Person B. Thus, it is computed for both cases.
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Figure 4.2: Illustrating the extraction of mimicry feature. Each time sample is compared with the other person’s preceding time sample
by computing a similarity score between sample features. Minimum, maximum, mean and variance of these sample scores are extracted
to be used as mimicry features.

Time-lagged correlation

Additional to regular correlation of movement, in the literature lagged correlation has been used to measure
the correlation of a person’s movement at a given time with the interlocutor’s movement at a time in the past
[20, 45]. This is computed by measuring the similarity in behavior at different time lags again using Pearson
correlation as follows:

X~ ) (ier — )
Py = e (X)a(Y)
in which x and y refer to the low-level accelerometer features of person A and B and x; and y; refer to the

sample-specific values. 7 refers to the number of samples chosen to be used as positive lag. u, and uy, denote
the mean and o(X) and o(Y) denote the standard deviation of x and y over the samples considered.

4.4)
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This metric can indicate the leader-follower relationship of two people in a conversation by showing who
is driving the interaction. In an example case of measuring the correlation between person A and person B’s
movement, if a higher score is obtained when person B’s signal is positively lagged, this indicates that person
B is leading the interaction. In the literature, time lags of 0 to 5 second are used. We also follow this here and
use +/- 1 time step lags, considering that the time steps are of size 1, 3, 5 or 10 seconds.

4.3.2. Convergence

To measure convergence, three different metrics are developed that are inspired from various literature.
These features aim to measure if two people’s behavior style is diverging or converging through the inter-
action they have. The idea is that if two people have a more positive feeling for each other, they show a more
converging behaviour. The difference between first and second feature is that the asymmetric convergence
aims to capture which participant’s behavior style converged to the other’s therefore it can help us define a
leader-follower relationship at the interaction. On the other hand, the symmetric convergence feature does
not measure the direction of the convergence but only the amount of convergence. Finally, the third feature
aims to capture the convergence in a more general way by only comparing the first and second half of the
interaction.

Symmetric convergence

This feature is inspired by the works of [28, 31] which computed convergence in audio features. Therefore, we
adapted the feature to our modality. In order to compute audio features they had to extract speaking statuses
and take only speech parts but we considered the entire signal for extracting the feature. This measure com-
pares two people’s behavior at each time step and aims to capture the similarity between their behavior in-
creasing or decreasing over time. In order to compute it, corresponding window samples of two participants’
signals are compared with each other. To measure the similarity at each time step, the squared difference
between these corresponding windows’ low-level features are computed, as illustrated in Figure 4.3, resulting
in difference scores for each sample of the interaction as D = [d,, do, ..., d,,]. After that, the correlation of these
scores with time is computed to understand if they increase or decrease using Pearson correlation formula
(eq. 4.4) and a correlation coefficient is obtained. In the Pearson correlation formula, X becomes the sample
index of each window sample, so 1,2,..., N and Y is the difference scores, D. Since the goal is to capture con-
vergence, decrease in difference scores means converging behavior. Therefore, the correlation coefficient is
expected to be more negative for converging interactions meaning that the participants tend to show similar
behavior over the interaction.
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Figure 4.3: Illustrating the extraction of symmetric convergence feature. Each time sample is compared with the other person’s corre-
sponding time sample by computing a difference score between sample features. These difference scores are further correlated with
time to extract one convergence score.

Asymmetric convergence

This feature has been inspired by [31] and again adapted to the context of this thesis. In their work since the
setting was a meeting which lasted longer than our date interactions. Therefore we used a shorter time win-
dow for learning period which is explained further here. First two minutes of the date interaction is chosen as
the learning period in which the behavior of one participant is modeled and the last one minute of the inter-
action is compared to this learned model. To understand if the second person’s behavior converges to the first
person’s behavior, the low-level features of the samples from the last one minute are compared to the learning
part’s low-level features. To measure the similarity, squared distance between these features are computed
as illustrated in Figure 4.4, resulting in difference scores for each sample in the last one minute of interaction
as D = [d,,d, ..., d,]. Following, the correlation of these scores with time is computed to understand if they
increase or decrease using Pearson correlation formula and a correlation coefficient is obtained. Since the
goal is to capture convergence, decreasing difference means converging behavior. Therefore a more negative
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correlation coefficient indicates high convergence and more positive affect between two people. Since this
feature only captures the convergence of Person B’s behavior to Person A, it is also computed by changing the
order of A and B.
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Figure 4.4: Illustrating the extraction of asymmetric convergence feature. Each time sample in the last 1 minute period is compared with
the other person’s first 2 minute by computing a difference score between sample features. These difference scores are further correlated
with time to extract one convergence score.

Global convergence
This feature has been inspired by the work of [28]. Since they used audio channel and measured pitch con-
vergence, the feature is adapted to fit in the context of this thesis. The idea is to measure the similarity of two
people’s behavior in the beginning and at the end of their date interaction and compare these similarities. It
is expected that the behavior will be more similar at the end of the interaction due to the convergence. To
capture this, first and second half of the signals are taken as illustrated in figure 4.5. Similarity between both
personss first half’s features are computed using squared differences and saved as djy, and similarity between
their second half’s features are computed and saved as d; . After that, the difference between these similarities
is computed by subtraction as:

c= dl — d() (4.5)

The difference is expected to be negative, meaning the behavior is more similar in the end of the interac-
tion due to the convergence.
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Figure 4.5: Illustrating the extraction of global convergence feature. The interaction is divided into half. First half of each person’s signal’s
features are compared and one similarity score is obtained. Same is applied for the second half of the interaction and another similarity
score is obtained. First one is subtracted from the second one to extract the global convergence score.

4.3.3. Symmetric vs. Asymmetric features
Symmetric features are the features that are same for both participants of the date such as correlation, mutual
information, symmetric convergence and global convergence. On the other hand, asymmetric features can
capture the direction of mimicry or convergence and thus have a different meaning for each participant in a
date. For example, if the male participant is mimicking the female, this can be interpreted differently for each
side. These features include time-lagged correlation, mimicry and asymmetric convergence. Effect of each of
these feature categories is further analysed for different tasks.

Table 4.1 summarizes all the features that are used in our experiments with the corresponding IDs. Addi-
tionally, symmetric features are colored with red and asymmetric features are colored with blue.

4.3.4. Feature preprocessing

After extracting the behavioral coordination features, we perform some preprocessing on them before using
them for classification tasks with training and testing. This is necessary because when features are extracted
considering all the variables mentioned in the previous section, the number of features becomes very high.
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Table 4.1: Feature vector with IDs. Grouped into two feature types. Symmetric features are colored with red and asymmetric features are
colored with blue.

Feature type | Feature ID
Correlation 0-223
Mutual Information 224-559
Synchrony
Mimicry 560-2351

Time-lagged correlation | 2352-2799

Symmetric convergence | 2800-3135

Convergence | Asymmetric convergence | 3136-3583

Global convergence 3584-3807

Reducing the dimensionality of the feature space will help creating simpler models, reducing the training
time and also overfitting.

Feature scaling

Feature scaling is a method that is used for machine learning tasks to standardize the features of the used

dataset. The reason is because the range of features can vary widely and particular features can tend to domi-

nate other features when learning models and this might cause overfitting. By scaling, variance of the features

are taken in the same range. Therefore, standardization is applied to the features using the following formula:
X~ Hx

Z=— (4.6)
Ox

Feature selection

There are different ways to apply feature selection. We apply a feature selection method which computes
the ANOVA F-value between each feature and target labels and selects the features with highest scores. As
for the highest score, it is decided to select features which have a significantly high F-value (p < 0.05). The
main point of this feature selection method is selecting a set of representative features by taking into account
correlations between features and ground truth labels for each task.

Dimensionality reduction

As for the last step of feature preprocessing, further dimensionality reduction is performed by applying prin-
cipal component analysis (PCA) to the selected features and the top principal components which preserve
the 95% of the variance are kept.

4.4. Classification

In the experiment part of this work, we run classification tasks for predicting attraction between people. The
first classification problem is predicting one-way attraction that is, to predict if a person in a date interaction
is attracted or not to their partner. The second classification problem is predicting mutual attraction that is, if
both people are attracted to each other or not. In the case of mutual attraction, this date interaction is labeled
as a match. More detailed explanation of labeling the dates can be found in Chapter 3. The predictive perfor-
mance of the extracted features that are mentioned in the previous section is assessed in both problems. In
the rest of this section, an overview of the classification and evaluation methods are explained.

4.4.1. Classifier

Alogistic regressor is chosen as classifier for the task of predicting interest similar to [4]. This classifier uses a
logistic function to model the relationship between a binary dependent variable and independent variables.
It optimizes the following cost function to predict the binary dependent variable correctly:
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1 n
minw,CEWTw+CZlog(exp(—y,-(XTw+c))+1) 4.7
i=1
Where w are the feature weights, Cis a regularization parameter, y; are the label values (0 or 1), X; feature
vector and c is a bias term.

4.4.2. Evaluation

To evaluate the predictive performance of classifiers for each task, a nested 10-fold cross-validation is applied.
To do this, initially the dataset is divided into ten different subsets and 9 of them are used for training and 1 is
used for testing. While training each of these 9 sets, grid search is applied to find the optimum regularization
parameter of the model. After selecting the model with the optimum hyperparameter, it is tested with the test
fold to evaluate its performance. This is repeated 10 times by changing the testing fold in each iteration and
average of their performances is presented. To obtain a measure that is unaffected by the class imbalance,
the Area under the Receiver Operator Characteristic (AUC) was used to determine performance. Area under
this curve (AUC) is computed to obtain a score between 0 and 1.

Baseline features

It is also necessary to compare the performance of our features with the state-of-the art features that have
been used for attraction prediction tasks in the literature. Veenstra et al. [44] used behavioral features that
are extracted from the video and Cabrera-Quiros et al. [4] adapted some of these features to make it possible
to extract them from accelerometer data. They extracted the mean and variance of the magnitude of accel-
eration for the entire signal of each person for each date. Additionally, they also applied a sliding window of
1 second with a shift of 0.5 seconds and calculated the variance over these windows. From this variance over
sliding windows, they extracted again the mean and variance which results in 4 simple features. Since their
setting is the most similar to our context, we compared the performance of these features with our synchrony
and convergence features.



Results

In this chapter, the results of the conducted experiments are outlined. First, in Section 5.1.1 performances
of classification tasks for one-way attraction prediction and mutual attraction prediction using behavioral
coordination features are described. The performance of one-way attraction prediction is also compared
with the state-of-the-art features from the literature. In Section 5.2, features are analysed more thoroughly to
understand their specific contributions and influence of different factors are discussed. Finally in Section 5.3
motion convergence is investigated more deeply.

5.1. Prediction of attraction with behavioral coordination features

This section outlines the results for predicting one-way attraction and mutual attraction (match) by adopting
the suggested methodology. First, a ROC AUC analysis is provided, comparing the results to the random
baseline. Then the results are compared with the state-of-the-art features from the setting closest to ours.

5.1.1. Predicting one-way attraction

The first problem investigated in this thesis is that of predicting if a person is attracted to his or her date
partner. Within this problem, we had four tasks as: predicting whether a person would like to see the other
person again (SeeAgain), predicting whether a person has a friendly attraction to the other person (Friendly),
predicting whether a person has a romantic attraction to the other person (Romantic) and predicting whether
a person has a sexual attraction to the other person (Sexual). As explained in Chapter 4, for each task 10-fold
cross-validation is applied with a logistic regressor. In Figure 5.1 the performance for predicting different
attractions types are shown by the mean ROC curves for these folds with +1 standard variation. Performances
are compared to the random baseline classifier which assigned every data point to the most-frequent class.
Obtained mean AUC scores are 0.67(+0.06) for the SeeAgain task, 0.73(+0.05) for Friendly task, 0.68(+0.04)
for Romantic task and 0.69(£0.07) for Sexual task.

As is seen, for all tasks our features performed better than the random baseline of 0.50 AUC score. The
performance of Friendly task is the highest showing that it was a relatively easier type of attraction to predict
than others. This can be possibly explained by men and women showing similar patterns of behavior in a
social attraction situation which is discussed in more detail in Subsection 5.1.1. In addition, SeeAgain task
is seen to be relatively more difficult and the possible reason for this is because the labels for this task are
obtained using the answers to "wanting to see the person again” question which does not target a specific
attraction type thus people could interpret it differently. Therefore the ground truth might not be very clear
to be modelled using our features. We can compare these results to the similar work of Veenstra et al. [44].
They aimed to predict if people want to exchange contact information in a speed-date and also to predict how
physically attracted the participant is to the other person. Even though they are not exactly the same type of
question, SeeAgain task is similar to predicting wanting to exchange contact information. In their experi-
ments, they also achieved a higher score in predicting physical attraction than wanting to exchange contact
information. Based on this, we can claim that people’s answers to the specific questions about attraction can
be predicted more easily.

We also compared the performance of our features with the state-of-the-art features from [5], which is the
closest to our setting in terms of approach and modality. The examined features were:
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Figure 5.1: ROC curve plots for visualizing the performance of predicting one-way attraction using behavioral coordination features. For
all tasks the performance is better than random baseline.

Mean of the magnitude of acceleration

Variance of the magnitude of acceleration

FeatureType
BN SoA features
my features

SeeAgain Friendly

Mean of the variance of acceleration over 1 second windows

Variance of the variance of acceleration over 1 second windows

Romantic Sexual
Task

Figure 5.2: Boxplots visualizing the AUC scores for comparison. Red boxes indicate the scores obtained by using baseline features, yellow

boxes indicate the scores obtained in this work. For all tasks features used in this work outperformed the baseline features.

In Figure 5.2 the results for the prediction of different attraction types are outlined using both sets of
features. As is seen, the prediction power of our features is higher for all tasks. Their features take into con-
sideration only single participant’s movements but in order to extract our features we used both person’s
movement signals and computed behavioral coordination between them. These results indicate that while
modeling attraction between two people, it is important to model the coordination of behavior rather than
computing only features of individual movements.
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Separating male and female data

As mentioned in the literature study, research in psychology showed that men and women have differences in
mate-selection and courtship behavior [14, 18]. Therefore, this is taken into account here while creating the
classification tasks as well. Previous studies over attraction prediction split the men and women data and ran
classification tasks separately on each set [4, 44]. Even though, Veenstra et al. [44] obtained better accuracy
by classifying each gender’s data separately, results of Cabrera-Quiros et al. [4] showed better performance
when they combined both data. Thus, this might be dependent on the features that are used in each study.
In this thesis, separating and combining male and female data are tried and expected that separated case
will perform better due to the gender behavioral differences. In Figure 5.3 mean AUC scores are plotted to
compare the prediction performances for each attraction task. Performances of male and female tasks are
compared with the combined dataset’s performances.
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Figure 5.3: Classification performance (Mean AUC) for predicting attraction by separating male and female data analysed. Blue bars
indicate the results obtained using both data as combined, red bars indicate using only male data and green bars indicate using only
female data. Separation increased the prediction performance for all tasks.

As is seen, separation increased the prediction performance for all tasks. However the improvement
in Friendly tasks is not statistically significant (p > 0.1), with mean AUC score of 0.76(+0.07) for males and
0.75(£0.08) for females indicating that men and women show similar behavior when they have a friendly
interest in each other. This could also be the explanation for Friendly task to show the highest prediction
performance when both data is used, compared to other types of attraction because a more general pattern
can be modelled since both males and females show similar movement features related to social attraction.
On the other hand for Romantic and Sexual tasks we have a statistically significant increase (p < 0.1) with
mean AUC score of 0.79(+£0.04) for males and 0.80(+0.06)for females in Romantic and 0.80(+0.07) for males
and 0.75(£0.10) for females in Sexual, in line with the literature [14, 18] this indicates that men and women
show different behavioral characteristics when they have a romantic or sexual attraction to the another per-
son. Similarly, for SeeAgain task performance significant increase is observed in the separated case with mean
AUC score of 0.76(+0.07) for males and 0.77(+0.06) for females.

5.1.2. Predicting mutual attraction

The second problem investigated in this thesis is to predict if both people who had an interaction are attracted
to each other or not. Similar to the first problem we have four tasks, each for one type of attraction. For
each task again 10-fold cross-validation is applied with a logistic regressor. In Figure 5.4 the performance for
predicting mutual attraction are plotted with the mean ROC curves for these folds with +1 standard variation.
Resulting mean AUC scores are 0.82(+£0.09) for SeeAgain task, 0.79(+0.06) for Friendly task, 0.80(+0.11) for
Romantic task and 0.78(+0.09) for Sexual task. We observe that the mutual attraction prediction tasks have
shown better performance than one-way attraction prediction tasks. Another interesting observation is that
there is not a similar trend in task difficulties of one-way attraction and mutual attraction prediction tasks.
We could not compare our results with the state-of-the-art features’ performance because they did not use
their features for predicting mutual attraction.
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Figure 5.4: ROC curve plots for visualizing the performance of predicting mutual attraction using behavioral coordination features. For
all tasks the performance is higher than random baseline.

5.2. Feature analysis

This section provides a more thorough examination on the performances of different features. First, in Sub-
section 5.2.1, a correlation analysis between the vectors of single features and the ground truth for each task is
presented. Subsequently, in Subsection 5.2.2 and Subsection 5.2.3 the influence of different signal types used
for extracting features and the influence of different window sizes for feature extraction is studied respec-
tively. Subsection 5.2.4 elaborates on the performance differences of each behavioral coordination feature
and lastly Subsection 5.2.5 compares the performances of symmetric and asymmetric features.

5.2.1. Correlation analysis

In order to have a deeper understanding about the contributions of each feature, a correlation analysis of
each feature and the labels for each task is conducted. For one-way attraction prediction task, only the fea-
tures with the correlation coefficients greater than 0.1 or less than -0.1 are investigated. However, for match
prediction tasks there were more features with high correlation thus only the top 10 features are investigated
here. As expected, the features with the highest correlation coefficients were found to vary with different
tasks. This indicates that each type of attraction manifests in different behavioral characteristics. Table 5.1
summarizes the features with highest correlation coefficient for each task of one-way attraction prediction
and Table 5.2 summarizes the features for each task of mutual attraction prediction.

One interesting finding of this analysis is that Correlation features that are computed over the Z-axis are
negatively correlated with Friendly attraction as opposed to the expectation of positive correlation as ex-
plained before. Z-axis captures the forward-backward acceleration of the body. Therefore, negative corre-
lation could be because of one person’s backward and other person’s forward movement occurring simul-
taneously. Considering the fact that during the interactions people were sitting opposite to each other, this
might be due to people’s simultaneous movement occurring along the same axis but in different directions.
On the other hand, most of the Correlation features that are extracted using PSD bins indicating correlation
in the movement frequencies of couples showed positive correlation with the Friendly and Sexual attraction.
It shows that the correlation of movement did not occur necessarily in the direction of movement but also
the frequency of movement of two people were similar.

It is also seen that Mutual Information features had high positive correlation with only the SeeAgain and
Friendly tasks whereas the Mimicry features had high positive correlation with only the Romantic and Sexual
tasks. These findings are interesting because in the literature synchrony and mimicry features have been used
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Feature name r-score | p-value
NMI 3sec PSD4 Z 0.10 0.003
GlobConv 10sec PSD1Y | -0.10 0.004
(a) SeeAgain task
Feature name r-score | p-value
Corr 1sec mean Z -0.12 0.0008*
MI 5sec mean AbsZ 0.11 0.001
MI 5sec mean Z 0.11 0.001
MI 10sec mean Z 0.11 0.001
AsymConv 1-2 10sec PSD0O AbsY | 0.11 0.001
NMI 3sec PSD4 Z 0.11 0.002
SymConv 5sec PSD4 X 0.11 0.002
NMI 10sec mean Z 0.11 0.002
AsymConv 1-2 10sec PSD2 Mag | 0.11 0.002
AsymConv 1-2 10sec PSD5Y 0.11 0.002
LagCorr 2-1 1sec mean Z -0.11 0.001
LagCorr 1-2 1sec mean Z -0.11 0.001
Corr 3sec mean Z -0.11 0.002
NMI 5sec mean Z 0.10 0.003
MI 3sec PSD4 Z 0.10 0.003
AsymConv 1-2 5sec PSD0 X 0.10 0.004
LagCorr 2-1 1sec PSD4 Z 0.10 0.004
LagCorr 1-2 3sec mean Z -0.10 0.003
GlobConv 10sec PSD5 Y -0.10 0.004
(b) Friendly Task
Feature name r-score | p-value
Mim_mean 2-1 10sec PSDO0 Z 0.12 0.0006*
Mim_std 2-1 10sec PSDO Z0 0.12 0.0007*
Mim_max 2-1 10sec PSD0 Z 0.12 0.0007*
Mim_mean 2-1 10sec PSD0 ZAbs | 0.11 0.001
Mim_std 2-1 10sec PSD0 ZAbs 0.11 0.002
Mim_max 2-1 10sec PSD0 ZAbs 0.11 0.002
Mim_min 1-2 5sec PSD0 YAbs 0.11 0.002
Mim_std 2-1 5sec PSDO0 Z 0.10 0.004
SymConv 10sec PSD2 ZAbs -0.10 0.003
(c) Romantic Task
Feature name r-score | p-value
LagCorr 1-2 10sec PSD5Y 0.11 0.002
Mim_min 1-2 10sec PSD2 XAbs | 0.11 0.002
LagCorr 1-2 10sec PSD4 Z 0.11 0.003
Mim_min 1-2 1sec var XAbs 0.10 0.003

(d) Sexual Task

Table 5.1: Features with the highest correlation coefficient with the ground truth for each task of one-way attraction prediction. All
features listed are significantly correlated with p<0.01. * indicates that a feature is significantly correlated with p <0.001. Acronyms used:
NMI: Normalized mutual information, MI: Mutual information, GlobConv: Global convergence, AsymConv: Asymmetric convergence,
SymConv: Symmetric convergence, LagCorr: Time-lagged correlation, Corr: Correlation, Mim: Mimicry, mag: Magnitude, Y: Y axis, Z: Z
axis, X: X axis, Abs: Absolute value, PSD (with number): Power spectral density with which bin is used. In each feature name first word
is the feature type, second word is the used window size, third and fourth word corresponds to the signal that the feature is computed
with. In asymmetric features, 1-2 corresponds to participant leading the conversation and 2-1 corresponds to their partner leading the

conversation.
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Feature name r-score | p-value
SymConv 5sec PSD4 X 0.19 0.0002*
SymConv 3sec PSD4 X 0.19 0.001
SymConv 5sec PSD5 XAbs 0.17 0.001

AsymConv f-m 5sec PSD2 YAbs | 0.17 0.001
AsymConv f-m 10sec PSD2 YAbs | 0.17 0.001

SymConv 10sec PSD4 X 0.16 0.002
AsymConv f-m 10sec PSDO YAbs | 0.16 0.002
SymConv 3sec PSD5 XAbs 0.16 0.002
SymConv 1sec PSD4 X 0.15 0.004

AsymConv f-m 10sec PSD4 YAbs | 0.15 0.004

(a) SeeAgain task

Feature name r-score | p-value
SymConv 5sec PSD4 X 0.19 0.0001*
SymConv 3sec PSD4 X 0.19 0.0001*
SymConv 5sec PSD5 XAbs 0.17 0.0008*

AsymConv f-m 5sec PSD2 YAbs | 0.17 0.0009*
AsymConv f-m 10sec PSD2 YAbs | 0.17 0.0009*

SymConv 10sec PSD4 X 0.16 0.001
AsymConv f-m 10sec PSDO YAbs | 0.16 0.001
SymConv 3sec PSD5 XAbs 0.16 0.001
SymConv 1sec PSD4 X 0.15 0.002

AsymConv f-m 10sec PSD4 YAbs | 0.15 0.003

(b) Friendly task
Feature name r-score | p-value
Corr 3sec PSD0 Mag 0.18 0.0002*
Mim_min m-f 5sec PSD2 YAbs 0.18 0.0002*
LagCorr 5sec neg PSD2 ZAbs 0.18 0.0002*

Mim_min m-f 1sec mean XAbs | 0.18 0.0003*
AsymConv f-m 1sec mean YAbs | 0.17 0.0005*
Corr 5sec PSD0 YAbs 0.16 0.0001*
Corr 5sec PSD5Y 0.16 0.0001*
LagCorr 5sec neg PSD2 Z 0.16 0.0001*
SymConv 10sec var YAbs -0.16 0.001
Corr 3sec PSD0 ZAbs 0.15 0.0001*
(c) Romantic task
Feature name r-score | p-value
NMI 10sec mean X 0.17 0.0007*
MI 5sec PSD2 Mag 0.16 0.001
AsymConv m-f 3sec PSD0O YAbs | -0.16 0.001
Mim_min m-f 10sec var X 0.15 0.002
MI 10sec mean X 0.15 0.002

AsymConv m-f 5sec PSD1 YAbs | -0.15 0.003
Mim_min m-f 10sec PSD0 XAbs | 0.14 0.003

AsymConv m-f 10sec var Y -0.14 0.004
AsymConv m-f 5sec mean Z -0.14 0.005
AsymConv m-f 3sec mean Z -0.14 0.006

(d) Sexual task

Table 5.2: Features with the highest correlation coefficient with the ground truth for each task of mutual attraction prediction. All fea-
tures listed are significantly correlated with p<0.01. * indicates that a feature is significantly correlated with p < 0.001. Acronyms used:
NMI: Normalized mutual information, MI: Mutual information, GlobConv: Global convergence, AsymConv: Asymmetric convergence,
SymConv: Symmetric convergence, LagCorr: Time-lagged correlation, Corr: Correlation, Mim: Mimicry, mag: Magnitude, Y: Y axis, Z:
Z axis, X: X axis, Abs: Absolute value, PSD (with number): Power spectral density with which bin is used. For asymmetric features, m-f
corresponds to male participant leading the conversation and f-m corresponds to female participant leading the conversation.



5.2. Feature analysis 33

for modeling both romantic and non-romantic attraction/interest. However, out results show that people
enjoying a friendly conversation show more synchronic behavior but in a flirtatious interaction mimicking
behavior becomes more prominent.

Convergence features were expected to have negative correlation with the labels, because more negative
convergence values indicate a higher convergence, which we hypothesize to be an indicator of positive at-
traction. This is obtained in SeeAgain and Romantic tasks but the opposite is observed in most features of
Friendly task. We can conclude that actually the divergence in behavioral characteristics might be an indica-
tor of friendly attraction to the other person.

Another observation is that there are not many features with high correlation for the SeeAgain task. This
can be because the labels for this task are obtained by the answers to "wanting to see the person again"
question and this is a vague description for any attraction. Therefore the ground truth might not be a very
clear indicator of any attraction.

When analyzing the high correlated features with Match tasks, we could also pay attention to the direc-
tion of asymmetric features that will give us information about the leader-follower behavior of each gender.
In SeeAgain and Friendly tasks, male convergence to female features have a positive correlation with matches.
This is the opposite of what is expected because a positive convergence score shows a non-converging be-
havior and it was not expected to be correlated with attraction as indicated in [28]. On the other hand, in
the Sexual task female convergence to male feature shows a negative correlation with attraction, indicating
that when there is a mutual sexual attraction during an interaction it is revealed by female’s behavior con-
verging to the male’s. We can discuss these findings under the light of the data analysis made in Chapter 3.
As mentioned, no-matches in Sexual attraction occur mostly because female participant is not attracted in
her date partner. Also in label distribution of Sexual task, male participants had a higher number of positive
labels compared the females. Based on these, we can claim that the action and decisions of females are more
determinant for two people to show mutual sexual attraction to each other. Additionally, female mimicking
male-mimicry features show the highest positive correlation with mutual Romantic and Sexual attraction
which shows that female’s behavior is more distinctive for mutually flirtatious conditions. Interestingly even
though both are synchrony features, Correlation shows higher correlation with Romantic matches whereas
the Mutual Information shows higher correlation with Sexual matches.

In summary, we see that different types of attraction are indicated with different behavioral features.
Therefore, depending on the task, a subset of features can be selected for better prediction performance.
Even though we can not be certain that our features are capable of modelling exactly the behavior that we
aim to model since we do not have ground truth about the synchrony and convergence, they are shown to
be good at predicting the goal outcome which is to predict interpersonal attraction. In addition, synchrony
and convergence terms are not very well defined and there is no consensus over them in the literature which
makes it even more difficult to generalize our findings.

5.2.2. Influence of different signal types

In the preprocessing step, different interpretations of recorded tri-axial accelerometer signal are extracted
which are raw values of each axis, absolute values of each axis and the magnitude of acceleration. Each
of these signal types are expected to capture different movement types, therefore here we will analyze and
discuss their effect on estimating different attraction types. Figure 5.5 and 5.6 present the performances of
classification tasks using different signal types for one-way and mutual attraction prediction respectively.
In the plots, each bar corresponds to the prediction scores using features extracted from one type of signal,
calculated with 10-fold cross-validation. We observe that for each task, features extracted from different types
of signal performed better than the rest. This indicates that different attraction types can be estimated better
using features that capture different types of body movements.

In one-way attraction estimation tasks, for SeeAgain task features extracted using raw X and absolute Y
signals showed a relatively better performance than the others. In Friendly task results, one interesting ob-
servation is that raw Z features performed the best whereas absolute Z features performed the worst. Since
Z-axis captures the forward-backward movement and in our setting the people were sitting opposite to each
other, it is expected that raw Z and absolute Z signals can capture different interpretations of forward and
backward leaning movement. Thus the large difference in performances can be explained with that. In Ro-
mantic task, magnitude of movement features showed the higher average AUC scores whereas they showed
the worst performance in Sexual task. Based on this we can claim that, in Romantic attraction prediction the
direction of the movement was more relevant than the other types of movements and it was less relevant for
Sexual attraction. On the other hand, raw Y axis features showed the best performance in Sexual task im-
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Figure 5.5: The relative contributions of the different signal types for each one-way attraction prediction task. Acronyms used: Mag:
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Figure 5.6: The relative contributions of the different signal types for each mutual attraction prediction task. Acronyms used: Mag:
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plying that upward-downward movement was a better indicator of Sexual attraction. This is quite interesting
considering that people were sitting during the interactions and there did not occur big upward-downward
movements. The main result of this analysis is that even though there was not a large difference between
performance results obtained using each signal type, we observe that different type of signals showed the
highest and lowest performances for each task.

In mutual attraction prediction tasks the differences in performances are observed as well. For SeeAgain
and Sexual tasks raw X axis features performed the best implying that the features capturing right-to-left
movements were better indicators for these attraction types. For Friendly task, both absolute Y and raw
Y features achieved the highest results again implying upward-downward movement features which is an
unexpected finding. In Romantic task almost all features showed similar performances but absolute Z and
absolute X were the features that performed relatively worse than the rest.

One other important finding of this analysis is that the same attraction types were estimated better with
the features extracted using different types of signal in one-way and mutual attraction tasks. This also shows
that even though the attraction type is same, it is revealed with different types of movement characteristics
when it is only one-way or mutual. Moreover, all feature types are shown to be predictive to some degree,
indicating that there is not a single signal type clearly contains most of the information. Thus, features that
are extracted using all kinds of signals seem to complement each other as the joint score is the highest.

5.2.3. Influence of different window sizes

In the preprocessing step, the sliding window approach is applied to the raw accelerometer signal to compute
statistical and spectral features with varying window lengths. Different window lengths are expected to cap-
ture varying amount of information about the movement behavior of people from the raw signal. Therefore,
it is worth comparing the performances of features extracted with each window length. Figure 5.7 presents
the results of four different window sizes, 1, 3, 5 and 10 seconds, for both one-way and mutual attraction pre-
diction. In the plots, each color of bar corresponds to the prediction scores of one attraction task, calculated
with 10-fold cross-validation.
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Figure 5.7: Classification performance (Mean AUC) for predicting attraction using different window lengths for feature extraction anal-
ysed. Different colored lines indicate different tasks.

For one-way attraction prediction, we observe that features extracted with 10-second window size per-
formed better than the rest for all tasks except Friendly task. This is an interesting behavior but as explained
in Subsection 5.2.1, for predicting different types of interest different features carried more information. Thus,
this behavior can be of because different features possibly capturing better information about behavior with
different window sizes. For match prediction, it is seen that the features that are extracted with 10-second
window sizes performed better for all tasks. From this we can conclude that behavioral coordination features
can be captured with 10-second windows rather than smaller window sizes.

5.2.4. Comparison feature types

In this subsection the relative contributions of each feature type in the attraction prediction performance are
studied. As Figure 5.8 shows, all types of behavioral coordination features had good estimation performances
for all attraction tasks. Both with one-way and mutual attraction prediction, synchrony features performed
slightly better than the convergence features for all tasks. This aligns with the literature since movement



36 5. Results

synchrony was shown to be an indicator of attraction between people whereas movement convergence has
not been studied in that context but pitch convergence was seen as indicator of attraction [28]. On the other
hand, it is observed that convergence features also performed better than random baseline indicating that
movement convergence is also a good estimator of interpersonal attraction. In addition, the scores that are
presented in Section 5.1.1 show that combination of these features always performed better than using them
separately.

SeeAgain Friendly Remantic Sexual SeeAgain Friend ly Romantic Sexual
(a) One-way attraction (b) Mutual attraction

Figure 5.8: Comparison of the prediction performance, using convergence and synchrony features. Bar plots visualizing AUC scores. For
all tasks synchrony features outperformed convergence features.

It should also be noted that these findings do not necessarily indicate that synchrony is a better measure
than convergence for predicting attraction. Another possible explanation for this can be that our synchrony
measures are better at capturing the synchrony behavior therefore they performed better. Synchrony features
used in this study are mostly adapted from studies that computed these features using motion channel but
convergence features are adapted from studies that used audio channel. Therefore, they might have required
a different implementation than we did here. However, since we do not have the ground truth for synchrony
and convergence behavior, it is not possible to ensure if these features capture what is intended the capture.
This is further discussed in the next chapter.

5.2.5. Comparison symmetric and asymmetric features

In this section, symmetric and asymmetric features are compared by examining their performances in pre-
dicting one-way and mutual attraction. As described in Chapter 4, symmetric features do not capture the
direction of behavior therefore they are the same for male and female participant of the date. Symmetric
features mentioned here are:

¢ Correlation

¢ Mutual information

¢ Symmetric convergence
¢ Global convergence

On other hand, asymmetric features can capture the direction of behavior and possibly give information
about leader-follower characteristic of the interaction thus they have a different meaning for each participant
during a date. For example, if the male participant is mimicking the female then she becomes the leader in
this interaction and he becomes the follower. Therefore, in one-way attraction prediction tasks this mimicry
feature obtains different values for the each participant of that date (Person A and Person B) and interpreted
as "Person A is the leader" or "Person A is the follower". It should be noted that the gender is not taken into
account because gender of Person A is not considered while extracting feature. On the other hand, for mutual
attraction prediction tasks each date is considered as one data point and each participant do not have their
own feature vector but the date interaction has one feature vector. In that case the asymmetric feature has
one meaning for that date and it can be interpreted as "female participant is the leader" or "male participant
is the leader". Asymmetric features mentioned here are :

* Time-lagged correlation
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Figure 5.9: Comparison of the prediction performance, using symmetric and asymmetric features. Bar plots visualizing AUC scores. For
all tasks asymmetric features outperformed convergence features.

Figure 5.9 plots the AUC scores of prediction tasks using symmetric and asymmetric features separately.
These results show that asymmetric features outperformed the symmetric features in all tasks for predicting
one-way attraction. They also showed a slightly better performance at predicting mutual attraction in match
tasks. In either cases, separating them did not outperform the combination of them. Considering the fact that
attraction is an asymmetric property, these results align with our expectations that attraction is estimated
better using asymmetric features.

5.3. Characteristics of Motion Convergence

As mentioned earlier, convergence in audio features of the interacting partners have been studied in the
literature [28] but convergence in movement during conversations is an understudied topic. It is shown that
regardless of attraction when people are engaged in a conversational interaction, their speech audio features
converge during the interaction. We want to test this theory with movement features and hypothesize that
during the 3-minute dates the participants’ movement characteristics converge regardless of being attracted
to each other or not. In order to test our hypothesis, we compare the convergence scores of interacting pairs
with non-interacting pairs and expect interacting pairs to have a significantly higher convergence score. Here,
we created the non-interacting pairs by taking the motion signals of people who are of opposite sexes and not
having a date with each other at that moment. Specifically, we took the signals that were recorded at the same
time meaning both participants were having dates at that time but with different people.

For testing our hypothesis that interacting pairs have a higher convergence score than non-interacting
pairs, we performed two-sample one-tailed t-test. It should be noted that the results of these statistical tests
are not conclusive and in order to make strong conclusions, more tests should be conducted with different
datasets. Therefore, our aim here is only to shed some light to the motion convergence concepts. For this
reason, we used only the signals that are computed using 3-second windows. The results of paired t-tests for
all three convergence features (Symmetric, Asymmetric, Global) extracted using all types of low-level features
are presented in Appendix A.

Even though we can not make a strong conclusion, there are still results which are statistically significant
with p < 0.05 and p < 0.001. Interestingly, in most cases convergence features that are extracted using PSDs
showed a strong significance instead of mean and variance. This can possibly be explained by convergence
occurring in movement frequencies while people are having an interaction regardless of attraction. Moreover,
most of the significant results are achieved in Symmetric convergence scores compared to Asymmetric and
Global convergence. This supports the idea that different convergence features capture movement conver-
gence in different ways. Moreover, this can also be due to these features not actually measuring the motion
convergence. As discussed earlier, due to the lack of ground truth for convergence behavior we can not ensure
if the features do capture the intended properties.

Another interesting observation is that most of the significant results in Symmetric convergence are achieved
with the features extracted using raw Z and absolute Z signals. This indicates that there is convergence in the
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movements along Z-axis in people during conversations. These findings also support the idea that using dif-
ferent signals rather than only taking the magnitude is important when using accelerometer data because as
is seen these signals can possibly capture different movement characteristics better.

One other possible explanation of not having more significant results is the affect of people sitting. It
should be noted that for creating non-interacting pairs we took pairs who were having date interactions with
different people simultaneously. This means that interaction contexts were the same for interacting and non-
interacting pairs where two people had a conversation in a seating position, which most probably started with
an introduction round and lasted 3 minutes (date duration). Therefore, we could expect that people began
the conversations moving more and ended less active which might cause most of the interactions to show a
similar pattern. Thus, we could not observe a significant difference between interacting and non-interacting
pairs’ convergence scores.

In conclusion, these results shed some light on the movement convergence in conversing couples show-
ing that convergence can occur regardless of attraction. However, in order to make strong conclusions more
statistical tests must be done and also features should be compared with ground truth to ensure they grasp
the intended motion characteristics.



Discussion & Conclusion

In this section, the limitations of the proposed approach and possible opportunities for future research is
discussed. Finally, the thesis is concluded.

6.1. Discussion

One of the main challenges of this research was that it was not possible to validate if our synchrony and
convergence metrics do actually capture the intended behavioral concepts. Even though the metrics were
selected and developed after a thorough literature research and they performed well in classification tasks, it
is an indirect validation of the actual behavior that we wanted to capture. In order to overcome this challenge,
it can be helpful to find a way to validate the synchrony and convergence behavior. One possible method is
to annotate them by externally observing the interactions. After obtaining the ground truth, the proposed
features can be tested with that data to ensure that they do measure the right properties. With this method
the features can be improved and presumably increase the prediction performances.

One another point to be taken into consideration is that in the dataset each participant had a date inter-
action with around 7 people from opposite sex. Therefore, some of the dates have the same person as female
or male participant. However, for classification tasks we did not consider this and treated each data point
independently. This approach does not take into account the interpersonal differences but rather accepts at-
traction behavior as the same for all people. For future work, it is possible to develop classification methods
that will take the interpersonal differences that people will show in courtship situation into account.

The results show that synchrony features performed better for predicting all types of attraction. This
aligns with the findings of the previous literature, however as indicated previously since we can not ensure
that our features capture the intended concepts, it is not safe to claim that synchrony is a better feature for
estimating attraction. The results also showed that asymmetric features performed better at classification
task. This also aligns with the expected findings since attraction is an asymmetric property but the same idea
also applies in this case and we can not claim it as a fact.

In addition, all behavioral coordination features are extracted using the same low-level features assuming
these low-level features are of equal importance for the behavioral coordination concepts. However, it is
also possible that for example convergence metrics might capture the intended behavior better with PSD
features whereas synchrony metrics might perform better with signals extracted with X axis. In this study,
these possible differences were not considered but for future research the metrics and low-level feature types
can be investigated with more detail.

To further understand the contribution of the features, we analyzed how each feature type correlates with
the ground truth labels. Even though we have seen that most Correlation features are positively correlated
with attraction, some of the Convergence features also showed positive correlation which was against the
expected findings. Therefore, motion convergence can be investigated more deeply in future research and
affect of convergence on other types of interest and in different settings can be studied. Additionally, it should
be noted that this correlation analysis aims only to provide general insights and should not be treated as
strong statistical conclusions.

We also investigated the motion convergence regardless of attraction and found that some of our conver-
gence features showed significantly higher scores when they are computed for interacting people compared
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to the non-interacting people. Even though our results were not enough to make strong conclusions, they
were aimed to shed a light on movement convergence. For future work, it will be very interesting to test
these findings in different datasets and with different convergence features. Moreover, motion convergence
can also be an indicator of cohesion in team settings thus it will also be interesting to investigate it in group
conversations.

6.2. Main Conclusion

In this study, we have presented a method for automatically predicting attraction between people using be-
havioral coordination features extracted from data recorded by a single body-worn accelerometer. We used
synchrony and convergence features that are inspired from literature which used mostly audio and video
channel, and adapted them to motion channel. Our features could predict one-way social attraction with
a 73% Area under the ROC curve (AUC), out-performing the state-of-the art [5] which was the most similar
setting to our case. We could also predict mutual romantic attraction with an AUC of 80%. To our knowledge,
this is the first time that motion convergence is used for estimating interpersonal attraction.

Our results also showed that prediction performance increases when male and female data is separated,
indicating that men and women have different behavioral characteristics when showing attraction. Finally,
we ran a further analysis to investigate the individual feature contributions and found that different attraction
types are indicated by different type of features. More specifically we could predict social attraction better us-
ing movement correlation features whereas for romantic and sexual interest mimicry features were better
indicators. Moreover, features extracted from different types of signals recorded from accelerometers showed
varying performances for different attraction types. Additionally, asymmetric features out-performed the
symmetric features aligning with the fact that attraction is an asymmetric property and also our synchrony
features showed better performance than convergence features for all types of attraction prediction tasks. Fi-
nally, we have seen that convergence in movement characteristics can occur in interacting people regardless
of attraction.
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Overview convergence tests

Results of two-sample one-tailed t-test to test the hypothesis of interacting pairs having higher convergence
score than non-interacting pairs, are presented.
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A. Overview convergence tests

Signal type _value
psd_Mag 0 | 0.478
psd_Mag 1 | 0.363
psd_Mag 2 | 0.270
psd_Mag 3 | 0.028*
psd_Mag 4 | 0.291
psd_Mag 5 0.026*
mean_Mag | 0.186
var_Mag 0.258
psd_X_0 0.00003**
psd X 1 0.233
psd_X 2 0.010
psd_X_3 0.035
psd_X_4 0.172
psd_X_5 0.497
mean_X 0.053
var_X -
psd_Y_0 0.269
psd_Y_1 0.0002**
psd_Y_2 0.437
psd_Y_3 0.007*
psd_Y_ 4 0.494
psd_Y_5 0.021*
mean_Y 0.018*
var_Y 0.498
psd_Z_0 0.162
psd_Z_1 0.144
psd_Z 2 0.008*
psd_Z_3 0.077
psd_Z 4 0.386
psd_Z_5 0.261
mean_7 -

var_Z -
psd_XAbs_0 | 0.194
psd_XAbs_1 | 0.285
psd_XAbs_2 | 0.026
psd_XAbs_3 | 0.0008**
psd_XAbs_4 | 0.001*
psd_XAbs_5 | 0.126
mean_XAbs | -
var_XAbs -
psd_YAbs_0 | 0.007*
psd_YAbs_1 | 0.233
psd_YAbs_2 | 0.0005**
psd_YAbs_3 | 0.002*
psd_YAbs_4 | 0.00007**
psd_YAbs_5 | 0.070
mean_YAbs | 0.321
var_YAbs 0.032*
psd_ZAbs_0 | 0.354
psd_ZAbs_1 | 0.362
psd_ZAbs_2 | 0.314
psd_ZAbs_3 | 0.233
psd_ZAbs_4 | 0.338
psd_ZAbs_5 | 0.247
mean_ZAbs | -
var_ZAbs -

Table A.1: Results of two-sample one-tailed t-test to compare Asymmetric convergence scores of interacting pairs with non-interacting
pairs computed using all low-level feature types. * indicates that a score is statistically significant with p < 0.05 and ** indicates signifi-

cance with p < 0.001. - indicates that t-test could not be conducted due to 0 variance.
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Signal type | p_value
psd_Mag 0 | 0.042*
psd_Mag 1 | 0.096
psd_Mag 2 | 0.369
psd_Mag 3 | 0.476
psd_Mag 4 | 0.283
psd_Mag 5 0.011*
mean_Mag | 0.054

var_Mag 0.126
psd_X_0 0.266
psd_X_1 0.0004**
psd_X_2 0.026*
psd_X_3 0.374
psd_X_4 0.055
psd_X_5 0.051
mean_X 0.0002**
var_X 0.325
psd_Y_0 0.285
psd_Y_1 0.179
psd_Y_2 0.136
psd_Y_3 0.166
psd_Y_ 4 0.184
psd_Y_5 0.231
mean_Y 0.185
var_Y 0.449
psd_Z_0 0.281
psd_Z_1 0.110
psd_Z_2 0.0004**
psd_Z_3 0.222
psd_Z 4 0.185
psd_Z_5 0.377
mean_7 0.053
var_7 0.018*

psd_XAbs_0 | 0.457
psd_XAbs_1 | 0.001*
psd_XAbs_2 | 0.247
psd_XAbs_3 | 0.473
psd_XAbs_4 | 0.374
psd_XAbs_5 | 0.232
mean_XAbs | 0.114
var_XAbs 0.475
psd_YAbs_0 | 0.117
psd_YAbs_1 | 0.158
psd_YAbs_2 | 0.458
psd_YAbs_3 | 0.213
psd_YAbs_4 | 0.198
psd_YAbs_5 | 0.105
mean_YAbs | 0.223
var_YAbs 0.247
psd_ZAbs_0 | 0.242
psd_ZAbs_1 | 0.252
psd_ZAbs_2 | 0.001*
psd_ZAbs_3 | 0.180
psd_ZAbs_4 | 0.189
psd_ZAbs_5 | 0.455
mean_ZAbs | 0.009*
var_ZAbs 0.014*

Table A.2: Results of two-sample one-tailed t-test to compare Global convergence scores of interacting pairs with non-interacting pairs
computed using all low-level feature types. * indicates that a score is statistically significant with p < 0.05 and ** indicates significance
with p <0.001. - indicates that t-test could not be conducted due to 0 variance.



48 A. Overview convergence tests

Signal type | p_value
psd_Mag 0 | 0.030*
psd_Mag 1 | 0.009*
psd_Mag 2 | 0.046*
psd_Mag 3 | 0.080
psd_Mag 4 | 0.143
psd_Mag 5 | 0.006*
mean_Mag | 0.389

var_Mag 0.082
psd_X_0 0.144
psd X 1 0.065
psd_X_2 0.207
psd_X_3 0.329
psd_X_4 0.028
psd_X_5 0.120
mean_X 0.152
var_X 0.257
psd_Y_0 0.009*
psd_Y_1 0.458
psd_Y_2 0.407
psd_Y_3 0.157
psd_Y_ 4 0.061
psd_Y_5 0.034
mean_Y 0.086
var_Y 0.382
psd_Z_0 0.045*
psd_Z_1 0.016*
psd_Z 2 0.012*
psd_Z_3 0.243
psd_Z 4 0.004*
psd_Z_5 0.001*
mean_7 0.011*
var_7 0.016*

psd_XAbs_0 | 0.028*
psd_XAbs_1 | 0.066
psd_XAbs_2 | 0.130
psd_XAbs_3 | 0.470
psd_XAbs_4 | 0.028*
psd_XAbs_5 | 0.021*
mean_XAbs | 0.089
var_XAbs 0.194
psd_YAbs_0 | 0.454
psd_YAbs_1 | 0.316
psd_YAbs_2 | 0.297
psd_YAbs_3 | 0.166
psd_YAbs_4 | 0.142
psd_YAbs_5 | 0.095
mean_YAbs | 0.125
var_YAbs 0.415
psd_ZAbs_0 | 0.059
psd_ZAbs_1 | 0.006*
psd_ZAbs_2 | 0.020*
psd_ZAbs_3 | 0.344
psd_ZAbs_4 | 0.006*
psd_ZAbs_5 | 0.0001**
mean_ZAbs | 0.025*
var_ZAbs 0.017*

Table A.3: Results of two-sample one-tailed t-test to compare Symmetric convergence scores of interacting pairs with non-interacting
pairs computed using all low-level feature types. * indicates that a score is statistically significant with p < 0.05 and ** indicates signifi-
cance with p < 0.001. - indicates that t-test could not be conducted due to 0 variance.



Workshop paper

In this appendix the paper submission is included, which was written based on the thesis. The paper is
submitted to the Workshop on Emotions and Emergent States in Groups (EMERGent) in 8th International
Conference on Affective Computing & Intelligent Interaction. The paper is accepted and will be presented on
September 3th, 2019.
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Estimating Romantic, Social, and Sexual Attraction
by Quantifying Bodily Coordination using Wearable
Sensors

Oykii Kapcak
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Abstract—In this paper we introduce a novel method of
estimating romantic, social and sexual attraction between two
people by quantifying their bodily coordination using wearable
sensors in a speed-date setting. We developed simple synchrony
and convergence features, inspired from the literature and
specifically adapted to be extracted from accelerometer data. To
our knowledge, this is the first time that motion convergence is
used for estimating attraction. Our features could predict one-
way social attraction with a 73% Area under the ROC curve
(AUC), out-performing previous work in a similar setting. We
also showed that prediction performance increased when the male
and female data are separated. We could also predict mutual
romantic attraction with an AUC of 80%. Finally, we found
that social attraction could be predicted better from movement
correlation features whereas for romantic and sexual interest
mimicry features were better indicators. Additionally, we found
that ”mimicking of female to male” and convergence of female’s
movement to male’s” were indicators of sexual and romantic
mutual attraction in our data.

Index Terms—Attraction, synchrony, convergence, wearable
acceleration, dyadic interactions, speed-dates.

1. INTRODUCTION

Gatica-Perez defines the term interest as “people’s internal
states related to the degree of engagement displayed, con-
sciously or not, during social interaction” [1]. He also notes
that this engagement arises because of different factors such as
interest in the topic of a conversation, attraction to other person
or social rapport. The goal of this study is to investigate the
automatic detection of attraction in dyadic interactions using
movement features that are automatically extracted from single
body-worn accelerometers in an in-the-wild setting.

The advances in sensing technologies and the possibili-
ties of sensing human behavior have brought interest in the
automatic assessment of human behavior in several research
communities. Assessing human behavior makes it possible to
automatically analyze human-human interactions. This in turn
makes it possible to build tools that improve the time and
possibly quality of psychological and sociological research.
Additionally, automatic assessment is of interest for the cre-
ation of more naturally behaving socially-aware computing
systems. A further application is the creation of tools that can
help people assess their own behavior in their relationships,
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Delft University of Technology
Delft, Netherlands
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Hayley Hung
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enabling them to receive feedback about their behavior during
social interactions which would increase the quality of their
relationships with other people.

Recent promising advances in this field give insights into the
relationship between little-understood phenomena like physi-
cal and emotional attraction and measurable human behavior.
Attraction has been found to affect the way in which couples
behave towards one another during interactions, affecting other
known social phenomena like the level of synchrony in their
movements [2], the degree to which they mimic one another
[3]-[5] and the adaptation to one another’s behavior [6]. Our
work aims to investigate how we can automatically estimate
interpersonal attraction by quantifying body coordination us-
ing wearable sensors. Concretely, the contributions of this
study are three-fold. First, we proposed novel behavioral
coordination features that can be extracted from a single body-
worn accelerometer. We show that behavioral features such
as synchrony and convergence can be extracted from motion
and used to predict attraction between two people. Second, we
used these features to model interpersonal attraction and tested
them in a real life in-the-wild setting with a less intrusive
approach. Finally, we obtained experimental evidence that
supports the existing theories from psychological literature
about behavioral differences between men and women in a
courtship setting.

II. RELATED WORK

Interpersonal interest and its associated non-verbal behavior
have been studied by psychology researchers. The automatic
quantification of this behavior has also been of interest to
computer scientists. Therefore, studies from both fields are
reviewed here. First, related work about romantic interest is
discussed. Research on other forms of interest is mentioned
briefly. Finally measures of coordination that are used in the
literature are summarized.

Most of the existing work that studied romantic interest
conducted experiments in speed-date scenarios. The reason for
using these events in attraction studies is that the responses
to the questionnaires that are filled after the dates can be
used as ground truth for the prediction tasks. Madan et al.



investigated romantic, friendly and business interest between
people by extracting four types of social signal measures
from audio: activity, engagement, emphasis and mirroring and
successfully predicted each type of interest using these features
[7]. Michalsky et al. investigated pitch convergence and found
that speech of interactants became more similar over the course
of conversation when perceived attractiveness and likability
is higher [6]. Ranganath et al. used prosodic, dialogue, and
lexical features extracted from audio recordings to investigate
the participant’s flirtation behavior and could predict both
flirtation intention and flirtation perception [8].

Veenstra et al. found that positional features extracted from
video such as position, distance, movement and synchrony
are indicators of attraction. Their results also indicated that
addressing male and female behavior as two different tasks
for prediction increased the task performances [2]. With the
aim to recreate similar results, Cabrera-Quiros et al. attempted
to classify attraction levels between participants using motion
features extracted from accelerometer data [9]. Even though
they only used the mean and variance of the magnitude of ac-
celeration as features, they obtained good classification results.
An interesting finding of their study is that separating male
and female data did not improve their prediction performance
unlike [2].

Research has been done in psychology about attraction
focusing on the mimicry behavior [3]-[5]. Instead of doing
an automatic feature extraction, they manually annotated non-
verbal mimicry events of the interacting partners by watching
the recordings of the interactions. They found that mimicry
was positively correlated with romantic interest. Research from
psychology also showed that people use different mechanisms
and strategies when it comes to searching for short-term and
long-term partners [10]. Moreover, these strategies are differ-
ent for men and women. It is indicated also in other research
that men and women show differences in mate selection [11]
and courtship behavior [12] such as women flipping their hair
and moving their shoulders and men uncrossing their legs
often. These research suggest that men and women should
be treated separately in attraction prediction tasks.

In research about other types of inter-personal interest,
researchers studied head motion synchrony of spouses during
interactions [13], [14], estimated team cohesion in meeting
settings using audio-visual cues and mimicry features [15],
[16] and used behavioral synchrony and correlation features
to predict interaction quality and outcome [17], [18].

In conclusion, previous literature shows that features that
capture behavioral coordination and similarity between peo-
ple’s behavior are indicators of affect between people and
used for modeling interest by extracting them from different
modalities and settings. These features can be grouped into
two categories as synchrony and convergence. In this study
we also used these types of features for modeling attraction.

III. DATA

We used MatchNMingle, a multimodal and multisensor
dataset recorded with the aim to be used in research about

automatic analysis of social signals and interactions for both
social and data sciences [9]. It was collected in an indoor in-
the-wild setting instead of a lab setting. Therefore the social
interactions between participants were as natural as possible.

A. Experiment context

The whole dataset was recorded during a set of activities
taking place over 3 days in total in a local bar. Each day the
event started with a speed dating round where participants of
opposite sex had a 3 minute date with each other, followed
by a mingle party. In this research, only the data from the
first part of the event is used. Participants were recruited from
a university and expected to fit the criteria of being single,
heterosexual and between the ages of 18 and 30. In total of
92 participants attended the event, with equal number of men
and women and most of them did not know each other. During
the event, participants were asked to wear devices around their
necks, which record tri-axial acceleration and proximity. After
removing malfunctioning devices, in total 72 participants had
sufficient data recorded by wearable devices.

B. Data collection

Acceleration data was collected using tri-axial accelerome-
ters at a frequency of 20 Hz. After each 3-minute date with the
participant of opposite sex, participants were given 1 minute
to fill a booklet with a questionnaire about their date partner
indicating their interest in each other. Responses for these
questionnaires constitute the ground truth for the tasks in
this study. After removing the dates which at least one of
the participants have a malfunctioning device and unreadable
booklet responses, a total number of 398 date interactions
were left. Since each participant had their own label for each
date, male and female participants of one date interaction were
treated as separate samples, resulting in total of 796 samples.

C. Defining the ground truth

The questionnaire that participants filled after their dates
consisted of following questions with responses on a 7-point
Likert scale (low = 1, high = 7):

o How much would you like to see this person again?

+ How would you rate this person as a potential friend?

« How would you rate this person as a a short term sexual

partner?

« How would you rate this person as a long term romantic

partner?

Each of these questions was used to define different tasks
for the interest prediction problem as respectively See Again,
Friendly, Sexual or Romantic. The problem was treated as a
binary classification problem, meaning each date of a partici-
pant would have binary labels for each one of these tasks. For
clarification, a date refers to the information from a single
person during a speed date, whereas a date interaction refers
to the interaction between two participants during a speed date.
These two concepts are used in two challenges of this study.
The first one is to predict if one participant is attracted or not
attracted to his/her date partner. This would require labeling



a person’s date thus for each speed date interaction male and
female participant have their own labels. The second challenge
is to predict if a date interaction ends with a match or no
match. To obtain labels for these situations, first the responses
on Likert scale need to be binarized. Initially, each person’s
scores for all of his/her dates are normalized with z-score
normalization. Following this, dates that have positive score
are labeled as attracted and negative score as not attracted.
Following this, date interactions are labeled and a match label
is given to a date interaction if both participants have attracted
labels for their date and for all other cases a no match label
is assigned.

D. Data Analysis

Distribution of labels over each class showed that SeeAgain
and Friendly tasks have a balanced class distribution with 49%
positive labels. On the other hand, Romantic and Sexual tasks
have a bias on not attracted class with 40% and 42% positive
labels respectively. With the match labels, it is observed that
for all tasks the datasets are highly biased towards no match
class with 30% positive labels for SeeAgain and Friendly,
13% for Romantic and 19% for Sexual task. Additionally, the
class distribution difference between genders is also analyzed
and observed that Friendly and Romantic tasks have similar
number of positive labels in female group and male group
(f:52% m:48% for Friendly, f:38% m:42% for Romantic)
whereas SeeAgain task has significantly more positive labels
in female group and Romantic task has significantly more
positive labels in male group (f:52% m:45% for SeeAgain,
f:36% m:48% for Sexual). From these we can claim that
female and male participants did not differ in their inclinations
toward friendship and long term romantic relationship but male
participants had a higher tendency towards a short term sexual
relationship.

IV. FEATURES

Our method aims to model the coordination of behavior
between two people having a date, using nonverbal behavioral
features extracted from accelerometer readings.We describe
the feature extraction process in more detail below.

A. Preprocessing

The accelerometer data consists of 3-dimensional readings
with the X axis capturing the left-right movements; the
Y axis up-down movements and Z axis forward-backward
movements. Initially each axis of each person’s recordings
is normalized by computing the z-score within itself to re-
move interpersonal differences in movement intensity. Then,
these normalized raw recordings are treated in multiple ways:
raw values of each axis, absolute values of each axis and
the magnitude of the acceleration which is computed as
v/ (z? + y? + 22). Each of these 7 signals is divided into n-
second windows using a sliding-window approach, with n/2
second shifts between each window. Since the optimal window
size that captures necessary information is not known, the
possible values of n are chosen as 1, 3, 5 and 10 seconds.

Similar to [19], statistical (mean, variance) and spectral
(power spectral density) features are extracted from each win-
dow. Power spectral density (PSD) per window is computed
using 6 logarithmically spaced bins between 0-10 Hz, to
increase the resolution at low frequencies. Each bin gives
information about the characteristic of behavior of the per-
son at that time window, therefore each bin is treated as a
single feature. Combining these features results in 8 feature
dimensions per window.

Computing these 8 features for each 7 types of signal
mentioned earlier and for 4 different window-sizes results in
224 low-level features that will further be used to extract
behavioral coordination features that are explained in the
following subsection. An illustration of the pre-processing
steps is shown in Figure 1.
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Fig. 1. Pre-processing step: Using a sliding window approach, the signal
is divided into samples from which the statistical and spectral features are
extracted.

B. Feature Extraction

The aforementioned low-level features are used to ex-
tract more complex behavioral coordination features that are
grouped into two categories.

1) Synchrony: To measure the synchrony of behavior of
two interacting people, two different measures are used.

a) Correlation: Correlation has been used in the liter-
ature as a measure of similarity of overall body motion and
also motion of specific body parts such as the hands or head
of two people [17], [18], [20]-[22]. Here, as in the previous
studies, we used Pearson correlation:

Zi\;(xz — pha) (Yi — Ny)
o(X)o(Y)

In our context, it captures the liner correlation between two
person’s signals and it is expected to give a score closer to 1
when two people have positive feelings towards each other.

b) (Normalized) Mutual Information: This measure has
also been used in the literature to capture the dependence
between two people’s behavior [19], [23]. In our case it
captures the dependence of two people’s behavior on each
other. It is calculated as follows:

ey

Pxy =



[(X;Y) = H(X) + H(Y) — H(X,Y) @)

where H(X) and H(Y) represents the entropy of random
variables X and Y and H(X,Y) represents the joint entropy of
X and Y.

Additionally, normalized mutual information is computed
by dividing by /H(X)H(Y) to obtain a score between 0
and 1. A higher score is expected when two people have an
influence on each other’s behavior.

¢) Mimicry: This mimicry measure is inspired by the
work of Nanninga et al. [16]. The goal is to capture when one
person imitates their partner’s behavior. Figure 2 illustrates
how this feature is computed. Each sample window of Person
A’s signal is compared with the consecutive window of Person
B’s signal. To compare these windows, the distance between
low-level features of these windows are computed, resulting in
distance scores D = [dp,d1,...d,] for the entire interaction.
From these distance scores, minimum (min(D)), maximum
(maz(D)), mean (mean(D)) and variance (var(D)) are com-
puted and used as features. Since this feature only captures the
mimicry of Person B to Person A, the reverse is also computed.
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Fig. 2. Mimicry feature. Each time sample is compared with the other person’s
preceding time sample.

d) Time-lagged correlation: Correlation with a time lag
has also been used to measure the linear relation of a follower’s
movement with the interlocutor’s movement [20], [21]. The
following formula computes the correlation between X and Y
signals at a positive lag of 7 samples, following formula is
used:

SN (i — ) Yigr — py)
a(X)a(Y)

This metric can indicate the leader-follower relationship of
two people in a conversation by showing who is driving the
interaction. In an example case of measuring the correlation
between person A and person B’s movement, if a higher score
is obtained when person B’s signal is positively lagged, this
indicates that person B is leading the interaction. Following
the literature, we use +/- 1 time step lags.

2) Convergence/Divergence: To measure convergence,
three different metrics are developed that, inspired in various
literature. These features aim to measure if two people’s
behavior style is diverging or converging through their inter-
action. The idea is that people’s feelings for each other would
be more positive if they show a more converging behavior.

a) Symmetric convergence: This feature is inspired by
the works of [6], [16]. It compares two people’s behavior at
each time step and aims to capture if the difference between
their behavior decreases over time. In order to compute

Pxy = (3)

it, corresponding windows of two participants’ signals are
compared with each other. To measure the similarity at each
time step, the distance between these corresponding samples’
low-level features are computed as illustrated in Figure 3,
resulting in distance scores D = [dy,ds,...,dy,], for each
sample. After that, the correlation of these scores with time
is computed to understand if they increase or decrease using
Pearson correlation formula (eq. 3) and a correlation coeffi-
cient is obtained. Since the goal is to capture convergence, a
decreasing distance indicates converging behavior. Therefore,
the correlation coefficient is expected to be more negative
for converging interactions where participants show similar
behavior over the interaction.
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Fig. 3. Symmetric convergence feature. Each time sample is compared with
the other person’s corresponding time sample.

b) Asymmetric convergence: This feature has also been
inspired by [16]. The first two minutes of the date interaction
are taken as the learning period in which the behavior of
one participant is modeled and the last one minute of the
interaction is compared to this learned model. To understand
if the second person’s behavior converges to the first person’s
behavior, the low-level features of the samples from the last
one minute are compared to the learning part’s low-level
features. To measure the similarity, distances between these
features are computed as illustrated in Figure 4, resulting
in distance scores D = [di,ds,...,d,], for each sample in
the last one minute of interaction. Then, the correlation of
these scores with time is computed using Pearson correlation.
A smaller and negative correlation coefficient indicates high
convergence and more positive affect between two people.
Since this feature only captures the convergence of Person
B’s behavior to Person A, it is also computed by changing the
order of people.

Learning

Person A:

Person B: ]

time

Fig. 4. Asymmetric convergence feature. Each time sample in the last
1 minute period is compared with the other person’s first 2 minutes by
computing a distance score between sample features.

¢) Global convergence: This feature has been inspired
by the work of [6]. The idea is to measure the similarity
of two people’s behavior in the beginning and at the end
of their date interaction and compare these similarities. It is
expected that the behavior will be more similar at the end of
the interaction due to convergence. To capture this, the first
and second half of the signals are taken as illustrated in figure
5. The similarity dy between the first half’s features of the two



TABLE I
FEATURE VECTOR

Feature type Feature ID
Correlation 0-223

Synchrony M}]tu.al Information 224-559
Mimicry 560-2351
Time-lagged correlation 2352-2799
Symmetric convergence 2800-3135

Convergence Asymmetric convergence | 3136-3583
Global convergence 3584-3807

persons is computed. An equivalent similarity dy is computed
for the second half. The difference between these similarities
is computed by subtraction as: ¢ = dy — dy. This difference is
expected to be negative when convergence occurs.
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Fig. 5. Global convergence feature. The difference between both persons’
features is computed for each half of the interaction.

Table I summarizes all the features that are used in our
experiments with the corresponding IDs. Additionally, sym-
metric features are colored with red and asymmetric features
are colored with blue.

C. Feature pre-processing

After extracting the features, they were pre-processed with
the objective of reducing the dimensionality of the feature
space. The features were first normalized to zero mean and
unit standard deviation. Second, we selected a set of repre-
sentative features by computing the ANOVA F-value between
each feature and target labels and taking the features with
significantly high F-value (p < 0.05). Finally, we applied
principal component analysis (PCA) and the top principal
components preserving 95% of the variance were kept.

V. RESULTS

A logistic regressor was chosen as classifier for the task
of predicting interest, as in [24]. To evaluate the predictive
performance of classifiers for each task, a nested 10-fold cross-
validation was applied. To obtain a measure that is unaffected
by the class imbalance, the Area under the Receiver Operator
Characteristic (AUC) was used to determine performance.

The first problem investigated in this study was that of
predicting if a person is attracted to his or her date partner.
Performances for different attraction type predictions are com-
pared to the random baseline classifier which assigned every
data point to the most frequent class. Obtained mean AUC
scores are shown in the first column of Table II. For all tasks
our features performed significantly better than the random
baseline of 50% AUC.

We also compared the performance of our features with
the features from [9], the closest to our setting in terms of
approach and modality. The examined features were: mean

TABLE II
MEAN AUC SCORES OBTAINED IN ONE-WAY INTEREST PREDICTION
TASKS
Our features | SOA features | Only female | Only male
SeeAgain | 0.67(+0.06) | 0.53(%0.05) 0.77(£0.06) | 0.76(%0.07)
Friendly 0.73(£0.05) | 0.50(£0.06) 0.75(£0.08) | 0.76(40.07)
Romantic | 0.68(£0.04) | 0.57(£0.08) 0.80(£0.06) | 0.79(40.04)
Sexual 0.69(£0.07) | 0.50(£0.08) 0.75(£0.10) | 0.80(%0.07)
TABLE III
MEAN AUC SCORES OBTAINED IN MUTUAL INTEREST PREDICTION TASKS
Our features
SeeAgain | 0.82(£0.09)
Friendly 0.79(£0.06)
Romantic | 0.80(£0.11)
Sexual 0.78(£0.09)

of the magnitude of acceleration, variance of the magnitude
of acceleration, mean of the variance of acceleration over 1
second windows, variance of the variance of acceleration over
1 second windows. Obtained mean AUC scores using these
features are shown in the second column of Table II. As is
seen they are out-performed by our features for all tasks. Even
though the same dataset is used in [9], since to compute our
features it is required to have valid data from both of the
participants in a date, we had to discard a larger amount of
dates. Moreover, we used a different method for obtaining the
ground truth from the questionnaires, resulting in a dataset
with different statistics.

The second problem investigated in this study was predict-
ing if both people who had an interaction are attracted to each
other or not (ie. if they are a match). Obtained mean AUC
scores are shown in Table III. We observe that the mutual
attraction prediction tasks have shown better performance than
one-way attraction prediction tasks. We could not compare our
results with the state-of-the-art features’ performance because
they did not use their features for predicting mutual attraction.

As in previous literature [2], [9], we also experimented
separating and combining male and female data. The third
and fourth columns of Table II shows the scores obtained by
using male and female data separately. The results showed
that separation increased the prediction performance for all
tasks compared to the combined dataset’s performance. The
least amount of improvement is seen in the Friendly tasks
indicating that men and women show similar behavior when
they have a friendly attraction towards each other. On the other
hand for Romantic and Sexual tasks we have a larger increase,
in line with the literature, suggesting that men and women
show different behavioral characteristics when experiencing
romantic or sexual attraction. Similarly, for the SeeAgain task
a performance increase is observed in the separated case.

VI. DISCUSSION
A. Correlation analysis

In this analysis, features are correlated with the label
of each task, in order to have a deeper understanding of



the contribution of each one. The features with the highest
correlation coefficients were found to vary with different
tasks. This indicates that each type of attraction manifests in
different behavioral characteristics. One interesting finding of
this analysis is that Correlation features that are computed over
the Z-axis are negatively correlated with Friendly attraction as
opposed to the expectation of positive correlation as explained
before. Z-axis captures the forward-backward acceleration of
the body. Therefore, negative correlation could be because of
one person’s backward and other person’s forward movement
occurring simultaneously. Considering the fact that during the
interactions people were sitting opposite to each other, this
might be due to people’s simultaneous movement occurring
along the same axis but in different directions. On the other
hand, most of the Correlation features that are extracted using
PSD bins indicating correlation in the movement frequencies
of couples showed positive correlation with the Friendly and
Sexual attraction. It shows that the correlation of movement
did not occur necessarily in the direction of movement but
also the frequency of movement of two people were similar.

It is also seen that Mutual Information features had high
positive correlation with only the SeeAgain and Friendly tasks
whereas the Mimicry features had high positive correlation
with only the Romantic and Sexual tasks. From that, we
hypothesize that people enjoying a friendly conversation show
more synchronic behavior. On the other hand, in a flirtatious
interaction mimicking behavior becomes more prominent.

Convergence features were expected to have negative cor-
relation with the labels, because more negative convergence
values indicate a higher convergence, which we hypothesize
to be an indicator of positive attraction. This is obtained in
SeeAgain and Romantic tasks but the opposite is observed
in most features of Friendly task. We can conclude that
actually the divergence in behavioral characteristics might be
an indicator of friendly attraction to the other person.

Another observation is that there are not many features with
high correlation for the SeeAgain task. This can be because the
labels for this task are obtained by the answers to “wanting to
see the person again” question and this is a vague description
for any attraction. Therefore the ground truth might not be a
very clear indicator of any attraction.

When analyzing the high correlated features with March
tasks, we could also pay attention to the direction of asym-
metric features that will give us information about the leader-
follower behavior of each gender. In SeeAgain and Friendly
tasks, male convergence to female features have a positive cor-
relation with matches. This is the opposite of what is expected
because a positive convergence score shows a non-converging
behavior and it was not expected to be correlated with attrac-
tion. On the other hand, in the Sexual task female convergence
to male feature shows a negative correlation with attraction,
indicating that when there is a mutual sexual attraction during
an interaction it is revealed by female’s behavior converging
to the male’s. Additionally, female mimicking male-mimicry
features show the highest positive correlation with mutual
Romantic and Sexual attraction. Interestingly even though both

are synchrony features, Correlation shows higher correlation
with Romantic matches whereas the Mutual Information shows
higher correlation with Sexual matches.

In summary, we see that different types of attraction are
indicated with different behavioral features. Therefore, de-
pending on the task, a subset of features can be selected
for better prediction performance. Even though we can not
be certain that our features are capable of modelling exactly
the behavior that we aim to model since we do not have
ground truth about the synchrony and convergence, they are
shown to be good at predicting the goal outcome which is
to predict interpersonal attraction. In addition, synchrony and
convergence terms are not very well defined and there is no
consensus over them in the literature which makes it even
more difficult to generalize our findings.

B. Comparison symmetric and asymmetric features

As is known attraction is an asymmetric property, meaning
that it might not be reciprocal. Therefore, it is important
to consider that symmetric and asymmetric features may
have different meanings. Symmetric features are the same for
both participants of the date. On the other hand, asymmetric
features can capture the direction of mimicry or convergence
and thus have a different meaning for each participant in a
date. For example, if the male participant is mimicking the
female, this can be interpreted differently for each side.

We ran classification tasks using symmetric and asymmetric
features. AUC scores of one-way attraction prediction tasks
using only symmetric features are 0.59(£0.05) for SeeA-
gain, 0.65(£0.03) for Friendly, 0.61(£0.05) for Romantic,
0.58(£0.06) for Sexual tasks and using only asymmetric
features 0.64(£0.05) for SeeAgain, 0.67(%0.05) for Friendly,
0.68(£0.05) for Romantic and 0.65(+0.06) for Sexual. In
mutual-attraction prediction tasks both feature groups showed
similar performance. Therefore we did not add their results
here. Our results show that asymmetric features outperformed
the symmetric features in all tasks for predicting one-way
attraction. Considering the fact that attraction is an asymmetric
property, these results align with our expectations that attrac-
tion is estimated better using asymmetric features.

VII. CONCLUSION

In this study, we have presented a method for automatically
predicting attraction between people using behavioral coordi-
nation features extracted from data recorded by a single body-
worn accelerometer. We used synchrony and convergence
features and our proposed approach out-performed the state-
of-the art [9] which was the most similar setting to our case. To
our knowledge, this is the first time that motion convergence
is used for estimating interpersonal attraction. Our results also
showed that prediction performance increases when male and
female data is separated, indicating that men and women have
different behavioral characteristics when showing attraction.
Finally, we ran a further analysis to investigate the individual
feature contributions and found that different attraction types
are indicated by different type of features.
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