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ABSTRACT

Computation of the excess entropy S from the second-order density expansion of the entropy
holds strictly for infinite systems in the limit of small densities. For the reliable and efficient
computation of S it is important to understand finite-size effects. Here, expressions to com-
pute S and Kirkwood-Buff (KB) integrals by integrating the Radial Distribution Function (RDF)
in a finite volume are derived, from which S and KB integrals in the thermodynamic limit are
obtained. The scaling of these integrals with system size is studied. We show that the integrals
of S¥* converge faster than KB integrals. We compute S* from Monte Carlo simulations using the
Wang-Ramirez—Dobnikar-Frenkel pair interaction potential by thermodynamic integration and by
integration of the RDF. We show that S** computed by integrating the RDF is identical to that of S

ARTICLE HISTORY
Received 3 December 2024
Accepted 15 January 2025

KEYWORDS

Excess entropy; radial
distribution function;
Wang-Ramirez-Dobnikar—
Frenkel potential;
thermodynamic integration;
finitie-size effects

computed from thermodynamic integration at low densities, provided the RDF is extrapolated to the
thermodynamic limit. At higher densities, differences up to 20% are observed.
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1. Introduction

The excess entropy S™ of a system of N interact-
ing molecules is defined as the difference between the
entropy S of the system and the entropy S of an ideal
gas at the same temperature T and number density p =
N/V, s0 S*(T, p) = S(T, p) — SB(T, p) [1]. The excess
entropy plays a crucial role in recent theories for pre-
dicting transport properties of fluids such as diffusion
coeflicients, viscosities, and thermal conductivities [2-8].
Hence, there is considerable interest in computing the
excess entropy of systems of interacting molecules from
molecular simulation. For example, this can be done
by performing a free energy calculation (i.e. computing
the excess free energy A®* [9]) and using the definition

A =U —TS§* in which T is temperature and
US(T, p) = U(T, p) — U(T, p) is the excess potential
energy of the system. A more convenient (and com-
putationally less expensive) way is to approximate the
excess entropy by a second-order density expansion of
the entropy [1, 10, 11]. For an infinitely large system,
one can derive the following approximation for the excess
entropy [1, 10]

SeX
kgN

~ —27rp/0 [g(r) In(g(r)) — g(r) + 1] ?dr (1)

in which kg is the Boltzmann factor and g(r) is the Radial
Distribution Function (RDF), which describes the local
density at distance r around a central molecule. As g(r) is
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computed directly for monoatomic molecules and based
on the centre of mass for polyatomic molecules by most
molecular simulation software, Equation (1) provides a
straightforward way to access the excess entropy of a sys-
tem of N interacting molecules. Equation (1) is also used
to compute excess entropies of mixtures by calculating
the weighted average of the excess entropies of individ-
ual components [4, 12, 13]. As a result, Equation (1)
is used in screening studies [4, 14] and crystallization
studies [15, 16] to compute S**. Including higher-order
terms in the density expansion of the entropy requires
3-molecule correlation functions [1, 11] which are not
often computed due to their complexity [1, 11]. In the
context of liquids, the literature often highlights that the
second-order density expansion of the entropy accounts
for approximately 90% of the excess entropy [1, 11, 15,
17, 18]. Recently, Huang and Widom [19] computed
entropies from the third-order density expansion of the
entropy using 3-molecule correlation functions follow-
ing the Kirkwood and Boggs superposition approxima-
tion [20]. These authors show that the third-order den-
sity expansion of entropy marginally enhance the accu-
racies in estimating S compared to the second-order
expansion.

In this paper, we investigate in detail the underlying
approximations of Equation (1) to compute the excess
entropy: (1) Equation (1) is a low-density approxima-
tion [11] so at high densities one would expect deviations
from the exact value of $%; (2) RDFs computed by molec-
ular simulations shows finite-size effects [21-23], e.g. g(r)
approaches 1 at large distances r only if very large systems
are considered. This may influence the computed value
of §%; (3) Similar to Kirkwood-Buff (KB) integrals [21,
24], Equation (1) is valid only for infinite systems and it
is not a priori clear if it is allowed to truncate the integra-
tion of Equation (1) at finite distances. In Section 2, we
investigate the truncation of Equation (1) using an ana-
lytic model function for g(r), and we will show that this
truncation is possible provided that the range of g(r) is
not too long. In the next sections, we systematically inves-
tigate the other two assumptions by comparing them with
molecular simulations. Simulation details are provided in
Section 3, and a detailed analysis of finite-size effects is
provided in Section 4. Our main findings are summarised
in Section 5.

2. Truncation of the integral for S*

It is important to note that Equation (1) is strictly speak-
ing only valid for infinite systems. For a finite system with
a volume V, to obtain S** one has to integrate the func-
tion [g(r) In(g(r)) — g(r) + 1] over the positions of two
particles r and r; inside this volume V [24]. Only when

the volume V is infinitely large, one can replace the inte-
gral over the positions r; and r; by an integral over their
distance r = |r; — r;| between r; and r;. For S, we have
for a spherical volume V with diameter L [24]

SEX
kN

~_P _
~ 2/V/V[g(r)ln(g(r)) g(r)—l—l] dr; dr,

L
- —/5) / w(r, L) [¢(r) In(g(r)) — g(r) + 1] dr
0
(2)

in which

w(r,L) = 4z [1 _ ; (%) + % (%)3} (3)

is the geometric weight function for a sphere with diam-
eter L [21]. Clearly, in the limit, L — oo, Equation (2)
reduces to Equation (1). For finite-size systems, this is
not valid, so one must strictly use Equation (2) instead
of Equation (1). This finite-size effect was derived first
in the context of Kirkwood-Buft (KB) integrals [21, 24]
where one has to integrate [g(r) — 1] over the positions
of two particles r; and r; inside volume V, rather than
integrating the function [g(r)In(g(r)) — g(r) + 1]. For
simplicity, let us define the integral over positions r; and
r; in volume V

X(L) = /V/Vq(r) dr; dr,
L 3 /r 1 /r\3] ,
=47r/0 q(r)[l_E(Z)—i_E(Z) :|r dr. (4)
We also define
L
X*(L) = 4n / q(r)r* dr, (5)
0

which is commonly referred to as the running integral.
Only in the limit L — oo, X(L) can be replaced by X*(L).
We are interested in an estimation of the value X in the
thermodynamic limit (i.e. L — o0o) which we will denote
by X, obtained by extrapolating from a system at finite
volume V. In case of KB coefficients, we have qxp(r) =
[g(r) — 1] and for the excess entropy we have gs(r) =
[g(r)In(g(r)) — g(r) + 1]. Itis important to note that for
large distances r, the scaling behaviour of these proper-
ties is different. As for large distances r, g(r) is close to
1, we can write g(r) = 1 + J, where |d| << 1, leading to
gk ~ dand gs ~ ¢°. This indicates that the convergence
of KB integrals will generally be much more difficult than
the integrals for computing the excess entropy.

In Ref. [24] it was shown that for a finite-correlation
length of g(r), the value of X can be approximated by a



Taylor expansion in 1/L and only the first-order deriva-
tive was considered. We can write the approximation up
to the third-order as

_ 1 dX(L) 1 d’X(L)
Xoo =X(1) = Ld(1/L) ' 212d(1/L)?
3
L AXD) | o/14), (6)

 6L3d(1/L)3

Using the Leibniz rule [25], we find for the derivatives

dX(L) Lroar 33 5

/L) =4r /0 [—? + m] q(r)r*dr, (7)
X)) L343 5

/L) —47r/0 Tq(r)r dr, (8)
d3x(L) L
A/} = —12xL%(L) +47r/0 3r7q(r)yr* dr.  (9)

By substitution of these expressions into Equation (6), we
obtain approximations for X, of different order

1 _1dx@)
Xoo = X(D) Ld(1/L)
L 7‘3 5
= 471/0 |:1 — E:| q(r)r*dr, (10)
) 1 dX(L) 1 d’X(L)
X=X =7 d(1/L) ' 212 d(1/L)?
L 1,3 5
=4z /0 |:1 + ﬁ} q(r)r=dr, (11)
3 _ 1dX@) 1 d’X(L)
Xo =X =7 d(1/L) ' 212 d(1/L)?
1 d3x(@I)

~ 6L3d(1/L)}
L
=4r / q(r)r* dr + 22 Lq(L)
0
= X*(L) + 2z L*q(L). (12)

We are not considering even higher-order derivatives,
as these would involve derivatives of g(L) with respect
to L. The third-order approximation X3  includes the
running integral shown in Equation (5), which is often
used at large L, as an alternative to the KB and excess
entropy integrals in the thermodynamic limit [26]. For
KB integrals, it was previously found that the first-order
approximation X!  provides accurate results and that
higher-order derivatives can be neglected [24], clearly
showing that X (L) scales nearly linearly with 1/L.

To test the various estimates for X, (for both
KB (qkp(r)) and excess entropy (qs(r)) integrals),
i.e. the value of X in the thermodynamics limit,

MOLECULAR PHYSICS 3

we consider an analytic model for the RDF: g(r) =
1+3/2exp[(1 —r)/x]cosn(r — (21/20)))/r for r >
(19/20) and g(r) = 0 otherwise [20, 21, 27]. The parame-
ter y controls the range of the interactions. This approach
allows one to separately consider finite-size effects of the
integral and the other finite-size effects. Figure 1 shows
different orders of approximation of X, along with exact
(X(L)) and running integral (X* (L)), for gk (r) and gs(r)
using the analytic expression of g(r) for y = 2. As shown
in Figure 1(a) for KB integrals, the exact expression,
(X(L)), is free from oscillations but achieves convergence
only at a very large length scale compared to X*(L)
and different order of approximation. The third-order
approximation of the KB integral has large oscillations
and poor convergence compared to other approxima-
tions, as shown in Figure 1(a). The amplitude of these
oscillations decreases with lower approximation orders,
while the running KB integral (X*(L)) has an oscillation
amplitude slightly less than the second-order approxima-
tion. X2, reaches an asymptotic value at L ~ 40, while X2,
and X* (L) converges at L = 30. The first-order approxi-
mation has the lowest amplitude of oscillations and con-
verges to an asymptotic value at L & 20. The observation
that the first-order approximation converges better than
X(L) and X*(L) aligns with the work of Kriiger et al. [24]
for KB integrals. For excess entropy integrals shown in
Figure 1(b), it is clear that X (L) suffers from poor conver-
gence compared to different order of approximations and
X*(L). Unlike KB integrals, the first and second-order
approximations show no oscillations, while the third-
order approximation does suffer from oscillations. The
running excess entropy integral, X* (L), has minor oscil-
lations, with its function intersecting the local minima
of X3.. XL of the excess entropy integral reaches an
asymptotic value at L ~ 50, while X2  reaches at L ~ 40.
X*(L) and X2, approaches an asymptotic value at L & 10,
but X3 has minor oscillations for L < 10. Convergence
of the excess entropy integral increases with increasing
order of approximations, and X* (L) has better conver-
gence compared to different order of approximations
(XL, X2, X3.). The convergence of different approxi-
mations for KB integrals shown in Figures 2(a) and 3(a)
for y =10 and y = 20 respectively follows the order
Xl > X*(L) > X2, > X3, similar to y = 2. XL, con-
verges to an asymptotic value at L & 130 and L > 200 for
x = 10and y = 20 respectively. Similarly, for the excess
entropy, the convergence is achieved at a smaller length
scale L in the following order X*(L) > X3, > X2 > XL,
forboth y = 10and 20 as shown in Figures 2(b) and 3(b).
X*(L) converges to an asymptotic value at L ~ 50 and
L ~ 100 for y = 10 and y = 20 respectively. The fore-
going comparison of the minimum L value needed for
integral convergence shows that the minimum L value
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Figure 1. Comparison of different approximations X(L), X;O, Xgo, Xgo, and X*(L) to compute (a) Kirkwood-Buff (KB) integrals and (b)
excess entropy (5) integrals in the thermodynamic limit (L — o) obtained from the analytic Radial Distribution Function (RDF) [20,

271for y = 2.

needed for the KB integral (gxp with X1)) is always at
least twice the minimum L value needed for the excess
entropy (gs with X*(L)).

We have observed that for the KB integrals, i.e. the
function qig(r), the first order extrapolation X  has the
best convergence properties; in particular, it improves
with respect to X*(L). This finding has been discussed
before [24, 28] and can be understood from the fact that
the weight function 47 % in X*(L) considerably ampli-
fies the sign-changing oscillations of gxg (1) (see Figure 4,
blue line) [29]. Therefore, simple truncation of the inte-
gral at L gives rise to large oscillations of X*(L) and thus
slow convergence (Figure 1(a)). In contrast, Xéo is based
on the exact and almost oscillation-free finite volume KB
integral X(L). The difference X(L) — Xoo, which may be
considered as a surface term [30], is known to scale as
1/L for large L [24, 31]. In Xéo, the leading error of X(L)
is corrected without much deteriorating the smooth-
ness inherited from X(L), because the weight function
4 r*[1 — (r/L)?] (see Equation (10)) is continuous at

r = L [21]. From the present analysis, it is seen that the
extrapolations based on higher order Taylor expansion
X2, and X?_ lead to a quite strong amplification of oscil-
lations in gkg(7), and thus to a slower convergence than
Xéo and X*(L). For the excess entropy, however, we see
that the fastest convergence is obtained with the running
integral X*(L) rather than X . So the question arises:
why does the above reasoning, which explains the con-
vergence behaviour of integrals over ggp(r), not hold
when the integrand is gs(r)? As seen from Figure 4, the
function gs(r) oscillates, but with a much weaker ampli-
tude than gxp (7). gs(r) is an essentially positive function,
while gkp (1) changes sign at each oscillation. Both differ-
ences can easily be understood in the limit of sufficiently
large r (typically r > 2), where |g(r) — 1| < 1. We define
h(r)y=g(r) —land have gs = (1 + h)In(1+h) —h =
h? 4+ O(K?). So gs(r) is essentially positive and, for r —
00, where h(r) — 0, its amplitude is much smaller than
that of gxp(r) = h(r). Since 0 < gs(r) <1land 0 <1 —
(r/L)* < 1, it follows that the integrand of X7 is smaller
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excess entropy (5*) integrals in the thermodynamic limit (L — o) obtained from the analytic Radial Distribution Function (RDF) [20,

27] for y = 10.

than that of X*(L) for all r. As a consequence both
X!, and X*(L) are strictly increasing and we have 0 <
Xi(L) < X*(L) < Xo- This proves that X*(L) converges
faster to Xo than X', as also seen in the numerical result
of Figure 1(b).

3. Simulation details

We consider a system of molecules in the NV T ensemble
that interact via the Wang-Ramirez-Dobnikar-Frenkel
(WF) pair interaction potential [32]

uwr(r) =€ [(%)2 — 1:| |:(r_:)2 — 1]2 r<re (13)

and uwr(r) = 0 otherwise. In this equation, r is the dis-
tance between two interacting molecules, ¢ is the size
parameter, € is a measure of the well-depth of the poten-
tial energy, and r. is the cut-off radius. In the remainder
of this manuscript, we will use ¢ as the unit of length and

€ as a unit of energy, so we have

2 2
uwp(r)=[(}) —1} () =] v

For r. =2, the WF pair potential is Lennard-Jones-
like, while for r. = 1.2, it behaves like typical short-
range interactions between colloids [9, 32]. The advan-
tage of this interaction potential (e.g. compared to
Lennard-Jones) is that one does not need truncation or
tail corrections [9]. To compute the excess free energy
of the WF system, we adopt a soft-core version of
Equation (14)

1
MWF(T’, /1) =4 [m - 1:|

|:r§ +a(l—21)

2
2 a( =) - 1} r<re, (15)

where 4 is the scaling parameter that scales the strength
of the WF potential. It is easy to see that for 1 = 0, we
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excess entropy (5*) integrals in the thermodynamic limit (L — oo) obtained from the analytic Radial Distribution Function (RDF) [20,

27] for y = 20.

have an ideal gas (uwg(r, A = 0) = 0), while for 1 =1,
the original WF interaction potential is recovered. For
all A, we have uwg(r¢, 1) = 0. The parameter a is chosen
such that one does not have a singularity for r — 0 unless
A = 1. Figure 5(a) shows the soft-core WF interaction
potential, uwg(r), plotted as a function of r, with r, = 2
and a =1 for 1 € [0, 1]. For decreasing 4, the repulsive
interactions become less steep and increase the interac-
tion range over a broad distance, r. Similarly, as shown
in Figure 5(b) for varying a with r. =2 and 4 = 0.5,
decreasing the value of a also reduces the steepness of the
repulsive interactions. The effective interaction range and
strength can modify the conditions for a possible vapour-
liquid phase transition [33, 34]. The excess free energy
of a system is computed by Thermodynamic Integration
(TT) by scaling the interactions of all particle pairs in the
system [9]

1
A = A(T, p) — A(T, p) =/O <(%ﬁl))> d

with Uwg(r, 1) = Zi<j uwe(r, 1) and

(rg - r2) [a/l (rg - r2) — 20l (rf - rz)
ouwe(r, 4) (@ =2+ =1)]
ez - (a1 =2+ r2)4
(2 =) [~ (2 = ) (al = ) + )
(a(l — )+ = 1)]
(a1 —2)+ r2)4

(17)

For 1 = 1 we can write U®* = U and A™ = U® — TS**
so the excess entropy follows directly from this.

All NV T simulations were performed using an in-
house Monte Carlo code. Monte Carlo trial moves consist
of (randomly selected) particle displacements. Typically,
10% equilibration cycles (starting from a random ini-
tial configuration) were used, and 10° production cycles,

with N trial moves per cycle. The maximum particle
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displacement was adjusted to have ca. 50% of all displace-
ments accepted and was maximised to half the box size.
Thermodynamic integration of Equation (16) was per-
formed by running 100 simulations between 4 = 0 and
A = 1 and by fitting a spline function to (6Uwg/04) as a
function of 4. It was carefully checked that the TT does
not cross any vapour-liquid phase transition. For one
density p, 10 independent simulations with a different
initial configuration are performed to compute S using
Equation (1) truncated to a finite-size. These 10 simula-
tions are divided into 5 blocks from which average values
and uncertainties of S are computed. The mean and
standard deviation of 5 blocks is the average value and
uncertainty of $*. Finite-size effects of g(r) are corrected
by the method of Ganguly and van der Vegt [22]

43
N(l— i )

4.3
__3rr __4zxN 7
N1 14 \4 fO

[g(r/) - 1] r2dr —1

(18)

g§7(r) = g(r) x

in which g(r) is the RDF from a simulation of a finite sys-
tem in the NV T ensemble, and g*° (7) is its estimate in the
thermodynamic limit. Essentially, this method corrects
for the slightly different density outside a sphere with
radius r around a central particle, compared to the aver-
age density N/V. Ganguly and van der Vegt [22] showed
that the finite-size correction of RDF to the thermo-
dynamic limit (Equation (18)) is effective for non-ideal
systems with a limited number of particles. One can show
that this method corrects the RDF of an ideal gas (g(r) =
(N —1)/N) to the result in the thermodynamic limit
(g(r) = 1) and also provides a good estimation of g(r) in
the thermodynamic limit for non-ideal systems.

4. Results and discussion

All MC Simulations were performed for densities p rang-
ing from 0.01 to 0.8 in the NV T ensemble. The com-
puted average values of S* for different densities, tem-
peratures, and system sizes are shown in Tables 1-6
for r. = 2 and r. = 1.2. The statistical uncertainties of
S, computed from all MC simulations are < 1073, As
a result, uncertainties appear smaller than symbols in
Figures 6(a,c), 8(a,c) and 9(a,c). For the sake of clar-
ity, the statistical uncertainties of S** is not included in
Tables 1-6. Excess entropies computed from TI (ST})
and by integrating RDFs (S** using g(r) and S*™* using
g () for T = 4withr, = 2,0 = 1and N = 100 parti-
cles are shown in Table 1. Simulations were performed for
N =100 and N = 500 particles to analyze the effects of
system size, and the computed S from TI and RDFs are
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Table 1. Excess entropies S** computed for various densities p from Thermodynamic Integration (Tl) using A = U — TS** and
Equation (1), with and without finite-size corrections to the Radial Distribution Function (RDF).

Absolute Percentage Absolute Percentage
p U/N SH/N ST(g>(N)/N S (g(n)/N Error - S (g>°(r) Error — 5% (g(r))
0.01 —0.0391 —0.0144 —0.0145 —0.0157 0.54 8.81
0.02 —0.0782 —0.0290 —0.0290 —0.0301 0.07 3.76
0.03 —0.1170 —0.0436 —0.0434 —0.0444 0.36 1.84
0.04 —0.1558 —0.0583 —0.0578 —0.0587 0.80 0.67
0.05 —0.1944 —0.0731 —0.0722 —0.0730 1.23 0.19
0.06 —0.2328 —0.0880 —0.0865 —0.0872 1.67 0.91
0.07 —0.2712 —0.1030 —0.1009 —0.1014 2.09 1.53
0.08 —0.3093 —0.1181 —0.1151 —0.1156 2.51 2.10
0.09 —0.3473 —0.1333 —0.1294 —0.1298 2.94 2.63
0.10 —0.3852 —0.1486 —0.1436 —0.1440 337 3.14
0.20 —0.7561 —0.3083 —0.2852 —0.2850 7.49 7.55
0.40 —1.4341 —0.6701 —0.5694 —0.5691 15.02 15.07
0.60 —1.9117 —1.0982 —0.8707 —0.8712 20.71 20.67
0.80 —1.8920 —1.5865 —1.2153 —1.2168 23.40 23.30

Note: The corrected RDF g°°(r) (Equation (18)) uses the method proposed by Ganguly and van der Vegt [22], while the uncorrected one uses the RDF g(r) directly.
Simulations were performed in the NV T ensemble for T = 4,r. = 2,a = 1,and N = 100.

Table 2. Excess entropies S computed for various densities p from Thermodynamic Integration (Tl) using A = U — T5%* and
Equation (1), with and without finite-size corrections to the Radial Distribution Function (RDF).

Absolute Percentage Absolute Percentage
p U/N SH/N $¥(g>()/N $*(g(n)/N Error - $¥ (g™ (r)) Error - 5% (g(r))
0.01 —0.0395 —0.0146 —0.0145 —0.0147 0.28 1.35
0.02 —0.0788 —0.0292 —0.0290 —0.0292 0.73 0.00
0.03 —0.1179 —0.0439 —0.0434 —0.0436 1.15 0.71
0.04 —0.1570 —0.0588 —0.0578 —0.0580 1.59 1.29
0.05 —0.1958 —0.0737 —0.0722 —0.0724 2.01 1.80
0.06 —0.2345 —0.0887 —0.0865 —0.0867 2.43 2.28
0.07 —0.2731 —0.1038 —0.1009 —0.1010 2.85 274
0.08 —0.3115 —0.1190 —0.1152 —0.1153 3.27 3.18
0.09 —0.3498 —0.1344 —0.1294 —0.1295 3.68 3.61
0.10 —0.3879 —0.1498 —0.1437 —0.1437 4.09 4.05
0.20 —0.7601 —0.3106 —0.2853 —0.2853 8.13 8.14
0.40 —1.4370 —0.6744 —0.5699 —0.5698 15.49 15.50
0.60 —1.9096 —1.1042 —0.8722 —0.8723 21.01 21.00
0.80 —1.8811 —1.6118 —1.2188 —1.2192 24.38 24.36

Note: The corrected RDF g*°(r) (Equation (18)) uses the method proposed by Ganguly and van der Vegt [22], while the uncorrected one uses the RDF g(r) directly.
Simulations were performed in the NV T ensemble for T = 4,r. = 2, = 1,and N = 500.

Table 3. Excess entropies S computed for various densities p from Thermodynamic Integration (Tl) using A = U — TS** and
Equation (1), with and without finite-size corrections to the Radial Distribution Function (RDF).

Absolute Percentage Absolute Percentage
p U/N SH/N $¥(g=(n)/N S (g(n)/N Error - 52 (> (r)) Error - 5% (g(r))
0.01 —0.0538 —0.0198 —0.0199 —0.0210 0.51 5.97
0.02 —0.1072 —0.0396 —0.0396 —0.0404 0.00 217
0.03 —0.1602 —0.0593 —0.0591 —0.0597 0.47 0.62
0.04 —0.2129 —0.0791 —0.0784 —0.0789 0.92 0.36
0.05 —0.2652 —0.0989 —0.0976 —0.0978 137 1.11
0.06 —0.3172 —0.1188 —0.1166 —0.1167 1.81 1.75
0.07 —0.3687 —0.1386 —0.1355 —0.1354 223 230
0.08 —0.4200 —0.1584 —0.1542 —0.1539 2.65 2.82
0.09 —0.4709 —0.1782 —0.1728 —0.1724 3.07 3.30
0.10 —0.5214 —0.1981 —0.1912 —0.1907 3.48 3.75
0.20 —1.0116 —0.4002 —0.3713 —0.3700 7.22 7.56
0.40 —1.9391 —0.8484 —0.7311 —0.7306 13.83 13.89
0.60 —2.7991 —1.4100 —1.1385 —1.1397 19.26 19.17
0.80 —3.3304 —2.0935 —1.6624 —1.6644 20.59 20.50

Note: The corrected RDF g*°(r) (Equation (18)) uses the method proposed by Ganguly and van der Vegt [22], while the uncorrected one uses the RDF g(r) directly.
Simulations were performed in the NV T ensemble forT = 2,r. = 2,a = 0.5,and N = 100.
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Table 4. Excess entropies S* computed for various densities p from Thermodynamic Integration (Tl) using A = U — TS** and
Equation (1), with and without finite-size corrections to the Radial Distribution Function (RDF).

Absolute Percentage Absolute Percentage
p U/N St/N (@G> ()/N $¥(g(n)/N Error - S (g>°(r)) Error — 5% (g(r))
0.01 —0.0542 —0.0199 —0.0199 —0.0201 0.34 0.74
0.02 —0.1081 —0.0399 —0.0396 —0.0398 0.81 0.38
0.03 —0.1616 —0.0599 —0.0591 —0.0592 1.26 1.04
0.04 —0.2146 —0.0798 —0.0785 —0.0785 1.70 1.59
0.05 —0.2674 —0.0998 —0.0977 —0.0977 213 2.08
0.06 —0.3198 —0.1198 —0.1167 —0.1167 2.57 2.55
0.07 —0.3718 —0.1398 —0.1356 —0.1356 2.99 3.00
0.08 —0.4234 —0.1598 —0.1544 —0.1543 3.40 343
0.09 —0.4748 —0.1799 —0.1730 —0.1729 3.80 3.85
0.10 —0.5258 —0.1999 —0.1915 —0.1914 4.20 425
0.20 —1.0193 —0.4039 —0.3722 —0.3719 7.86 7.92
0.40 —1.9470 —0.8547 —0.7330 —0.7328 14.24 14.25
0.60 —2.8001 —1.4171 —1.1431 —1.1434 19.33 19.32
0.80 —3.3181 —2.0996 —1.6758 —1.6763 20.19 20.16

Note: The corrected RDF g°°(r) (Equation (18)) uses the method proposed by Ganguly and van der Vegt [22], while the uncorrected one uses the RDF g(r) directly.
Simulations were performed in the NV T ensemble for T = 2,r. = 2, = 0.5,and N = 500.

Table 5. Excess entropies S computed for various densities p from Thermodynamic Integration (Tl) using A = U — TS%* and
Equation (1), with and without finite-size corrections to the Radial Distribution Function (RDF).

Absolute Percentage Absolute Percentage
p U/N SH/N S¥(g>M)/N 5™(g(n)/N Error — 5% (g>(r)) Error - 5% (g(r))
0.01 0.0087 —0.0063 —0.0064 —0.0077 0.68 21.08
0.02 0.0175 —0.0127 —0.0127 —0.0140 0.28 10.24
0.03 0.0264 —0.0190 —0.0190 —0.0202 0.05 6.45
0.04 0.0353 —0.0254 —0.0253 —0.0265 0.40 438
0.05 0.0444 —0.0318 —0.0316 —0.0328 0.73 3.00
0.06 0.0536 —0.0382 —0.0378 —0.0390 1.06 1.98
0.07 0.0628 —0.0447 —0.0441 —0.0452 1.38 1.18
0.08 0.0722 —0.0511 —0.0503 —0.0514 1.69 0.49
0.09 0.0817 —0.0576 —0.0565 —0.0575 2.01 0.13
0.10 0.0912 —0.0641 —0.0626 —0.0637 233 0.67
0.20 0.1928 —0.1303 —0.1234 —0.1242 5.28 4.66
0.40 0.4312 —0.2687 —0.2406 —0.2410 10.45 10.32
0.60 0.7257 —0.4155 —0.3543 —0.3544 14.72 14.71
0.80 1.0882 —0.5705 —0.4667 —0.4666 18.20 18.21

Note: The corrected RDF g*°(r) (Equation (18)) uses the method proposed by Ganguly and van der Vegt [22], while the uncorrected one uses the RDF g(r) directly.
Simulations were performed in the NV T ensemble for T = 4,r. = 1.2, = 1,and N = 100.

Table 6. Excess entropies S** computed for various densities p from Thermodynamic Integration (Tl) using A = U — TS** and
Equation (1), with and without finite-size corrections to the Radial Distribution Function (RDF).

Absolute Percentage Absolute Percentage
p U/N SH/N $(g>®(r))/N $*(g(n)/N Error - S (g*°(r)) Error — S (g(r))
0.01 0.0088 —0.0064 —0.0064 —0.0066 0.19 3.84
0.02 0.0176 —0.0128 —-0.0127 —0.0129 0.54 1.44
0.03 0.0266 —0.0192 —0.0190 —0.0193 0.88 0.41
0.04 0.0356 —0.0256 —0.0253 —0.0255 1.20 0.25
0.05 0.0447 —0.0321 —0.0316 —0.0318 1.52 0.79
0.06 0.0540 —0.0385 —0.0378 —0.0380 1.85 1.24
0.07 0.0633 —0.0450 —0.0440 —0.0443 217 1.66
0.08 0.0728 —0.0515 —0.0503 —0.0505 2.48 2.05
0.09 0.0823 —0.0581 —0.0564 —0.0567 2.80 242
0.10 0.0919 —0.0646 —0.0626 —0.0628 3.1 2.78
0.20 0.1941 —0.1313 —0.1233 —0.1235 6.04 5.92
0.40 0.4339 —0.2707 —0.2405 —0.2406 11.14 11.12
0.60 0.7296 —0.4184 —0.3542 —0.3543 15.34 15.33
0.80 1.0932 —0.5744 —0.4667 —0.4667 18.75 18.75

Note: The corrected RDF g*°(r) (Equation (18)) uses the method proposed by Ganguly and van der Vegt [22], while the uncorrected one uses the RDF g(r) directly.
Simulations were performed in the NV T ensemble forT = 4,r. = 1.2, = 1,and N = 500.
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Figure 6. Comparison of excess entropies S** computed for various densities p using Thermodynamic Integration (Tl) and Equation (1),
with and without finite-size corrections to the RDF, g°°(r) and g(r), in the NV T ensemble for T = 4, r. = 2, & = 1, and for different
system size N: (a) Comparison of S for N = 100. (b) Computed Absolute Percentage Error (APE) of $* for N = 100. (c) Comparison of

S for N = 500. (d) Computed APE of S¢* for N = 500.

shown in Table 2. The computed S listed in Table 1 and 2
are plotted in Figure 6(a,c) for N = 100 and N = 500
particles, respectively. From Figure 6(a,c) it is clear that
§% — 0for p — 0. The computed values of $* obtained
by integrating RDFs (g(r) and g*°(r)) appear to have
excellent agreement at low densities. However, due to
the extended axis range in Figure 6(a,c), the discrepan-
cies in $¥* computed by integrating the uncorrected RDF
(g(r)) are not observed distinctly in Figure 6(a,c). To ana-
lyze S* computed by integrating RDFs with ST}, Absolute
Percentage Errors (APEs) of S computed from RDFs
are plotted in Figure 6(b,d) for N = 100 and N = 500
particles, respectively. These are defined as:

Absolute Percentage Error (APE) = | 1L _

(19)

From Figure 6(b), it is observed that at low densities, S
computed by integrating the RDF corrected to the ther-
modynamic limit, g°(r) provides accurate estimations of
S, 8% computed by integrating the RDF without apply-
ing the correction for the thermodynamic limit (g(r))
has significant absolute percentage errors. These errors
become more pronounced when densities decrease in
a system with 100 particles. When the system size is
increased from N = 100 to N = 500 particles, absolute

percentage errors of S obtained using g(r) becomes neg-
ligible. Consequently, both g(r) and g*° (r) provide nearly
identical estimations of S* for a system consisting of
N = 500 particles. A minor deviation in S (using g(r))
is observed at p = 1072 in Figure 6(d), implying that for
p < 1072, accurate estimation of S from g(r) neces-
sitate system sizes > 500 particles. This illustrates the
finite-size effects of g(r), and for very low densities, one
needs to consider very large systems for S* computation
using g(r). Nevertheless, S can be computed accurately
with small system sizes (even with N = 100) by using the
RDF corrected to thermodynamic limit (g>°(r)) at low
densities. The difference between corrected and uncor-
rected RDFs computed at p = 1072 for T = 4, r, = 2,
and a = 1 are plotted in Figure 7(a) for a system with
N = 100 and in Figure 7(b) for N = 500 particles. It is
clear from Figure 7(a) that the RDF without finite-size
correction differs from the RDF corrected to the thermo-
dynamic limit. The difference lies in the convergence to
an asymptotic value of 1, where g°°(r) reaches 1 atr, = 2,
while g(7) does not converge precisely to 1. In the case
of a system with N = 500 particles seen in Figure 7(b),
both RDFs are almost indistinguishable and converge to
an asymptotic value of 1 at r, = 2. Finite-size effects of
g(r) account for the observed differences in the computed
S in Figure 6(b) at low densities. For p 2 0.1 absolute
percentage errors of S computed from RDFs are > 5%
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Figure 7. Comparison of Radial Distribution Functions (RDFs) computed in the NV T ensemble forT = 4,r. =2, = 1,and p = 0.01
without finite-size corrections (g(r)) and with finite-size corrections (g°° (r)) for different system size N. (a) Comparison of g(r) and g°°(r)

for N = 100. (b) Comparison of g(r) and g*°(r) for N = 500.

@ I - -

1
10°

!
100

(b) T T T
30 E
5
o
=
% 20} P
57 10 1
- ° 9
0 _Q____;_A_ﬁﬁt ________________________ -
1 1 1
1072 107t 10°
P
(d) T T
30 E
5
o
o
—
x 20 6O A
. i
?"L 10 o
Vil
0F&---- ___‘__‘__‘_t_‘ _______________________ -
1 1 1
1072 1071 10°
P

Figure 8. Comparison of excess entropies S** computed for various densities p using Thermodynamic Integration (Tl) and Equation (1),
with and without finite-size corrections to the RDF, g*° (r) and g(r), in the NV T ensemble for T = 2, r, = 2, « = 0.5, and for different
system size N: (a) Comparison of S for N = 100. (b) Computed Absolute Percentage Error (APE) of S for N = 100. (c) Comparison of

S for N = 500. (d) Computed APE of $¢* for N = 500.

for both N = 100 and 500 particles. For p = 0.1, abso-
lute percentage errors of S computed from RDFs tend
to increase as p increases. At p = 0.8, absolute percent-
age errors of S shown in Figure 6(b,d) are noticed to
be > 25%.

The values of S* computed at T = 2 with r, =2
and a = 0.5 for a system with N = 100 and N = 500
particles are presented in Tables 3 and 4, respectively.
For T = 2, o was chosen as 0.5 instead of 1 to avoid
a vapour-liquid phase transition during the thermody-
namic integration. $** computed from TI and by integrat-
ing the RDFs are plotted in Figure 8(a) (N = 100) and
Figure 8(c) (N = 500) including the computed absolute

percentage error in Figure 8(b) (N = 100) and Figure
8(d) (N = 500). Similar to T = 4, $** computed by inte-
grating the ¢g°°(r) are accurate compared to ST} at low
densities. S computed by integrating the g(r) for a sys-
tem with N = 100 particles suffer from significant abso-
lute percentage errors at low densities, as seen in Figure
8(b). For N = 500, both $¥ (using g°°(r)) and S$¢* (using
g(r)) are nearly identical as observed in Figure 8(d).
Absolute percentage errors at p = 1072 for T = 2 and
T = 4 are ca. 6% and ca. 9% for 100 particles, indicating
that APEs of $** computed by integrating the g(r) is tem-
perature dependent. Nevertheless, S (using g°°(r)) pro-
vides accurate estimation independent of temperature.
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Figure 9. Comparison of excess entropies S** computed for various densities p using Thermodynamic Integration (Tl) and Equation (1),
with and without finite-size corrections to the RDF, g*° (r) and g(r), in the NV T ensemble for T = 4, r. = 1.2, « = 1, and for different
system size N: (a) Comparison of S for N = 100. (b) Computed Absolute Percentage Error (APE) of S for N = 100. (c) Comparison of

S for N = 500. (d) Computed APE of S¢* for N = 500.

Absolute percentage errors of $* (using g°°(r) and g(r))
at high densities are found to be increasing with increas-
ing density (maximum of & 20% at p = 0.8). MC sim-
ulations were also performed to compute S for r. =
1.2, where the WF potential behaves like colloid parti-
cles. The computed S* from TI and RDFs for T =4
with N = 100 particles are listed and plotted in Table 5
and Figure 9(a), respectively. $** computed by integrating
g°°(r) were observed to be in agreement with ST} at low
densities, with discrepancies reaching up to 20% at high
densities. Absolute percentage error of S* (using g(r))
at p = 1072 in Figure 9(b) is > 21%, whereas in Figure
6(b) (r. =2 and N = 100) the APE was = 9%. This
indicates that S (using g(r)) suffers substantial inac-
curacies for colloid-like particles (r. = 1.2) compared to
Lennard-Jones-like particles (r. = 2) at low densities.
For a system size with N = 500 particles the computed
S are plotted in Figure 9(c) (also listed in Table 6) and
their corresponding absolute percentage errors in Figure
9(d). For extremely low densities (p = 1072), even for
a system of 500 particles S (using g(r)) show notable
errors (~ 4%) compared to ST} and S (using g*°(r))
in Figure 9(d). It is clear from this that the corrected
RDF ¢°(r) should be used in the $** computation for
bothr. = 2andr. = 1.2 to obtain accurate ST} with small
system sizes at low densities. Comparing the values of

§ computed using TI for systems with N = 100 and
500 particles show that ST} is independent of system size
regardless of 7.. The maximum difference of ST} between
different system sizes was found to be ~1.6% for T = 4,
p = 0.8, and r, = 2. The discrepancies of S computed
using RDFs observed at high densities in Figures 6-9
can be attributed to the low-density approximation inher-
ent in the second-order density expansion of entropy
(Equation (1)). The higher-order density expansion of
entropy can be used to compute S at high densities by
following the approximations proposed by Huang and
Widom [19]. However, these approximations lose valid-
ity in the vicinity of the liquid-to-solid transition (p 2
0.8) [19]. Including higher-order terms could lead to
high discrepancies compared to second-order near the
liquid-to-solid transition [19].

5. Conclusions

In this paper, we have investigated the computation of
S§% and KB integrals extrapolated to the thermodynamic
limit (L — oo) in a finite volume using analytic RDFs.
Expressions to compute $** and KB integral at L — oo
were derived based on a Taylor expansion in 1/L for
different orders. We observed that the running integral
X*(L) (Equation (5)) and first-order approximation Xéo



MOLECULAR PHYSICS 13

Table 7. Summary of underlying key assumptions to consider for excess entropy (S¢) computation using molecular simulations.

S. No. Observations and remarks

1. In contrast to KB integrals, truncation of excess entropy integrals (Equation (1)) provides better convergence compared to other approximations.

2. Finite-size corrected RDFs suggested by Ganguly and van der Vegt [22] must be used for computing the excess entropy, irrespective of the system size.
3. Equation (1) is a low-density approximation, for p> 0.1 thermodynamic integration or other approximation methods suggested by Huang and

Widom [19] using higher-order density expansion of entropy are preferred.

(Equation (10)) converge faster than other approxima-
tions for $** and KB integrals for different ranges of g(r).
We noticed that the X* (L) approximation integral for §*
converged much faster than the X approximation of the
KB integral, irrespective of the range of g(r). We showed
that truncation of S* and KB integrals is possible, pro-
vided the appropriate approximated expression and L are
chosen based on the range of g(r). We also investigated
finite-size effects of the RDF in computing $** from MC
simulations using the WF potential. We found that $*
computed by integrating RDF corrected to the thermody-
namic limit (g°°(r)) agrees with S* computed from ther-
modynamic integration (S7}) for both Lennard-Jones-
like (r. = 2) and colloid-like (r, = 1.2) particles at low
densities. This agreement holds for systems with 100 and
500 particles. We noticed that ST} computed by ther-
modynamic integration showed no significant difference
in the values of §* for different system sizes. S** com-
puted by integrating the standard RDF (g(r)) show sig-
nificant discrepancies at low densities for a system with
100 particles (for both . = 2 and r. = 1.2). For a sys-
tem size of 500 particles, S* computed by integrating
g(r) showed minor discrepancies at extremely low den-
sities for both r. = 2 and r, = 1.2 suggesting that g*°(r)
should always be used in the computation of $**. At high
densities (p > 0.1), S* computed by integrating RDFs
(g%°(r) and g(r)) yields identical values. Comparing ST}
with §* computed from RDFs shows significant differ-
ences for p > 0.1. Discrepancies at high densities are due
to the second-order approximation of the excess entropy
integral (Equation (1)) used for computing $* from MC
simulations. The computation of S* using Equation (1)
truncated to a finite-size and g°°(r) captures 95% of the
S for p < 0.1. This level of accuracy in $%* computa-
tion holds for both Lennard-Jones-like and colloid-like
particles for p < 0.1, even for a small system size of 100
particles. Our simulation results indicate that accurate
estimations of S can be obtained from Equation (1) and
TI for p < 0.1 for a system with 100 particles. The com-
putation of $** using Equation (1) and g°°(r) can result
in errors of 20% at high densities, regardless of .. A sum-
mary of the comparison and observations related to the
excess entropy computation investigated in this study is
presented in Table 7. Our approach enables the efficient
and computationally inexpensive computation of S™ by
addressing the underlying approximations.
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