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Abstract

Wind turbines experience a variety of different operating conditions during their operation.
As a result, sections of their blades experience a range of angles of attack. Additionally,
several commonly used modelling methods use the sectional loading of the blade directly.
To adapt this sectional loading for higher angles of attack dynamic stall models are often
used. However, these models are generally based in empirical results from pitching airfoils
at moderate angles of attack. In this context moderate angles of attack are considered to
be below 30 degrees. As a result, their applicability to stationary airfoils at much larger
angles of attack is not known. Placing an airfoil at such angles causes it to enter deep stall
conditions. During deep stall, vortex shedding becomes a dominant effect on the loading
of the airfoil. This behaviour can greatly affect the loading on the turbine and thus should
be modelled accurately.

Based on these observations, the presented work aims to investigate the applicability
of current dynamic stall models to deep stall conditions. Additionally, an adapted dynamic
stall models is created. This model was designed to improve the prediction of the vortex
shedding frequencies for stationary airfoils in deep stall. In this process, three different
experiments were used for comparison to experimental results.

Three previously developed dynamic stall models were considered, which all showed
different responses in terms of vortex shedding. These responses ranged from being com-
pletely aperiodic to undamped oscillations. However, none of the models was able to ac-
curately predict the vortex shedding frequencies of the considered experiments. Therefore,
the current dynamic stall models were found not to be applicable to the deep stall regime.

Therefore, an adapted model was constructed and calibrated based on the experimen-
tal results. This model greatly improves the prediction of vortex shedding frequencies in all
considered experiments. Additionally, the accuracy of this model when applied to pitching
airfoils at moderate angles of attack was examined. When applied to those conditions the
model performed only slightly worse compared to a reference dynamic stall model. Hence,
the presented models shows promising results for extending current dynamic stall models
to the deep stall conditions.

Finally, it should be noted that the general validity of the adapted model remains to be
investigated further. For this purpose, more experiments are to be considered. However,
the approach outlined in this research has been shown to provide good results for creating
a dynamic stall model which includes vortex shedding in deep stall conditions. Therefore,
the presented method can be used to develop a validated dynamic stall model for such
conditions provided more experimental results are available.
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Chapter

Introduction

In recent years the market for wind turbines, especially large wind turbines, has grown
significantly, Holierhoek et al. [2013]. Turbines tend to operate in unsteady environments
and in a large variety of conditions, Leishman [2002]. Therefore, many different flow phe-
nomena can be observed during their operation. One of these are vortex induced vibra-
tions, which result from the periodic changes of the loading in time on a stalled turbine
blade. This research in particular aims to focus on the vortex induced vibrations occurring
in idling or standstill conditions, which have been observed by for example Stettner et al.
[2016].

There are several methods available for modelling this behaviour. The first is to ap-
ply CFED to several operating conditions that are of interest and solve for the solution in
time. This has been shown to provide reasonably accurate results in the past by Heinz et al.
[2016]. However, this approach is computationally expensive and as a result is not appli-
cable for design purposes, Khan [2018]. The alternative to CFD is to apply a dynamic stall
model to commonly used, faster lifting line methods such as Blade Element Momentum
models. Apart from this method, Vortex Wake models are also applied if more physically
accurate results are required. These dynamic stall models modify the local loading coeffi-
cients that are used by the overarching models.

In the development of common dynamic stall models, wind tunnel experiments that
use pitching airfoils at relatively moderate angles of attack are typically used. In this con-
text moderate angles refers to angles below 30 at which vortex shedding is not generally
present. As a result, the applicability to stationary surfaces at a high angle of attack, at
which deep stall occurs, is not explored. In such cases, the airfoil can produce self-induced
vortex shedding behaviour, which leads to an unsteady aerodynamic response even for a
stationary airfoil. These conditions do occur in the life-cycle of wind turbines, for example
during standstill or idling conditions. This can lead to excessive load excursions, Stettner
et al. [2016]. Based on this, the first aim of this report is to examine the applicability of
commonly used dynamic stall models for such conditions. In this report, the performance
is examined in a two dimensional sense using airfoil experiments. Hence, a method is de-
vised to compare the results of three different airfoil experiments to the response of three
dynamic stall models.

The second objective of the currently presented research is to investigate potential im-
provements of the dynamic stall models for the discussed operating conditions. This ob-
jective is pursued through the experimental results from wind tunnel testing. Based on this



several adaptations are suggested. The suggested adaptations of the dynamic stall models
are examined for a variety of operating conditions and airfoils in order to fully investigate
the value of the proposed changes.

To accomplish the objectives described in this introduction the current literature is first
reviewed in chapter 2. In this chapter the research plan is also outlined. Next, the exper-
imental results that are available for the discussed conditions are described in chapter 3.
After, the application of existing dynamic stall models to stationary airfoils in deep stall
conditions is considered in chapter 4. Based on the observations made, an adapted dy-
namic stall model is presented in chapter 5. Next, in chapter 6, both a sensitivity study and
calibration are performed on this model using the uncertainty quantification tool UQLAB.
Finally, in chapter 7 the conclusions and recommendations for future work are presented.



Chapter

Literature Review

In this chapter the theoretical background required for this project is examined. Firstly,
the models that are typically used to determine turbine performance are examined in sec-
tion 2.1. Next, the phenomena that are the cause of these vortex-induced vibrations are
examined in section 2.2. After which the commonly used methods for modelling this be-
haviour are discussed in section 2.3. Next, the experimental results from the past that are
relevant for this research are discussed in section 2.4. This section also aims to develop
the main research questions that result from the current state of the research on this topic.
Following the research questions, section 2.5 defines the proposed method for answering
these questions. In addition, it outlines the experiments that are to be used for the pro-
posed project. Finally, the statistical method that could be used for the calibration of the
model parameters is discussed in section 2.6.

2.1 Aerodynamic models for turbine performance

In order to provide insight in the general modelling of wind turbines, some of the mod-
els that are used in their simulation are explored first. This is done by showcasing the two
most prevalent methods that are used in wind turbine design; the Blade Element Momen-
tum (BEM) method and the Vortex Wake (VW) method. Both of these methods use the
sectional loading on blade sections in their approach. Apart from these common methods,
the effects of using CFD to discuss turbine performance relating to vortex induced vibra-
tions is also briefly discussed.

2.1.1 Blade element method

The first simulation method that will be discussed is the Blade Element Momentum (BEM)
method. This method aims to solve the loading distribution over a wind turbine by sepa-
rating the flow tube through the turbine in radial and azimuthal directions. This discretizes
both the turbine blades and the flow tube. For each of these sections, two perspectives are
considered. Firstly, for each of these separate streamtubes, the conservation laws of mass
and momentum are applied. Which results in a distribution of the induced velocity over
the rotor. From the induced velocities and the free stream values the inflow angles at each
section can be determined. Based on this, the second element of the method can be ap-



plied, which uses the discretisation of the blade. For each section the force coefficients are
determined based on the airfoil characteristics and the local inflow angle. This step uses
the steady polar of the local airfoil shape. Using the new loading in each streamtube, the
conservation laws can be re-evaluated. This process is repeated until a steady solution is
obtained. In this section the exact formulation of this method is outlined in more detail.

The first step of applying the BEM method to a rotor is to divide the streamtube as-
sociated with the rotor into multiple smaller streamtubes. It is assumed that each of these
tubesis independent of the adjacent tubes. In order for this assumption to remain valid, the
theory is usually applied in an axial flow case, where this assumption is more supported.
However, it is also possible to apply this approach to yawed flow cases, Schepers [2012].
Additionally, models have been developed that allow for the inclusion of these yawed con-
ditions by adapting the induced velocity as a result of the skewed wake, as is shown by
Schepers [1999]. If the model is applied to these yawed conditions, the streamtubes are
also separated in azimuthal direction. The discretisation of the streamtubes in axial case is
shown in Figure 2.1.

Figure 2.1: Annulus definitions for BEM method from Jenkins et al. [2001]

The next step in the process is to apply the conservation of mass and momentum to
each of these streamtubes. In this step, the rotor plane is assumed to act as an actuator ex-
acting a force of the flow. The equations that result from the application of the conservation
laws are shown in Equation 2.1 and Equation 2.2. Based on the force applied by the rotor
plane a decrease in velocity is expected at the rotor and in the wake of the turbine. The
decrease is velocity in both of these locations is represented by the induction factor, which
is defined as a = u"”{}““’d. The resulting velocities at the rotor and in the wake are shown in
Equation 2.3.

m=pAx Voo = constant 2.1
(pfront — Prear)Ap = (Up — Uxx) (2.2)
Up,actuator = (1 — @)U Up,wake = (1 —2a) Uy 2.3)

Having determined how the induced velocity from the turbine forces affects conser-
vation equations, the actual loading on the rotor can be expressed as a function of this
induction. This can be separated into two contributions, axial loading perpendicular to

4



the rotor plane and tangential loading to the rotor plane. Each of these contributions have
their own induction factor. The resulting equations for the axial case at each annulus are
shown in Equation 2.4 and Equation 2.5. From these equations, the performance parame-
ters from the turbine can also be extracted. The definitions are shown in Equation 2.6 and
Equation 2.7.

T =(Pfront — Prear)Ap = 2pADU% a(1 - a) (2.4)
P=TUp=2pADUS a(l - a)* (2.5)
Cr=4a(l-a) (2.6)
Cp = 4a(l - a)* 2.7)

Apart from the axial loading described above, the conservation laws can also be applied
to consider the torque generated by the rotor. This is done by considering the induction fac-
tor for the azimuthal induced velocity, a’. This induction factor is defined as a’ = %
From this definition the torque related to a small annulus can be obtained through the

conservation of angular momentum. This process results in Equation 2.8.

5Q=rém@2rQa’) =4pnr’Usad (1 - a)Q67 (2.8)

In the previous equations, the loading on the turbine is expressed from the perspective
of the flow passing through the streamtubes. This definition focuses on the conservation
laws and only considers the turbine as an actuator. To include the effects of the geometry
of the turbine blade, the geometry is linked to the actuating force of the turbine. This can
be done by assuming the loading on each blade section can be represented by the local lift
and drag coefficients. The local lift and drag coefficients are obtained from the steady po-
lars and the local inflow angle. The inflow angle is constructed from the free stream veloc-
ities, the rotation of the blade and the local induction factors. Since this part of the model
considers the loading coefficients of an airfoil directly, this is where the link to dynamic
stall models is integrated. The dynamic stall models are able to modify the local loading
coefficients based on unsteady effects. These steps result in the loading as described in
Equation 2.9 and Equation 2.10. The angle definitions that are used to obtain the sectional
loading are shown in Figure 2.2.

Qr(1+a’)

Lcos ¢ + Dsin ¢
p

Lsin ¢ — Dcos ¢

Velocities Forces
(a) (b)

Figure 2.2: Angle definition for BEM method from Jenkins et al. [2001]



1, .

oT = E'OW Bce(Cicos(p) + Cysin(h))or (2.9)
1, ,

0Q= EPW Ber(Cysin(p) — Cgcos()or (2.10)

Having defined the loading from both the blade element and momentum perspective,
the definitions can be equated as the same turbine loading is described. Based on which
the final set of equations of this method can be constructed, Equation 2.11 and Equa-
tion 2.12. These equations are solved by applying iterations to find a converged value of
the induced velocities.

2

w

U_goBCRCx =8na(l-a)u (2.11)

W2 _ ! 2

U_ZBCRCy =8nda (1-a)u (2.12)
o0

In the described method several important limitations should be discussed. The first
is the assumption that the streamtubes are independent, which was already mentioned.
This assumption is not entirely true as different 3D effects can affect the flow on a wind
turbine. Additionally, the method is not valid for heavily loaded rotors, as the flow would
reverse in the wake as a result of such loading. However, a correction has been created
for this, Glauert [1935]. Thirdly, is should be noted that the sectional loading coefficients
use the 2D airfoil polar. This polar would be altered slightly by 3D effects present in the
flow around a turbine. Additionally, it is important to note that the steady coefficients are
used. The modifications for including dynamic loading are described at a later stage. Fi-
nally, a correction is introduced near the ends of the blade to account for the losses in these
regions.

Finally, as discussed the BEM method does use the sectional lift coefficient for each
section. Therefore, it is possible to apply the dynamic stall models that are outlined in this
report to each of these values. This allows for direct integration of the described models, as
these make use of a 2D lift coefficient.

2.1.2 Vortex Wake method

The BEM method is commonly used because it is able to provide results quickly and with
reasonable accuracy. However, a lot of assumptions are made in the creation of the model.
These assumptions limit the reliability and applicability of the model. Therefore, another
approach is also often used, the Vortex Wake (VW) method. In this approach the shedding
of vorticity is modelled explicitly based on the current estimate of the lift at each time step.
The influence of this shed vorticity on the velocity field is then examined based on the
Biot-Savart law, Equation 2.13. This law describes the influence of a vortex or filament of
vorticity on the velocity at any point in space. Therefore, it can be used to compute the
effect the shed vorticity has on the flow field at the rotor.

T [dlio-#)

= 2.13
an ) |Fo—11lP @13

Vi



As discussed the VW method chooses the model the effect of the turbine on the in-
coming flow by considering the shed vorticity. This done by discretising the blades along
their length. At each radial position, the inflow velocity is determined based on the inflow
conditions, the rotor orientation and the effect of the previously shed vorticity. Having de-
termined the inflow angle the loading on each section can be determined. Several methods
can be used for this. The most simple approach is to use the steady lift polar of that section
similarly to the BEM model. However, other methods could also be implemented, such as
panel methods. The consideration of the local blade section is the area where dynamic stall
models are implemented. Especially if the steady polar is used for the loading, the dynamic
stall model is implemented similarly to the BEM model. For each time step, the change in
loading determines how much vorticity is being shed by a specific section. As a result of
this process, a sheet of vorticity is shed by each blade with varying strengths. This shedding
can be depicted as in Figure 2.3.

ZA
Trailing Vorticity

Shed Vorticity

Bound Vorticity

Trailing Vorticity

Figure 2.3: Shedding of vorticity from a blade from Jenkins et al. [2001]

The depiction of the vortex shedding as shown above is the effect of the vortex shedding
from a single blade. However, in the VW method the blade is represented by small sections
with bound vorticity. This results in each sectional shedding of vorticity as is shown in
Figure 2.3. The shedding occurs according to the Helmholtz theorem, which states that the
vortex filaments cannot start or end is space. As a result of this, a vortex sheet is created
behind the rotor. In the VW model the vortex sheet also deforms based on the rotation of
the rotor and therefore creates a helical pattern in the wake, Figure 2.4.

Since this method chooses to also model the wake and not just the rotor plane like the
BEM method, the progression of the wake is important to consider. There are two options
for the movement of the wake. This first option, the frozen wake, considers only the inflow
conditions and the rotor geometry. As such, this method does not consider the effect of
the shed vorticity on the movement of the wake. The second approach, the free wake, does
consider this effect. This choice does increase the accuracy of the simulation, but greatly
increases the computational cost required for each time step.

The choice to model the wake does eliminate a lot of the additional models that was
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Figure 2.4: Helical vortex shedding typical for the turbine wake from Jenkins et al. [2001]

present in the BEM method, Hauptmann et al. [2014]. For example, the losses near the tip
of the blades are now modelled intrinsically by the choice of model. As such, this model
contains much less assumptions and corrections for specific conditions. Additionally, it
will cover the prediction of the induction more accurately in general as the wake is actually
modelled.

Finally, this method can use several methods to determine the local force coefficients.
For example it is possible to link a panel method or simply use the steady lift coefficients.
When the lift coefficients are considered, it is possible to simply implement the dynamic
stall models to modify these. This results in a direct determination of the force coefficients
of each section including an adaptation for the dynamic stall.

2.1.3 CFD simulations

In the previous two sections the models that are most commonly used to determine the
loading on wind turbines are discussed. However, another option for modelling the aero-
dynamics of wind turbines is also available, namely Computational Fluid Dynamics (CFD).
This method of simulation aims to solve a version of the Navier-Stokes equations numer-
ically. These equations, Equation 2.14 and Equation 2.15, represent the conservation laws
for mass and momentum. In the complete set of equations a conservation equation is also
determined for the energy, however that equation tends to be used less in the simulation of
wind turbines, Khan [2018].
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There are several different methods for solving these equations, that have varying de-
grees of accuracy and computational cost. Firstly, there is the most commonly used method,
Reynolds Average Navier Stokes (RANS). This method only solves the time averaged solu-
tion directly and superimposes the effect of turbulence through a separate model. This
method has been applied to solve for example the vortex induced vibrations present in a
wind turbine blade by Heinz et al. [2016] or in the tower of a turbine by Viré et al. [2020].

A second, typically more accurate, method is that of Large Eddy Simulations (LES). This
method chooses to not average the solution in time, but filter out the smaller scales relating
to the structures in the flow. The idea being that these small scales are relatively indepen-
dent on the flow structure. As such, they can be modelled more easily. Since this method
resolves quite a large number of scales, the computational cost related to this approach is
typically higher. This method has also been used to simulate wind turbine performance by
Revaz and Porté-Agel [2021], as well as vortex induced vibrations by Horcas et al. [2020].

Finally, Direct Numerical Simulation (DES), chooses to neglect none of the scales present
in the flow and instead refines the mesh sufficiently to resolve all scales. This does increase
the computational cost dramatically causing it to only be applicable in a very small set of
problems. Therefore, the application of this method on turbines is not a feasible option.

It should be noted that in order to solve these equations numerically, a significantly
larger computational cost is associated with each simulation when compared to the previ-
ously discussed methods. This is the case regardless of the solution method chosen. There-
fore, since multiple operating conditions and configurations are to be considered during
the design, none of these methods is currently a suitable alternative to the models that
have been presented in the previous sections.

The application of CFD is not required to simulate the entire turbine. It is possible to
include simulations for parts of the problem. For example, the flow interaction with the
blade can be simulated using CFD, but the not the induction. The inverse is also possible.
As such, the use CFD can be applied to several areas. A similar distinction can be made to
the one presented in the BEM approach, where the momentum and blade contributions
are considered separately as well.

A final comment on alternative computational methods should be made. This being
that another method that is sometimes used in wind turbine simulations, a vortex lattice
method, is also not applicable. This method uses the Euler equations, which are inviscid
versions of the Navier-Stokes, Jenkins et al. [2001]. As such, this model cannot be used as
the problem of dynamic stall is highly viscous.

2.2 Dynamic stall in airfoils

The phenomena and effects occurring dynamically in a stalling airfoil have been exten-
sively documented. Typically, these effects are considered to be a 2D phenomenon and
as such airfoils are considered. The sectional loading of these airfoils is often used in the
common models for wind turbines, as was shown in section 2.1. In this section a general
description of typical dynamic stall behaviour is first provided. Next, the dynamic stall
phenomena causing this behaviour are explored in more detail. Thirdly, the shedding of
vorticity and the effect on the loading of airfoils is discussed. This topic is treated sepa-
rately as it is relevant for the vortex induced vibrations considered in this research and is
typically not included in the common dynamic stall models. Finally, some observations



from the considered research are used to establish the gaps in the knowledge for this topic.

2.2.1 Typical dynamic stall behaviour

The onset and behaviour of dynamic stall has been observed and documented quite some
time ago by for example McCroskey [1981]. In this research the behaviour of the flow on a
dynamically stalling airfoil is attributed mostly to the leading edge vortex that is generated.
As a result of this behaviour, the maximum loading on the airfoil tends to be increased.
This is accomplished by delaying the angle at which complete stall occurs. Additionally,
the time required to return to the stationary lift curve is also increased as a result of the
travelling vortex.

As was discussed, a main reason for the changes in loading is the leading edge vortex
being created and travelling over the top of the stalling airfoil. During this process five
stages can be identified, which are presented in Mulleners and Raffel [2011] and Leishman
and Beddoes [1989]. An illustration of these stages is shown in Figure 2.5. During the first
stage, the angle of attack is increased to the static stall angle. This causes the lift coefficient
to follow the static value quite closely. Once the static stall angle is reached, some recircu-
lation might be observed in the boundary layer near the leading edge. However, this does
not greatly affect the loading. In the second stage, this zone of recirculation develops into
a leading edge vortex (LEV), which starts to move separately from the airfoil. In the third
stage, the LEV moves along the top surface of the airfoil, carrying an area of low pressure
with it. This causes the lift to continue to rise. Additionally, the centre of pressure is moved
towards the trailing edge. This change in the centre of pressure affects the moment co-
efficient significantly. Once the vortex leaves the airfoil, the fourth stage begins, lift stall.
During this stage, the lift decreases rapidly as the flow becomes completely detached. The
final stage is the reattachment of the flow, which occurs at a much lower angle of attack
compared to the static lift curve. Once the angle of attack has been sufficiently reduced the
flow is able to reattach front to back. During this process the loading gradually returns to
the static lift curve, if given sufficient time and the angle of attack is sufficiently small.

To describe dynamically stalling airfoils, a distinction can be made between light stall
and deep stall, McCroskey [1981] and Mulleners and Raffel [2011]. During light stall the
airfoil remains relatively close to attached flow, periodically moving in and out of the stalled
regime. Due to these relatively small angles of attack, the LEV tends to separate as the result
of the airfoil motion at the end of an upstroke. This results in a smaller viscous zone on top
of the airfoil where the dynamic effects are taking place. It should be noted that the light
stall regime depends more significantly on airfoil geometry, motion, maximum angle of
attack and other flow conditions such as the mach number. In the current research the
mach number will not be sufficiently large to be a relevant consideration.

In the deep stall regime, the shedding of vortices is the dominant force. As a result the
viscous layer is significantly larger. During deep stall the LEV tends to separate as a result of
its growth during the upstroke and as such the separation occurs before the maximum an-
gle of attack is reached. It should be noted that this regime of dynamic stall is most relevant
for the situation that is considered in the research question. Additionally, the onset and
behaviour of stall in this regime are much less dependent on the airfoil characteristics and
the motion. This is promising for the modelling of such behaviour as the model parameters
are less likely to be airfoil dependent in this regime.
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Figure 2.5: Stages of dynamic stall from Khan [2018]

2.2.2 Vortex shedding

As has been mentioned, the phenomenon of vortex shedding is a dominant forcing term
in the deep stall regime. Therefore, the observed behaviour during this behaviour is to be
considered as well in this section. It should be noted here that the dynamic stall models
typically consider a single vortex being shed at the onset of stall. This vortex is the result
of the changing between attached and detached flow conditions. However, when the angle
of attack is increased further, the shedding of vorticity can continue. This phenomenon
of continuous vortex shedding in deep stall conditions can be referred to as self-induced
vortex shedding. The behaviour can be compared to the Von-Karman streets produced
by blunt objects placed in a continuous flow. For this behaviour to become dominant the
inflow angle typically is increased far beyond stall, Fallahpour et al. [2022]. Therefore, for
the purpose of this report large inflow angles are considered to be those that place the airfoil
in this deep stall condition. Typically, these values appear to be beyond 30 degrees.

The vortex shedding behaviour of airfoils is often analysed in the frequency domain by
considering the dominant frequencies present in the loading. To analyse this domain, the
Strouhal number of the vortex shedding, defined as in Equation 2.16, is often used. This
equation transforms the frequency;, f, into a non-dimensional quantity. This is done by us-
ing the velocity of the airflow, V, and the characteristic length, L. The characteristic length
is defined as the length of the airfoil considered perpendicular to the flow direction. In
Skrzypinski et al. [2014], CFD was performed to investigate the vortices being shed by a
stationary airfoil placed at 90 degrees angle of attack under constant operating conditions.
This was done for several different operating conditions. These different simulations re-
sulted in a range of shedding frequencies. The Strouhal numbers representing the frequen-
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cies ranged from 0.125 to 0.159 over the considered condition. Based on these simulations
it was found that the oscillations could grow in magnitude for operating cases that were
representative for wind turbine blades. On other simulations performed on airfoils, such
as Pellegrino and Meskell [2013], the shedding of the vortices was found to be similar to
the behaviour shown by bluff bodies. The shedding behaviour from these simulations re-
sulted in Strouhal numbers ranging from 0.11 to 0.16 for different airfoils and operating
conditions. Additionally, it was found that the angle of attack and orientation of the sharp
trailing edges relative to the flow were of significant influence on the vortex shedding. How-
ever, the camber did not seem to affect the results, suggesting that these results could be
applicable to other airfoil sections.
fL

Si="7 (2.16)

Both of these studies used CFD as a tool to predict the loading of the airfoil, however
other tools are also available. In Riziotis et al. [2010], a vortex model is used to simulate
the vortex shedding of a stalled blade at large angles of attack in order to assess its stabil-
ity. From this it was found that for certain inflow conditions, some of the modes of the
blade would experience negative damping and as such be at risk of becoming unstable.
The fact that these damping characteristics were incorrectly predicted using steady-state
polars once again shows the importance of accurately simulating the loading created in
such operating conditions.

Apart from simulation results of vortex shedding, some experimental results have also
been produced. Firstly, wind tunnel experiments such as the one presented by Yon and Katz
[1998], show that the disturbances created by the vortex shedding in the wake can be mea-
sured as unsteady pressure fluctuations. Additionally, this experiment observed Strouhal
numbers in a very similar range to the ones obtained from the above mentioned simula-
tions. The experiment used a different airfoil profile to the ones considered so far, suggest-
ing these shedding frequencies to be a relatively constant phenomenon. It should be noted
that at angles closer to the light stall regime, lower frequencies may also occur as the re-
sult of instabilities in the shear layer of the wing. However, these disappeared for deep stall
conditions.

In addition to the wind tunnel measurement on wings, scaled turbine models have also
be examined in term of their vortex shedding by Schreck [2007] and Khan et al. [2020].
In these experiments similar trends were observed in terms of the frequency of the shed
vortices. There were a number of Strouhal numbers that were in the expected range for
vortex shedding as has been defined. Additionally, these experiments also observed the
lower Strouhal numbers which result from instabilities closer to the airfoil. In Khan et al.
[2020], these are attributed to the switching between stalled and non-stalled state of the
airfoil as a result of which the leading edge loading would vary.

2.2.3 Necessity dynamic stall modelling

The different types of behaviour that can be observed in stalling blades have been outlined
in the previous sections. In this section the effects of this behaviour are explored further
based on several additional investigations. The goal of this is to clarify the critical nature of
the accurate modelling of stalling blades on the turbine performance.
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Firstly, the stability of turbines in idling or standstill conditions is considered. In Wang
et al. [2017], the stability of several modes related to an idling turbine were simulated us-
ing an aeroelasticity tool. From this it has been concluded that some of the modes related
to the considered turbine do contain negative damping when simulated and as such are
unstable. Similar results relating to the instability of certain modes in idling turbines were
also found in Bir and Jonkman [2007]. Additionally, from the simulations presented there,
the instability of these modes was larger when steady-state values of the polar were used.
As such, changes in the implementation of the dynamic stall model can be critical in or-
der to predict the stability. Another simulation shown in Chen et al. [2022] also showed
that some of the modes of a wind turbine could become unstable given certain conditions
during standstill. As has been shown in the research described above, instabilities of idling
turbines are a real possibility and the selection of the sectional loading coefficients affects
when they occur. Therefore, since these load cases can be important in the design, they
should be accurately predicted.

Another reason that the prediction of dynamic stall is important for the loading on a
turbine is examined in Liu et al. [2017]. There, the unsteady loading on a moving airfoil
is simulated using CFD, showing the ability of the model to capture the variation of the
loading with reasonable accuracy. Additionally, it is shown that the motion of an airfoil can
also greatly affect the loading. Based on these conclusion the loading on a turbine is simu-
lated both including and excluding the out-of-plane motion using a Blade Element Method
(BEM). This showed that the inclusion of the vibration induced out-of-plane motion was
greatly important to especially the fatigue loading of the turbine. Therefore, it can be con-
cluded that the accurate prediction of these vibrations, in which dynamic stall can be play
a large role, is also important for the fatigue life of turbines.

So far the importance of the prediction of dynamic stall for both fatigue and peak load-
ing on wind turbines has been shown. Next, the influence of the dynamic stall models
on these simulations should be considered. In Stettner et al. [2016], simulations are once
again performed to examine the stability of a large idling wind turbine blade. These sim-
ulations resulted in some conditions leading to undamped oscillations similarly to previ-
ously outlined results. It should be noted that the inclusion of a dynamic stall model, the
Beddoes-Leishman or ONERA model, typically increased the damping. This potentially
leads to a more conservative solution. It was also found that including the rotation of the
blade and as such introducing 3D effects also decreased the damping. However, when dy-
namic stall models were applied to the 3D results, the effects were similar to the stationary
wing. Therefore, it can be concluded that the inclusion of a dynamic stall model is of great
importance for the accurate prediction of the stability in turbine blades.

In addition to this conclusion, it was found that the selection of the dynamic stall model
and the parameters within this model played a critical role in the stability of the struc-
ture. In fact, it was found that different structural dynamic, structural modelling choices as
well as mode shapes had only secondary influences compared to the dynamic stall model.
Based on this, and the overview presented in this section, it can be concluded that the
selection of these models and their parameters is crucial for the design of wind turbines.
Therefore, this research aims to explore the applicability of these models for higher inflow
angles.
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2.3 Overview of dynamic stall models

As was outlined in the previous section, the selection of the dynamic stall model and the
parameters within such a model is important to the prediction of the loading on a wind
turbine. Therefore, this section will explore some of the different dynamic stall models
that are commonly used. The definitions of these models will be presented as well as their
limitations relating to the operating conditions considered in this research.

2.3.1 Beddoes-Leishman

The first model that is discussed in the Beddoes-Leishman model, as originally defined
by Leishman and Beddoes [1989]. This is still one the most commonly used models in
practise. The model aims to use the separation of the different stall phases, as described
in subsection 2.2.1. Each of these phases includes specific contributions that are meant to
represent the flow phenomena occurring at that time.

During the first phase the flow remains attached to the airfoil. In the modelling, Theodors-
ens theory is used to model the time-delay in the loading response to changes in angle of
attack. This response consist two parts, first a circulatory part, which results from the wake
behaviour and includes the time-delay as shown in Equation 2.17. In these equations, b;
and b, are the time-constants of the lag equations, with A; and A, being their respective

coefficients. Time is also non-dimensionalised by introducing S = z—gt
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Additionally, a non-circulatory contribution is added, which is the direct result of the
movement of the airfoil itself. This creates an added mass as well as an impulse loading
contribution, as shown in Equation 2.18. In those equations, D, represents the deficiency
function. The non-circulatory time-constant 77 = £ is used to examine the propagation
time of disturbances over the airfoil. This time-constant is multiplied by a factor K, which
depends on mach number as described by Leishman and Beddoes [1989]. The combina-
tion of Cg’ ,and C ZIV ,, is used to find the total force coefficient on the airfoil.

(2.18)
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The second phase contained within this model relates to the trailing-edge separation.
This module is meant to express the non-linear effects occurring during flow separation
using Kirchhoff’s theory with a dimensionless parameter f. This parameter f represents
the effective separation point, which can be obtained from the experimental static loading
curve as explained by Gupta and Leishman [2006]. To accurately accomplish this the pres-
sure and viscous lag are also modelled to represent the time delay caused during the flow
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separation. The definition of the loading is based on unsteady static loading coefficient
shown in Equation 2.19 from Kirchhoff’s theory. This equation can be altered to be valid
at larger angles of attack, Gupta and Leishman [2006]. For that purpose the small angle
assumption has to be removed by taking the sine of the angle of attack instead.

1+/f 2
2

) (@ — ap) (2.19)
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Based on the equation above, the parameter f can be expressed as a function of the
static loading and angle of attack. However, the stalling process is a dynamic process and
therefore the coefficient must be adapted. The pressure lag is incorporated by applying
Equation 2.20. In these equations, the time constant T, depends on the mach number, but
not on the shape of the airfoil.

Chn=Crn—DRn (2.20)
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Based on this new lagged definition of the loading, a new effective angle of attack can
be found. From this the effective separation point is found from experimental data. Having
applied the pressure lag, the only step that remains in this module is to apply the viscous
lag as well. This is done in a similar way as the pressure lag. The equation is shown by
Equation 2.21. However, in this case the time constant Ty does depend on the airfoil shape
in a significant way.
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These steps finally combine in the adapted dynamic loading coefficient during trailing-
edge stall. This is done by once again applying Equation 2.19 to the newly obtained effective
separation point. The resulting equation is shown in Equation 2.22.
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The final two stages of the model relate to the computation of the onset of dynamic stall
and the loading induced by the phenomena. Firstly, the onset is governed by the leading-
edge separation module. As has been discussed, during the onset of dynamic stall a leading
edge vortex is created and convected over the top surface of an airfoil. To determine at
which moment this occurs, the non-dimensional vortex time parameter is introduced. This
parameter is updated based on the normal loading, which is directly related to the leading
edge pressure. The vortex time parameter is used to represent the location of the vortex
that is being shed and as such represent the dynamic stall process. The update conditions
are shown in Equation 2.23.

(2.23)
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Having determined the location of the leading-edge vortex, the effect on the loading has
to be considered. As described in subsection 2.2.1, the vortex carries an area of low pres-
sure, which affects the loading. The vortex lift module of the Beddoes-Leishman models
this through the increment shown in Equation 2.24.

Cun =Cg »(1 =Ky, ) (2.24)
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As the vortex convects over the top of the airfoil, the loading decays. This continues
until the vortex leaves the surface. Additionally, before the vortex separates the loading is
not affected significantly, Khan [2018]. Therefore, no changes to the loading are computed
as aresult before this stage. To model the decay and convection of the vortex Equation 2.25
is used. In these equations, T,; represents the time when the vortex leaves the airfoil. Sim-
ilarly to the previous equations, T, is a time constant. In this case T, is slightly dependent
on the airfoil shape and is obtained from experimental data. This loading contribution is
added to the force coefficient in order to obtain the vortex loading.
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In this subsection, the four different modules of the Beddoes-Leishman model have
been described. Each of the sections represents a different flow regime with different pa-
rameters as was discussed. However, some of these parameters do depend on airfoil data
and as such should be calibrated for each airfoil specifically. Additionally, it should be
noted that this model was originally developed for rotorcraft applications. It has been
adapted to perform or wind turbines and their operating conditions as shown by Gupta
and Leishman [2006]. However, as there is no explicit method for modelling the vortex
shedding in a continuous sense. The vortex being shed during the final phase is a singular
vortex and the effect on the loading would not be repeated without varying the inflow con-
ditions. Thus, no higher order effects can be modelled using this approach. Therefore, the
application of the model to the considered problem seems unattainable.

2.3.2 ONERA

The second model that will be discussed is the ONERA model, defined by Tran and Petot
[1980] and Mcalister et al. [1984]. The ONERA model was later adapted by Peters [1985] to
include higher angles of attack. This model introduces two differential equations to model
the loading effects induced by the dynamic stall process. The first of these equations is
meant to model the inviscid effects that occur. The second serves to model the viscous
behaviour. Therefore, this model has the potential to model the second order effect that is
vortex shedding. These equations are shown in Equation 2.26 and Equation 2.27.

Cii+ALCr1 = ALChpor + AL+ 0)d + S (2.26)
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In the equations above, there are many coefficients that have to be defined. The val-
ues of A7, o1 and s; depend on the angle of attack and the airfoil. They have to be obtained
from wind tunnel measurements. The other parameters have definitions as shown in Equa-
tion 2.28 to Equation 2.30. These definitions also contain a large number of model param-
eters that all depend highly on the shape of the airfoil and as such have to be obtained from
measurements. The value of AC; is defined as the difference between the potential flow lift
coefficient and the lift coefficient obtained from static airfoil polars. This works as a forcing
term for the stalled regime as can be seen in Equation 2.27.

re = (ro + r2AC?)° (2.28)
ar, = ap+ aAC? (2.29)
e = egACl2 (2.30)

From the description of the model, it is clear that this model requires a larger number
of parameters to be determined separately before it can be applied. These parameters all
require experimental data from an airfoil and as such limit the applicability for this model.
However, if no data is available it is possible to use the "mean airfoil", Holierhoek et al.
[2013]. Finally, it can be noted that the implementation of higher order differential equa-
tions allows for a method to model the unsteady behaviour that occurs beyond stall. In this
case this is done by the forcing term of the second equation including a term based on the
lift coefficient. Therefore, the forcing is non-zero even for a stationary airfoil. The shape of
response to this forcing will depend highly on the value of the coefficients on the left side
of the equation. The possibility of modelling these higher order effects is required for the
application to the considered conditions in this research.

2.3.3 Snel

The third model that is outlined in this report is the Snel dynamic stall model, originally
defined by Truong [1993b]. This model also applies two differential equations. These equa-
tions are used to model both the lower and higher order effects occurring during dynamic
stall. Both differential equations produce an additional lift term which can be added to the
steady value in order to obtain a new estimate of the lift coefficient. However, this model
is does not contain as many parameters that depend specifically on the considered airfoil.
The equations are shown in Equation 2.31 and Equation 2.32.

dAC

T dt“ +cfioACr1 = fh 2.31)
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These equations once again introduce a number of new variables. Firstly, the first order
equation is examined. In these equations 7 is a time constant describing the time required
for the flow to travel across a semi-chord. Its value is given by 55;. Additionally, the co-
efficients f#; and cfjo are time dependent, where ff; represents the forcing as given by
Equation 2.33. The coefficient cfio is described by Equation 2.34. In this equation, the
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value of E is set to 80 on the upstroke and 60 on the downstroke as increased stiffness is
expected on the downstroke, Holierhoek et al. [2013].

Hh=T—— 2.33
fn T (2.33)
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The second equation, Equation 2.32, introduced two coefficients in the differential equa-
tion and one forcing term. The forcing term of this equation is represented by Equation 2.35.
The other coefficients present in the differential equation are shown by Equation 2.36 and
Equation 2.37. In these equations the parameter k; is defined as the Strouhal frequency in
uniform flow in deep stall conditions. This parameters typically has values between 0.17
and 0.2, Khan [2018]. Similar values were also observed in experiments and simulations of
airfoils showing vortex shedding behaviour in subsection 2.2.2. From the definition of the
damping shown in Equation 2.37, it is clear that a different type of damping definition is
used in this method. This type of damping is referred to as a van der Pol type damping.
Van der Pol oscillators are a non-linear system that include the square of the considered
variable in the damping term of the differential equation.
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As discussed in the provided description, this dynamic stall model does not require
many airfoil specific parameters to be used. As such, it can be implemented much more
easily compared to the ONERA model. Additionally, the model contains the higher order
dynamics that required within the second order differential equation. These are required
to include the vortex shedding considered in this research.

However, in recent years some improvements have been made to the original formula-
tion of the model as presented by Adema et al. [2020]. The first of these improvements is
to apply the equations to the normal force coefficient instead of the lift coefficient. This,
combined with the choice to use the specific normal force coefficient curve instead of the
2m value generally found for attached flow, improved the results of the model. Addition-
ally, some of the model parameters are adjusted in their definitions. The first parameter
that is adjusted is the k; value, for which the projected value is used. This introduces a di-
rect dependency of the shedding frequency on the angle of attack. Secondly, the first order
parameter is adjusted according to Equation 2.38.
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The second order parameters were also adapted as shown by comparing Equation 2.39
to Equation 2.41 with the previously presented equations in Equation 2.35 to Equation 2.37.
In these updates it is clear that most of the adaptations relate to changing the values of cer-
tain parameters in the coefficients. This was done to improve the performance based on a
number of references cases using pitching airfoils in wind tunnel experiments. Addition-
ally, the parameter 7 is included in the second order equation more in order to eliminate
the dependency on the velocity.

dACl,pot
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2.3.4 IAG adapted model

The final model that is discussed in this literature review is the recently developed model
presented by Bangga et al. [2020]. This model also adapts the dynamic response with a first
and second order term similarly to the previously presented models. The first correction is
based on the Beddoes-Leishman model with several adaptations. These adaptations relate
to the moment and drag force coefficients that can also be obtained from the Beddoes-
Leishman model. Up to this point only lift is considered in the descriptions. In the adap-
tation of the drag force the second phase of the model simply uses a time-lagged version
of the static drag coefficient. This in combination with a correction, which eliminates drag
hysteresis for relatively low angles of attack, was shown to improve the results significantly.
The considerations for the moment coefficient are not discussed here. These are not ex-
pected to be as relevant for the purposes of this research as most considered experimental
data does not provide a moment coefficient.

The second correction is meant to include the unsteady effects and as such is similar
to the one presented by Truong [1993b] and Adema et al. [2020]. However, there are some
alterations and selections that are made. The first choice is to differentiate with respect to S
instead of time directly. The parameter S was introduced in the Beddoes-Leishman model
and is defined as S = ZTW This is also done in the application of the ONERA model to
non-dimensionalise the equations. The second choice that is made, is the selection of the
non-projected value for k; used in the original definition of the Snel model. This decision
was made as some instabilities were introduced by using the projected value. Additionally,
some of the coefficients were altered as shown in Equation 2.42.

dt
For the second coefficient the same formulation as presented by Adema et al. [2020]

is used. Although the coefficient values are once again adjusted. For this coefficient, the
newly found values are shown by Equation 2.43.

d 2
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Finally, the forcing is adapted from the original Snel model, Truong [1993b]. Once again
the exact values are slightly adjusted as is shown by Equation 2.44.

dACl,pot
dt

For the other loading parameters, drag and moment, two different approaches are taken.
The drag is obtained in a similar manner as described by Adema et al. [2020]. The moment
however aims to use the idealised center of pressure location from the Beddoes-Leishman
model. This results in a moment definition as is shown by Equation 2.45, where the normal
and moment coefficients all relate only to the effect of the second order correction.

ftr=0.5ks (—0.15Acl_pot+o.05 (2.44)

2.3.5 Overview of discussed models

In the previous sections, the theoretical definitions of several dynamic stall models have
been described. Based on these descriptions, the theoretical advantages and disadvantages
can be assessed together with their ability to be applied to the problem of vortex shedding
in airfoils.

Firstly, the Beddoes-Leishman model is the only model unable to model the higher or-
der dynamic directly. All other models contain a second order differential equation to be
able to model higher order effects. Therefore, this model is never able to include the vortex
shedding behaviour considered in this research.

A second consideration is the number of airfoil specific parameters. Having a large
number of these parameters means that more experimental data for the used airfoil is re-
quired. This can be especially problematic when turbine blades are considered, as these
often contain multiple different airfoil profiles over their span. As a result, the model pa-
rameters would be hard to determine for intermediate sections. As was discussed in the
sections above, the Snel model has the least airfoil specific parameters, and as such is able
to be applied most generally. The ONERA model has the largest number, as the determina-
tion of all coefficients in the differential equations rely on airfoil specific parameters. The
Beddoes-Leishman model has some parameters that are specific to an airfoil profile, but
significantly less compared to the ONERA model despite having more overall parameters.
Finally, the IAG model also has a critical angle of attack which depends on the airfoil. How-
ever, in this discussion it should be noted that the numerical values used in the equations
are often varied based on new calibrations. Therefore, the use of a different airfoil or mea-
surement can also affect their values. Since these parameters are not specifically stated to
be airfoil depended, these are not considered in Table 2.1.

The final consideration is the number of loading coefficients that are determined by the
different models. This depends on the applied method and the choices made. For example,
the Snel model was extended by Adema et al. [2020] to also include the drag coefficient.
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An overview of all the considerations is provided in Table 2.1. This table shows that in
order to model the second order effects any model other than the Beddoes-Leishman is
possible. Additionally, the Snel based models have less model parameters that have to be
determined from experimental data. Finally, it is shown that most of the models are able to
predict all required loading coefficients.

Table 2.1: Overview of different dynamic stall models

Model Highest order effect Num.ber of airfoil Coefficients
specific parameters | modelled
Beddoes-Leishman | First 2 Cl, Cd, Cm
ONERA Second 8 Cl, Cd, Cm
Cl, Cd
Snel Second None (Adema et al. [2020])
IAG Second 1 Cl, Cd, Cm

The performance of different dynamic stall models has also been examined by for ex-
ample Holierhoek et al. [2013]. From this comparison it was concluded that there was no
strong preference for any of the models. However, this research did not contain the model
presented by Adema et al. [2020] and Bangga et al. [2020].

2.4 Current state of research

In this section the current state-of-the-art experimental and simulation research relevant
to the current research topic is explored. The goal of this process is to evaluate the relevant
area of research and what questions are to be answered. As a result the main research ques-
tions are developed in this section. The current state of research is examined for airfoils and
higher dimensional cases separately.

2.4.1 Airfoil state-of-the-art

In section 2.2 several experimental and simulation results have already been discussed
to outline the expected behaviour during dynamic stall. This section aims to provide an
overview of the conclusions that were reached, to provide context for the questions that
the current research aims to answer.

In the experiments related to the dynamic stall behaviour, the goal is typically to mea-
sure the changes in loading in time. This can be used to determine effect of the changing
pressure distribution on the airfoil. Additionally, if any periodic effects such as vortex shed-
ding are to be investigated, this is also possible from this data. An example of this is the
experimental data used in Adema et al. [2020]. This was obtained from the OSU database is
used to examine both the shedding frequency of the airfoil, as well as the time-dependent
loading. To compare the loading in the time domain, the phase of the simulation is shifted
in order to match the phase of the measurement.

Additionally, some experiments are performed with the goal to understand the reasons
for the changes in loading. These experiments are more interested in the flow field and can
use techniques such as Particle Image Velocimetry (PIV) to visualise this. An example of
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this is described by Henne et al. [2018], which investigated the effects the formation and
release of the LEV had on the loading of an airfoil. This resulted in the conclusion that
the strength of the LEV determines the maximum of the lift coefficient that is experienced
during the dynamic stall cycle described previously. Therefore, this process is critical in
producing an accurate model for the loading of an airfoil in dynamic stall conditions.

Apart from experiments, simulations can also be used in the investigation of dynamic
stall behaviour. These simulations can use a variety of approaches to model the behaviour.
The shedding of vorticity from a stationary airfoil is often done using CFD, examples of
which are shown in Zakaria et al. [2018] and Pellegrino and Meskell [2013]. With such ap-
proaches the shedding of vorticity in time can be modelled, however the computational
cost is relatively high. Other methods, such as the vortex method shown in Riziotis et al.
[2010], are also available for predicting vortex shedding behaviour at a lower cost.

All these simulation methods are able to provide the user with a loading variation in
time. This can be used to compare to experimental results in terms of loading and well as
shedding frequencies. From this it is found that the prediction of the dominant shedding
frequencies produces similar results in terms of Strouhal numbers for different cases. In
each case the range of 0.15 to 0.2 is present in the Strouhal numbers that are obtained. Ad-
ditionally, Adema et al. [2020], showed that the dominant frequencies present in the loading
of a pitching airfoil in constant operating conditions could be predicted with reasonable
accuracy using the presented version of the Snel model.

At this point it is important to highlight that most of the research into dynamic stall
models focuses on moving airfoil sections. The vortex shedding of stationary airfoils might
be considered, but this is not typically done using the dynamic stall models used in turbine
codes. A possible reason for this is the fact that these models were developed by consid-
ering experiments with varying angles of attack. In fact, when vortex shedding during a
stationary condition is considered, some parts of the equation are eliminated. Therefore,
the effectiveness of applying current dynamic stall models to a stationary airfoil in deep
stall conditions is unknown. This gap in current research does lead to the first main re-
search question; How accurately can the current dynamic stall models be used predict the
unsteady loading on a stationary airfoil in deep stall?

After investigating the applicability of the current dynamic stall models to stationary
airfoils, an additional question can be considered. This question pertains to the improve-
ment of these current dynamic stall models for this specific conditions. As the models have
yet to be applied to these conditions, it is expected that some improvement would be pos-
sible based on comparison to experiments. This results in the second main research ques-
tion; To what extend is it possible to improve the performance of the dynamic stall models
for predicting vortex shedding behaviour in 2D, stationary airfoil modelling?

2.4.2 Turbine state-of-the-art

Due to the large scale of full-size turbines, there is no experimental research available for
the large structure as far as the writer is aware. However, there are some wind tunnel exper-
iments that aim to analyse the performance of dynamic stall models on scaled, stationary
turbines. An example of such an experiment is the New Mexico experiment used in Adema
et al. [2020] and Khan et al. [2020]. In the first, the differences between the Snel model
and the stationary turbine model loading was found to be quite significant. These discrep-
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ancies are attributed to the assumed damping coefficient of the turbine model as well as
the unknown impact of different airfoils present in the blade. Additionally, the tunnel ef-
fects could not be taken into account in the software used for the simulation. Despite not
finding a strong convergence between the model results and the experimental values, this
comparison does showcase how an experiment could be compared to simulations for a
turbine application.

In Khan et al. [2020], the modelling of the turbine is not considered. Instead the focus
is placed on the analysis of the same experimental results. From this, a range of shedding
frequencies is identified for the stationary turbine model at different yaw and pitch angles.
The variation in shedding frequencies, which was also discussed in section 2.2, is some-
thing that will also have to be considered in the analysis of the current research. In Schreck
[2007] the shedding frequencies for a rotating turbine are evaluated from the NASA Ames
wind tunnel experiment. In both experiments the loading at several sections was identified
using pressure taps. Despite using different rotors, two similar ranges of Strouhal numbers
were identified as dominant frequencies. The first of these ranges varying from 0.12 or 0.15
to 0.2 depending on the paper. These frequencies are found to be related to the bluff body
vortex shedding behaviour that was also identified in the airfoils. The second range, related
to the more inboard sections in both cases, is located at Strouhal numbers of around 0.04.
This range is expected to be the result of a post-stall regime in which switching between
attached and stalled conditions is taking place. The fact that both these different exper-
iments were able to identify similar ranges in Strouhal numbers does mean that similar
results should be expected from the models to be deemed accurate.

Based on the available research, the current dynamic stall models have not been ap-
plied for stationary turbine simulations. This is to be expected as their applicability for
airfoils has yet to be investigated. However, the next step after that validation would be to
explore the usage for the purpose of turbine modelling. Unfortunately this area of inves-
tigation could not be contained within the scope of the current research. Therefore, this
aspect is merely identified as a topic of future research. This research would aim to answer
very similar research questions to the ones discussed in the previous section. The main
exception would be the application to higher dimensional systems instead of airfoils.

2.5 Research plan

This section aims to formulate a plan to address some of the gaps in the research that were
outlined in the previous section. To accomplish this, the necessary steps are discussed and
combined into a research plan.

2.5.1 Research plan

Based on the main research questions discussed in the previous section, there are several
considerations to be made to answer these questions. The first is the methods that could be
used to assess the performance of the models that are implemented. There have been many
different studies comparing the results of the dynamic stall models to experimental results.
This is typically done by considering the loading on an airfoil in time for a range of angles
of attack. In this project the airfoil angle of attack is kept stationary and the dynamic effects
resulting from deep stall are considered. However, the method for comparing the results to
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the experiment can be applied in a very similar way. This is mostly done by comparing the
time domain loading from the experiment directly to the simulation results, as is done in
Holierhoek et al. [2013] and Bangga et al. [2020]. Additionally, the shedding frequency can
also be considered as was also shown in Adema et al. [2020] for airfoil. This would result in
a comparison of the dominant frequencies produced by the loading of the airfoil.

Apart from a method for assessing the results of the models, the method that can be
used for improving the results should also be considered. This could be done by taking
the original model and simply adjusting the parameters manually to better match the data.
During this phase more structural changes could also be proposed based on the observed
results. A third approach for this process is using a statistical method as is outlined in sec-
tion 2.6. This method calibrates the parameters using a uncertainty quantification tool. It
should be noted that before this method is applied the sensitivity of the solution to differ-
ent parameters should be considered as well. This is useful for the future development of
the model.

Finally, this project relates to the comparison of dynamic stall simulations to experi-
mental data. Therefore, an approach for the assessment of such results should be defined.
The first step of this approach is to obtain both the experimental and simulation data. This
means that the relevant parameters are to be extracted from the results. In terms of the
vortex shedding this will likely be the projected Strouhal number. Next, these parameters
can be compared in order to assess the performance of the model results compared to the
experimental results. This could be done by comparing the L, norm of different models or
comparing the frequencies. The L, norm produces a normalised error based on the square
of the error at each data point.

Having outlined the methodology that is to be used to answer the research questions, it
is instructive to examine how these methodologies would come together in a project plan.
The first stage of this plan would consist of the collection of data. For the experimental re-
sults the experiments have already been performed as will be discussed in the next chapter.
The second set of data has to be generated by the dynamic stall model. This requires the
implementation of the dynamic stall models that seem relevant to the considered applica-
tion.

The second phase of the plan is the comparison of the original dynamic stall models
to the experimental results. Several methods that could be used for this have already been
discussed in this section. The comparison will mainly consider the frequency domain. In
addition, the time response of the relevant parameters can also be considered to better un-
derstand the performance of each of the dynamic stall models. This comparison is shown
in chapter 4.

In the third step of the research plan, the potential improvement of the model defini-
tions is considered. This could be achieved by calibrating the existing parameter defini-
tions based on the previously described comparison. Another approach could be to adapt
the parameter definition to be better suited for the operating conditions at hand. Both of
these steps are performed in this report, in chapter 5 and chapter 6 respectively.

The three steps described above will be performed several cases of airfoils placed in
deep stall conditions. For this purpose several sets of wind tunnel experiments are consid-
ered. These experiments and their results are outlined in the following chapters.
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2.6 Optimisation of model parameters

This section aims to provide an introduction for the proposed calibration process of the
dynamic stall models. This is done by first outlining the theoretical background of the pro-
posed calibration process. Secondly, the application of the tool that would be used is ex-
plained. Finally, the way this information interacts with the current research is discussed.

2.6.1 Theoretical basis

The calibration method that is proposed to be applied to the discussed problem is a Bayesian
inversion method as discussed in Wagner et al. [2022a]. This method is based on the defini-
tion of Bayes’ theorem, Equation 2.46. This equation is meant to represent the probability
that a certain input, x, has occurred given the output, y. The right side of the equation
also contains the prior, 7(x), an assumed distribution of the input parameters. Addition-
ally, the likelihood, L(x;y), is also present on this side of the equation. This value is meant
to represent the relatively likelihood that the observed data occurs given the current input.
Finally, the factor Z, the evidence, is meant to normalise the distribution obtained from
this equation. However, in the case of the calibration this factor is eliminated as the relative
probabilities are the only relevant parameter as will be shown.
n(x) L(x;y)

ﬂ(x|y) = T (2.46)

The goal of the calibration is to obtain probability distributions for the model param-
eters that could result in the observed output in the experiment. In order to do this, the
output from the experiment is represented as shown in Equation 2.47. This is the combi-
nation of the model evaluation with the inferred input parameters and a discrepancy term.
The discrepancy term is usually a normal distribution centred around zero as the measure-
ments are typically assumed to be unbiased.

y=A4MX)+n ,n=HK (007 (2.47)

If this representation is used, the likelihood becomes relatively simple to evaluate, since
the model evaluation is known. This creates a distribution around the expected value for
these model parameters based on the discrepancy. It should be noted that the model eval-
uation does not always have to use the complete dynamic stall model. Surrogate models
can be used to accelerate the process as many iterations are required for the calibration.
Such models contain a representation of the actual dynamic stall model, and are typically
constructed from a large number of evaluations of the original model. Additionally, the
prior uses an assumed distribution of the model parameters. As such, the probability of
those model parameters occurring can be evaluated as well. Therefore, the numerator of
the fraction in Equation 2.47 can be evaluated for any model parameter value.

However, the goal of these methods is to obtain an estimation of the model parame-
ters based on the data. The distribution that represents these is called the posterior and
is shown on the left side of Equation 2.47. To sample and gain a distribution of the poste-
rior, Markov chain Monte Carlo methods are typically used. These methods create a chain
of points in the space of the model parameters. The chain is created by first selecting a
starting point in the space. Next, samples are selected around this point. For each of these
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samples the relative probability of their occurrence can be evaluated. Based on the relative
probability of these samples in the posterior, the samples are accepted or rejected. This
process is repeated until a large number of samples are selected which in turn represent
the posterior probability distribution.

There are multiple different ways in which the different samples can be accepted or
rejected. The choice in algorithm for this process mainly influence the efficiency of the
inversion process but not the actual result, Wagner et al. [2022a]. It has also been shown
that to obtain a correct probability distribution for the posterior a sufficiently large number
of calibration points is required, Sanderse et al. [2022]. However, to obtain the Maximum A
Posteriori (MAP) value much fewer sample points are required. This MAP value represents
the most likely combination of model parameters based on the used experimental data.
This results can be seen as the best fitting set of model parameters based on the observed
data.

2.6.2 UQLAB tool applications

The implementation of the previously described process is performed using the UQLAB
tool, Wagner et al. [2022a]. This tool contains functions for all required steps in the calibra-
tion process. For example, it is able to create surrogate models based on a large number of
model evaluation, as well as evaluate the sensitivity of the solution to different model pa-
rameters, Zhou et al. [2019b]. This functionality can first be used to identify which model
parameters in the dynamic stall models are most influential for the solution in the consid-
ered cases. Potentially, this could eliminate some parameters from the calibration and as
such make the procedure simpler.

The evaluation of the BEM or VW methods does not take a very long time. However,
due to the number of evaluations required in this process the computational time can still
increase rapidly. Therefore, the ability to construct a surrogate model can be critical in the
calibration process as well.

Apart from the sensitivity analysis and surrogate models, the UQLAB tool also provides
the tools required to perform the Bayesian inversion process described previously. These
methods have already been effectively implemented for this purpose by for example Cer-
avolo et al. [2020].

Finally, it should be noted that the calibration process has already been implemented in
the context of wind turbines by TNO, Sanderse et al. [2022]. In this research the calibrations
were performed on different models. However, the principles would remain the same.

2.6.3 Applicability in current research

Having discussed a method that allows for calibration of model parameters based on ob-
servations, the application to the current topic can be considered. Firstly, the model pa-
rameters that could be adapted are considered after which the performance parameters
are examined.

As was discussed in subsection 2.3.5 each of the dynamic stall models has a number
of model parameters that are used in the computations. Some of these parameters are
based on experimental data specific to the considered airfoil. However, a large number
of the model parameters are not adapted based on the airfoil and have been calibrated
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based on several experimental results. These parameters are most likely to be calibrated
effectively. It should be noted that these parameters have already been adapted between
different versions. Therefore, a precedent has already been set for the alteration of the
parameters in order to match experimental results. Examples of such changes have been
discussed in the description of the Snel model and its improvements, subsection 2.3.3.

In the case of the ONERA model, it is harder to make a general calibration, as this model
exclusively contains model parameters that depend on airfoil geometry. These parameters
could be altered based on the comparison to the experiment, but the calibration would
only be valid for the considered airfoil. Therefore, this model will not be considered in such
a calibration.

Apart from the changes that can be made to the input of the model in terms of param-
eters, the assessment of the calibration has to also be considered. In order to be able to
determine if the calibration has improved the results a performance criterion has be deter-
mined.

Since the area of interest is placed at in deep stall conditions, the results from both
the simulation and the experimental data are unsteady. Therefore, choosing an optimisa-
tion parameter in time is made more difficult. As such, assessing the performance with a
frequency based parameter is expected to be the most suitable for implementation. There-
fore, the vortex shedding frequency is proposed as a parameter that could be used to assess
the performance of the models. This parameter has already been used to compare model
results to experimental data for airfoil in the past Adema et al. [2020].

Apart from the frequency, the strength of the changes in loading could also be assessed.
This could be done by considering the amplitude of the variations in the loading coeffi-
cients on the airfoil.

It should be noted that the alteration of the model parameters based on this specific op-
erating range could negatively impact the performance of the model for other conditions.
Therefore, the performance of the models in operating conditions that it is more commonly
applied to should also be examined during the calibration process. These conditions would
for example contain pitching airfoils at more moderate angles of attack of below 30 degrees.

In addition to the calibration results, the assessment of the sensitivity of the different
model parameters is also of interest. As has been discussed, the UQLAB tool also is capable
of performing this analysis. The goal of considering the sensitivity is mainly to identify
which parameters are most important for the prediction of the shedding frequency. This
information can be useful for future adaptions of the model as well as obtaining a better
understanding of the proposed definition.
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Chapter

Wind tunnel experiments for different
airfoils and operating conditions

As has been outlined in the research plan, the dynamic stall models are to be compared
to different experimental results. In this chapter, the three main experiments used in this
report are shown. First, an experiment by DNW is described in section 3.1. This experiment
covers a large range of angles, both positive and negative. Secondly, another experiment
that covers a variety of both positive and negative angles is introduced in section 3.2. This
experiment was performed by the TU Delft. The third experiment that is considered is
discussed in section 3.3, which covers only a range of positive angles of attack. Finally,
some general conclusions are drawn based on the presented experiments in section 3.4.

3.1 DNW-HPG experiment

In this section, the results that can be extracted from an experiment performed by DNW
are discussed. The data from this experiment did require some more processing com-
pared to the other experiments. First, a description of the experiment is provided in sub-
section 3.1.1. Next, the approach for extracting the relevant data is outlined in subsec-
tion 3.1.2. Thirdly, the effect of blockage on the vortex shedding results is considered in
subsection 3.1.3. Finally, some more observations are made based on the available data
that could be relevant for the considered topic.

3.1.1 DNW-HPG experiment description

The considered experiment was performed by German-Dutch Wind Tunnels (DNW) in the
High Pressure wind tunnel in Gottingen (HPG). An overview of this wind tunnel is shown
in Figure 3.1. During the experiment, this tunnel caused some turbulence as well. The
maximum intensity that was measured during the experiment was 0.5%. The data resulting
from this experiment was provided to the student by TNO.

The tunnel used in this experiment is suitable for 2D testing, during which an airfoil
is implemented over the entire width of the test section. The side view of this test section
is shown in Figure 3.2 and the top and bottom of the section are equipped with pressure
sensors. The airfoil can be rotated over the full 360 degree range. As such, the large angles
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Figure 3.1: Overview of the wind tunnel layout used in the DNW experiment

of attack, required for the vortex shedding phenomena to occur, can be reached. In the
experiment, a DU-00-W-212 airfoil is used for all measurements. This airfoil has a relatively
high thickness to chord ratio of 21% and is commonly used in the context of wind turbine
blades. The airfoil could additionally equipped with transition dots that forced transition
of the flow at fixed locations. However, these were not used in the measurement points
considered in for this report.
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Figure 3.2: Side view of the test section that is used in the DNW experiment

From the experiment a variety of different data sources are available. The airfoil itself
was equipped with 90 pressure taps along both the top and bottom surface of the airfoil
to evaluate the steady local loading distribution on the section. The distribution of these
pressure taps is shown in Figure 3.3. Some unsteady pressure measurements were also
taken at 5 locations on the airfoil. One of the unsteady sensors was placed at 37% of the
chord on the top surface. The other 4 are placed on the bottom at the following locations
relative to the chord; 20%, 33%, 38% and 42%. Additionally, a wake rake was placed behind
the airfoil to evaluate the flow behaviour in the wake, as can be seen in Figure 3.2. Finally,
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measurements can be obtained from a force balance that is attached to the model. Using
the wake and the force balance, both steady and unsteady measurements of the loading on
the airfoil can be obtained. It should be noted that some oil flow visualisations were also
performed, however these are not considered in the current analysis.

0 50 100 X [mml 150

Figure 3.3: Location of the pressure taps placed on the DU00W212 airfoil used in the experiment

With the test setup described above, a large number of measurements was completed.
These ranged over different Reynolds numbers, angles of attack and total pressures. The
data has primarily been used for the validation of airfoil performance codes at high Reynolds
numbers, Ozlem et al. [2017]. This work especially used the relatively low angles of attack.
In the present work however, the data set that is found to be most relevant is the one that
contains the largest variation in angles of attack. This data set consists of measurements at
a Reynolds number of 6 million and a total pressure of 64 bar. During the measurements
the angle of attack of the airfoil is varied from -90 to 90 degrees. This allows for the expected
flow phenomena related to dynamic stall to be examined. It also ensures that a significant
portion of the selected data points should show vortex shedding behaviour based on the
discussed literature.

3.1.2 Results of the DNW experiment

Having outlined the test setup used in subsection 3.1.1, the data obtained from the experi-
ment can be considered. To do this, the chosen methods for obtaining the different results
are discussed. First, some general measurements obtained from the experiment are out-
lined. After, the unsteady loading is considered. There are two aspects that are considered,
the dominant frequencies and the time dependant representation of the loading. The pro-
cesses for obtaining both of these are examined individually.

General measurement results

Some of the data obtained in the experiment has already been processed and therefore can
be presented directly. The first of these results is the steady force polar, which is shown in
Figure 3.4. This polar shows all the expected behaviour from airfoils over such a range of
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angles of attack. There is a linear region for the smaller angles at which the flow remains
attached. After which the onset of stall takes place. During this stage the lift decreases,
while the drag experiences a sudden increase. Finally, the normal force coefficient keeps
increasing as the airfoil is placed more perpendicular to the flow. This data will be used
to determine the difference between the potential loading and the steady loading in the
dynamic stall models. This terms has been shown to be an important contribution in the
previously discussed dynamic stall models.
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Figure 3.4: Airfoil polar from DNW experiment

Another result that can be immediately be analysed is the pressure sensor data. The
steady results are available over the length of the airfoil. An example of such an average
pressure distribution is shown in Figure 3.5a and Figure 3.5b. In this image the pressure
distribution is shown by the blue dots. Additionally, the unsteady sensor results are in-
cluded through 5 box plots placed at the previously discussed locations. These box plots
represent the variation of the pressure coefficient at each location. The first box indicating
asingle standard deviation and the horizontal lines representing three standard deviations.
From these results the local state of the flow can be considered. For example in Figure 3.5a
relatively large unsteadiness of the sensor on the top surface can be observed. This sensor
is shown in the lower part of the plot. Therefore, it can be concluded that this location on
the airfoil is not likely to be experiencing attached flow. This is to be expected as the airfoil
is placed at an angle of attack of 27 degrees for these results.

Frequency analysis

To obtain more information from the unsteady measurements some processing has to be
done. As is already observed through the variation of the pressure coefficient, the measure-
ment of the loading varies in time. This unsteady result is the area of interest for the current
research, as goal is to develop a model to predict this unsteady behaviour. To consider this
aspect of the data, the frequency spectrum of the loading is first constructed. This is done
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Figure 3.5: Examples of unsteady and steady pressure distributions from measurements

by considering the frequencies that are dominant in the loading of the airfoil. There are
two different measurements that can be used for this purpose. Firstly, the force balance
data can be considered. Secondly, the unsteady pressure sensors are also available.

First, the results from the force balance are analysed. To represent the frequencies
present in the loading, the projected Strouhal number is used. The frequency spectrum
of this loading is obtained by applying the Fourier transform to the time signal. The ap-
proach used for obtaining the time signal from the balance data is shown in appendix A.
From the frequency spectrum peaks can be identified. These represent the dominant fre-
quencies in the response. The process for selecting such peaks is shown in more detail later
in this section.

The force balance provides results in two directions, one parallel and one perpendicular
to the airfoil orientation. The dominant frequencies for both loading directions of the force
balance are shown in Figure 3.6, which shows the 3 most significant frequencies present in
each direction. Based on the previously presented literature, the vortex shedding behaviour
is expected to occur for projected Strouhal numbers between 0.15 and 0.2 for larger angles
of attack. In the results, slightly higher values of vortex shedding frequencies are found
for angles larger than 30 degrees. Additionally, it does appear that the projected Strouhal
number varies with the angle of attack, which is not expected.

At lower angles of attack, different frequencies are expected to be present. These lower
frequencies are observed to produce similar Strouhal numbers compared to literature, as
was discussed in chapter 2. The only range of frequencies that has not been previously been
observed is the V-shape located at angles of attack below 30 degrees. The origin of these
frequencies could not be identified and remains an area for future investigation. However,
as the vortex shedding behaviour appears at larger angles of attack, this does not affect the
current investigation.

Apart from the use of force balance data to study the unsteady results, the unsteady
pressure measurements can also be considered. The provided data already contained the
normalised pressure fluctuations observed by the sensors. Therefore, no additional pro-
cessing was required on the part of the author. For these measurements the Fourier trans-
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Figure 3.6: Projected Strouhal numbers present for different angles of attack in both loading directions

form is once again used to obtain the frequency spectrum of the signal. Some examples of
the frequency spectra from each available source are shown in Figure 3.7 to Figure 3.9.

Each of the images shows the frequency spectra from 7 different results. The first two
spectra contain the results of the force balance in both loading directions. The next 5 spec-
tra contain the frequencies present in the signal from the unsteady pressure sensors. These
different results can be compared to ensure the validity of the results and produce a method
for extracting the vortex shedding frequencies.

Based on the shown Fourier spectra shown several conclusions can be drawn. Firstly,
the fourth unsteady pressure sensors appears to produce erroneous results in quite some
cases. This conclusion is based on the fact that the peaks occur at different frequencies
compared to all other sensors. Additionally, the spectrum of this sensor does not show any
significant peaks at all for some angles, for example in Figure 3.9. However, based on the
other sensors, some peaks should be present in the frequency spectrum at this angle of at-
tack. Therefore, it is assumed that the results produced by this sensor should be discarded.

The second observation that is made about the frequency spectra is the peak present
around 60 Hz for the balance force in X. This peak is present for a variety of angles of attack.
However, no clear origin can be found. A possible explanation could be the movement of
the balance itself or some other disturbance in the signal. It is important to note that no
such peak is present in any of the pressure sensors. This suggests that this part of the signal
is not present on the surface of the airfoil, and thus is not an aerodynamic effect. Therefore,
it is excluded from the analysis.

Thirdly, it is observed that the frequency peaks are most clearly defined in the spectra of
the pressure sensors facing away from the incoming flow. This is especially true for larger
angles of attack. For example, in Figure 3.8, the first pressure sensor shows the most clearly
defined peak. This sensor is placed in the top surface of the airfoil and thus faces away from
the incoming flow. This behaviour could also be observed for other larger angles of attack.
The is to be expected as the unsteady effects of vortex shedding and stall mostly take place
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Figure 3.7: FFT values for the different unsteady sensors at -51 degrees angle of attack

on this side of the airfoil.

Based on the observations in the FFT spectra, potential problems in identifying the
dominant frequencies can be found. In Figure 3.9 it can be seen that the shedding fre-
quency peak might not always be correctly identified, if a single spectrum is used. This is
the results of some large peaks being present at low frequencies, in for example the first
pressure sensor or the Z direction of the balance. To resolve this problem the shedding fre-
quencies is selected only if the found peak is present in multiple sensors. In the example
of Figure 3.9, this would result in the peaks at approximately 30 Hz. These can be seen in
multiple pressure sensors and thus this frequency is selected as the shedding frequency.

Additionally, a minimum and a maximum frequency should be considered when se-
lecting peaks from the FFT result. These implemented to eliminate peaks that do not cor-
respond to the vortex shedding behaviour. The minimum frequency was set to 3 Hz to
resolve any issues with peaks at very low frequencies. The maximum frequency was set
to 300 Hz. This was done to eliminate any peaks that result from a distortion caused by
the main drive electrical system. These peaks occur at any integer multiple of 300 and do
not relate to any physical process that is to be observed. This information was provided by
DNW in the internal reporting of the experiment.

Finally, it can be observed that the main peaks that are present in the balance results are
also present in the pressure sensors. This is an expected result as the force on the balance
is expected to be the result of the pressure distribution. Therefore, both methods could
theoretically be used to select the vortex shedding frequency.

To investigate the use of either measurement, the two sensors are compared in Fig-
ure 3.10. Based on this, it appears the main frequency peaks could be identified for all an-
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Figure 3.8: FFT values for the different unsteady sensors at 75 degrees angle of attack

gles of attack using both the force balance or the pressure sensor data. It should be noted
that the fourth sensor was excluded from Figure 3.10a. Interestingly, the V-shape that was
observed in the frequencies of the force balance data is not present for the pressure sen-
sors. This could mean that these frequencies are not a result of an aerodynamic effect on
the surface of the airfoil. Most importantly, the comparison shows that the dominant vor-
tex shedding frequencies obtained from the pressure sensors are very similar to the ones
from the force balance. For this purpose on angles of attack larger than 30 degrees are con-
sidered as these are expected to correspond to vortex shedding behaviour.

As a result of the presented analysis, an approach for determining the dominant shed-
ding frequencies for each angle can be defined. The results from the pressure sensors were
chosen to be used for the definition of the vortex shedding frequencies. This selection
was deemed to be more desirable for several reasons. Firstly, more pressure sensors are
available at each angle of attack. Since multiple of these sensors have to show the same
frequency, this allows for a more accurate determination of the shedding frequency. Ad-
ditionally, the pressure sensors are not subject to any structural interactions as they are
directly measuring a flow property at the airfoil. This could be a reason for some frequen-
cies not being present in their signal, while being shown in the results of the force balance.
Thirdly, the pressure sensors measure the pressure directly, without having to apply any ad-
ditional processing to the signal as is the case for the balance. Finally, this approach is also
used for obtaining the frequencies in the TU Delft experiment presented later in this chap-
ter. Therefore, selecting this method could eliminate differences caused by the processing
approach.

Having selected the pressure sensors as the source for the shedding frequencies, the
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Figure 3.9: FFT values for the different unsteady sensors at 31 degrees angle of attack

described process can be applied to obtain these. In Figure 3.11 the resulting dominant
frequencies are shown.

From Figure 3.11, the range at which vortex shedding occurs can clearly be identified.
This is done by considering the projected Strouhal numbers that are associated with the
shedding behaviour. These values are typically located in the range of 0.15 to 0.2 for all an-
gles of attack at which vortex shedding occurs. Based on this, the near constant range of
frequencies that is centered around 0.2 can be identified as the vortex shedding frequen-
cies. Therefore, vortex shedding is found to not be present in this experiment below 30
degrees.

It should be noted that these frequencies do show a larger variation with angle of attack
than expected. Additionally, the mean value of the projected Strouhal number is higher
than typically reported. This is expected to be caused by blockage effects as these have
been shown to increase the Strouhal number at lower Reynolds numbers Wang et al. [2021].
This will be considered in more detail in subsection 3.1.3.

Unsteady balance measurements

Another potentially relevant result form the experiment that can be considered is the load-
ing of the airfoil in time. This can be obtained from the force balance data. To extract this
several steps had to be taken, which are outlined in appendix A. These results will be used
to compare the response of the dynamic stall models in time to the experiment.
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Figure 3.10: Frequency responses in both measurements

3.1.3 Blockage effects of DNW experiment

In subsection 3.1.2 it was observed that the shedding frequencies produced by this exper-
iment varied from the values expected from literature. It was theorised that the effect of
blockage could be a reason for this discrepancy. In this section the effect of blockage on
vortex shedding behaviour is first examined based on available literature. Next, possible
options for a correction are examined before correcting the data for this effect.

Blockage effects from literature

In literature the effect of the blockage on shedding behaviour is typically considered for the
case more general and blunt shapes. However, the shedding behaviour of an airfoil tends
to be similar to such shapes at large angles of attack. Therefore, the results are expected to
be similar and corrections are generally applied in a similar sense.

Firstly, the effects of the blockage has been analysed using numerical and experimental
results in Sharify et al. [2013]. The considered Reynolds number is only 1000 for a square
cylinder. For this problem it was found that the Strouhal number related to the vortex shed-
ding of this shape increases with blockage ratio. The blockage ratio is defined as the ratio
between the cylinder height and the wind tunnel section height. This definition will be
used in the case of all other shapes as well. These conditions are quite different from the
considered airfoil cases in terms of shape and Reynolds number. However, the behaviour
observed here appears to be representative for cases with more similar conditions as will
be explored.

Another experiment which considered several blunt shapes is shown in Wang et al.
[2021]. In the experiment, tests were performed at slightly higher Reynolds numbers, R, ~
O(4). This research also showed an increase of the shedding frequency with blockage ratio
for all shapes. Additionally, it aimed to show the origin of this increase. It was concluded
that the increase in shedding frequency is the result of the increased velocity at the model
position. The velocity is increased in this section due to the model blocking a part of the
airflow, while the mass flow has to remain constant. Based on this, a correction was devised
which used the blockage ratio, 3, to adapt the expected Strouhal number with a factor. This
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Figure 3.11: Selected projected Strouhal numbers based on discussed approach

correction is described as St = St - (1 — f) and showed a reasonable correspondence with
experimental results for the considered cases.

Thirdly, an experiment was performed for rectangular prisms at a higher Reynolds num-
ber, R, ~ O(5), Awbi [1978]. This experiment once again showed an increase of shedding
frequency with blockage ratio. No correction was investigated in this research.

Therefore, it is concluded that, based on the described experiments, the Strouhal num-
ber is typically increased for general bluff bodies as the blockage ratio increases. Therefore,
a more extensive investigation into the possible corrections of the shedding frequency is
worthwhile.

Several correction methods are available based on the blockage ratio, apart from the
simplest blockage correction that was already discussed. First, two simple adaptations of
this correction are suggested. The first was presented by Ota et al. [1994], which is shown
in Equation 3.1. In this correction the ¢ term is an empirical value, which was set to 0.82
for a flat plate. This value was further investigated for inclined plates by Chen and Fang
[1996] and for airfoil by Besem et al. [2016]. These studies suggested a value for ¢ of 1.21
and 1.6 respectively. This variation does suggest that the parameter is dependent on the
model shape.

A second simple correction method was proposed by YEUNG [2009], which is based
on the self-similarity of the flow past several confined bluff bodies. This resulted in Equa-
tion 3.2. This equation once again requires an empirical constant for the correction.

Ste = Stp(1-¢P) 3.1)
St. = Sty(1 - )¢ 3.2)

A more complicated method for correction is presented by Zhou et al. [2019a]. This
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method is based on the predictions of an airfoil over a range of angles of attack contains
more parameters as is shown in Equation 3.3. In this equation both y and A are empirical
parameters with a value of 1.15 and 0.28 respectively. These values were based on a NACA-
0012 airfoil.

Ste = Sto(1 — uB) (1.7 - sin(a)®)* (3.3)

In conclusion, the shedding frequency of airfoils as well as general blunt bodies is af-
fected by the blockage ratio. Several corrections are available based on experimental and
simulation results. These corrections typically are based on a correction factor applied to
the measured results. After this correction a constant value of the projected Strouhal num-
ber is obtained, as would be expected. In the next section the effect of several of these
corrections are considered for the DNW experiment.

Corrections applied to DNW experiment

As discussed several possible corrections are available for the shedding frequency due to
blockage. In this section the effect of these corrections are applied to the results of the
DNW experiment.

However, one additional correction on the velocity is considered. This is based on the
wind tunnel corrections already used in the DNW experiment as discussed in appendix A.
This correction produced an interference velocity at the airfoil. Based on this a new effec-
tive velocity is obtained for which the correction factor is defined as 1. This new velocity
can also be used to normalise the shedding frequency. Since the other methods are also
based on an altered velocity at the airfoil, it was found to be interesting to also consider
the effect of this correction. The effect of the different velocity corrections is shown in Fig-
ure 3.12.

From Figure 3.12, it can be observed that the considered corrections have a large effect
on the projected Strouhal numbers that resulted from the data. Firstly, the suggested cor-
rection based on the already applied wind tunnel corrections varies greatly from the other
corrections. Therefore, this approach not considered as a viable option for correcting the
Strouhal number.

Secondly, the two corrections shown in Equation 3.1 and Equation 3.2 produce very
similar results. For these corrections the empirical parameter ¢ was set to 1.15 and 1.2 for
the respective corrections, similarly to Zhou et al. [2019a].

Additionally, the corrected values of the Strouhal number in both of these corrections
have a close to constant value. This value appears to be centred around 0.15 approximately,
which is a very similar result to the result obtained in other experiments as was discussed
in chapter 2.

Another observation that can be made at this point is the fact that the variation with
angle of attack is almost entirely removed with relatively simple corrections. This varia-
tion was the reason for the introduction of more complex corrections as shown in Equa-
tion 3.3. The usage of the projected Strouhal number might be the reason for this observa-
tion. Therefore, it is concluded that the relatively simple corrections are sufficient in terms
of correcting the projected Strouhal number for this experiment.

In conclusion, it would seem that either of the simple corrections shown in Equation 3.1
and Equation 3.2 can be used to correct for the blockage effect. When applied, the results

39



#  Original projected Strouhal number

=

-

n
T

D35 - f:: Stc = St[1 '._ﬂ}
St_= St
[

g 0.3 F v St =8t{1-¢3)
E # St =stigy
£ I
3 0.25 &
_E:; ol * W " o FRSRK

02r R W
5] P i # s
& i G 2028
=
4§
=]
1]
g
o

=
-l
T

¢ ¥

0.05

L e o7

-100 -0 60 40 -20 0 20 40 60 80 100
Angle of Attack [Deq]

Figure 3.12: Effect of different corrections on the projected Strouhal number

of the projected Strouhal number are very much in line with the expected results from lit-
erature. In rest of this report Equation 3.1 is used as a correction for the Strouhal number.

3.1.4 Initiation of vortex shedding

In subsection 3.1.2 it was concluded that the vortex shedding behaviour only occurred
at angles larger than 30 degree. This conclusion was based on the dominant frequencies
found in the pressure sensors. In order to support this conclusion further, another param-
eter can be considered. This parameter is the base pressure coefficient, k, which is defined
as shown in .Equation 3.4. In this equation Cp; is the average pressure coefficient on the
suction side of the airfoil. As the DNW experiment contains pressure sensors over the entire
range of the airfoil, this value can be obtained from the available data.

k=+/T-Cps (3.4)

In Fallahpour et al. [2022] this definition is used to investigate the onset of shedding be-
haviour. As the angle of attack increases, the base pressure coefficient increases. Once the
value of the parameter passes 1.4, vortex shedding behaviour starts to become dominant
for that experiment. In Figure 3.13 this behaviour is shown visually. For a cylinder the on-
set of vortex shedding is also observed once the base pressure coefficient passes this same
value. Therefore, in Fallahpour et al. [2022] the applicability of this parameter on different
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shapes was identified as an area of future research. In this section, the results of the DNW
experiment are considered in this context.
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Figure 3.13: Base pressure coefficient variation from Fallahpour et al. [2022]

Using the already discussed average pressure measurements obtained in the DNW ex-
periment, the base pressure coefficient can be obtained. In Figure 3.14 the variation of
k with angle of attack is shown. There are some differences in these results compared to
Figure 3.13. The DNW experiment appears to not have a near constant value of k before
the onset of vortex shedding. In Figure 3.13, the base pressure coefficient is approximately
constant at this stage. As of now no complete for this has been found but this could be
investigated further. However, a potential reason could be the number of pressure sensors
used. The experiment shown in Figure 3.13 uses only 18 pressure sensors, while the DNW
experiment uses 90 sensors.

However, at around 30 degrees the base pressure coefficient does increase beyond the
1.4 for the DNW experiment. This is approximately the same angle at which a dominant
frequency starts to appear at frequencies that are expected to be related to vortex shedding.
This result suggests that this threshold for the base pressure coefficient could be useful in
determining the onset of vortex shedding behaviour in airfoils. However, this claim should
be investigated for a larger number of shapes before this can be confirmed.

3.2 TU Delft experiment

In addition to the data obtained by the DNW measurement, an experiment performed by
the TU Delft is also to be used. This experiment uses a different airfoil and operating con-
ditions. Therefore, it can be very useful to provide insight in the applicability of the conclu-
sions drawn from the comparison of dynamic stall models.

3.2.1 TU Delft experiment description

The TU Delft experiment is performed in the Low Speed Low Turbulence Tunnel at the uni-
versity with a DU91-W2-250 airfoil section Xu et al. [2023]. To measure the pressure on the
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Figure 3.14: Base pressure coefficient variation from DNW experiment

airfoil, 21 taps are placed on either side of the airfoil. These sensors are able to measure the
pressure with a frequency of 331.6 Hz. The loading is obtained by integrating the pressure
over the surface. Some turbulence was expected in the results of this experiment. However,
no more than 0.2% intensity is present due to the large contraction ratio of the tunnel. This
is the lowest turbulence intensity of the three considered experiments.

This airfoil was tested over a large range of angles of attack. Firstly, from 0 to 130 de-
grees, and secondly from 175 to 310 degrees. The gaps in these ranges are the result of
physical limitations in moving the airfoil. The experiments were repeated for three differ-
ent Reynolds numbers; 2-10°, 5-10° and 8-10°. The inclusion of this data in the analysis
can be especially valuable as both a different airfoil and different operating conditions are
used.

It should be noted that in these experiments PIV measurements were also performed.
These could be used to analyse the state of the flow around the airfoil and explain any
unsteady results that are obtained from the force measurements. However, these results
are note explicitly used in this report.

3.2.2 Results TU Delft experiment

In contrast with the DNW experiment, the processing of the TU Delft experiment has al-
ready been completed. Therefore, the results are immediately discussed. In this report,
the shedding behaviour is the main concern. Therefore, the shedding frequencies based
on the pressure sensors are presented in Figure 3.16a. Additionally, the projected Strouhal
numbers are shown in Figure 3.16b.

From Figure 3.16 it can be observed that the frequency response of the TU Delft exper-
iment produce frequencies in the expected range. Interestingly, the response of the pro-
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Figure 3.15: Setup of the TU Delft experiment, Xu et al. [2023]

jected Strouhal number is not symmetric for positive and negative angles of attack. This is
likely caused by an interaction of the geometry with the flow, when concave side is oriented
towards the flow direction, Xu et al. [2023]. Such behaviour has also been observed in other
results Pellegrino and Meskell [2013].

Additionally, it should also be noted that the frequencies shown in Figure 3.16a con-
sistently show minima at locations in which the airfoil is placed perpendicular to the flow.
This behaviour is to be replicated by the proposed dynamic stall model later in this report.

3.2.3 Blockage corrections TU Delft experiment

It should be noted that the data from this experiment has not been corrected for the block-
age. The reason for this is the relatively small blockage ratio of 12% when the airfoil is
placed perpendicular to the flow compared to the 25% of the the DNW experiment. In the
case of the DNW experiment a correction was required for the resulting Strouhal numbers
to approach expected values from literature. However, in the case of the TU Delft experi-
ment the values for the Strouhal number before any correction already correspond to such
values. Therefore, it would be interesting to investigate the effect of applying a correction
for the shedding frequency to this data set regardless. The chosen correction is the one
presented in Equation 3.1. The results are shown in Figure 3.17.
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Figure 3.16: Frequency results of the TU Delft experiment, Xu et al. [2023]
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Figure 3.17: Effect of blockage correction on the projected Strouhal number of the TU Delft experiment

Based on Figure 3.17 several observations can be made. The first observation is that the
frequencies for positive angles of attack no longer produce the constant projected Strouhal
number that was present before. On these angles of attack the expected constant Strouhal
number was achieved without any correction for the blockage.

Secondly, the negative range of angles does produce a more constant response in terms
of the projected Strouhal numbers after the correction. In fact, much of the variation
present in the response on this side is reduced by applying this correction. The difference
in the response of either side of the rotation is therefore an interesting area of further in-
vestigation.

Finally, it should be noted that the effect of the correction is smaller in the case of the
TU Delft experiment compared to the DNW experiment. This is the result of the airfoil area
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being smaller compared to the wind tunnel section area. In fact the maximum blockage
ratio for the TU Delft case is only 0.12 whereas the DNW experiment can reach ratios of up
to 0.25 instead.

In the rest of this report the data from this experiment is considered without blockage
correction. This is done for two reasons. Firstly, the results before the blockage correc-
tion correspond with expected results from literature. Additionally, the blockage ratio is
relatively small with a maximum value of 0.12 when the airfoil is placed perpendicular to
the flow. In previous experiments on bluff bodies, blockage ratios below 10% were found
to have little effect on the aerodynamic behaviour, Choi and Kwon [1998]. For this exper-
iment, most angles produce a blockage ratio lower that this value. This observation, in
combination with the fact that the uncorrected values correspond with results from liter-
ature, suggest that no correction is required. Therefore, the projected Strouhal numbers
shown in Figure 3.16b will be used in the rest of this report.

3.3 NACA 4412 experiment

In this section, a final experiment that is to be used in the assessment of shedding be-
haviour is outlined. This experiment once again uses a different airfoil operating at a dif-
ferent Reynolds number compared to the previous experiments. Therefore it should allow
for a more complete understanding of the applicability of the models.

3.3.1 Description of NACA 4412 experiment

In Fallahpour et al. [2022] a stationary NACA 4412 airfoil is placed in the AmirKabir Univer-
sity of Technology (AUT) open loop wind tunnel. The airfoil is considered over the range
from 0 to 90 degrees, thus including only positive angles of attack. The Reynolds num-
ber in this experiment is lower compared to the other experiments discussed so far. Two
measurment conditions are included with Reynolds numbers of 9.8-10% and 1.5-10°. The
experiments were performed in a 1X1m test section. An airfoil model with a span of 0.45m
and a chord of 0.15m was placed in this section. To remove 3D effects an additional plate
was installed to cover the width of the section. This experiment did also experience some
turbulence. The maximum intensitty found during the experiment was 0.5%, which is sim-
ilar to the other two experiments.

In order to measure the loading on the airfoil, the model is equipped with 18 pressure
sensors over the cross section. The location of these sensors is shown in Figure 3.18. In
addition to the pressure sensors, a hot-wire anemometry setup was placed behind the air-
foil. This setup measures at a high frequency and thus allows for the dominant frequencies
present in the response of the airfoil to be extracted. Using a combination of these two
measurements, the airfoil polar as well as the dominant frequencies are obtained. Both of
these results are required for the comparison to the dynamic stall model.

3.3.2 Results of the NACA 4412 experiment

Based on the data from the experiment, several results are presented. First, the airfoil po-
lar is considered in Figure 3.19. In this polar several regions are defined based on the be-
haviour of the lift coefficient of the airfoil. Within these regions different effects are taking
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Figure 3.18: Setup and measurement locations from Fallahpour et al. [2022]

place, such as the stall occurring in region 1. It has been concluded that the vortex shed-
ding becomes a significant effect beyond region 3. This is supported by the consideration
of the frequency spectra and the base pressure coefficient. The use of the base pressure
coefficient has already been discussed in subsection 3.1.4. Therefore, this experiment finds
that the onset of vortex shedding appears to occur at a later stage compared to the DNW
experiment.
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Figure 3.19: Polar from NACA 4412 airfoil as found by Fallahpour et al. [2022]

Secondly, the shedding frequency in terms of Strouhal number can be considered. It
should be noted that the results have already been corrected for the blockage effect, using
the same correction as was used for the DNW data. Therefore, this experiment can be used
to compare the model results directly.

From Figure 3.20 it can be concluded that this experiment also shows a range of angles
for which the projected Strouhal number approaches a constant value. In this case, the
value is approximately 0.18, which is slightly higher compared to the other experiments.
However, based on the considered literature, this is still a reasonable value. Additionally,
it can be observed that the constant Strouhal number is obtained for larger angles of at-
tack, where the vortex shedding has become dominant. In this case this behaviour takes
place for angles larger than 40 degree. The areas in which the constant value of the pro-
jected Strouhal number is observed are also supported by the previously presented regions
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Figure 3.20: Strouhal number resulting from the experiment described by Fallahpour et al. [2022]

in which vortex shedding takes place.

3.4 Comparison of all experiments

At this stage three experiments have been described that consider the vortex shedding be-
haviour. These experiments can be compared in terms of the projected Strouhal number.
It is expected that the shedding behaviour at large angles of attack approaches that of a flat
plate, as discussed in chapter 2. Therefore, it would be expected that the results for all air-
foils are similar. To investigate this the projected Strouhal numbers obtained in each of the
experiments are shown in Figure 3.21. Additionally, a reference case of a flat plate is also
included Fage et al. [1927].

47



O DMNW experiment
“  TUD experiment
025 F MNACA4412 experiment

Flat plate reference at Re = 1.5 a®

=
////////’// ot
# . ;
o &, ¥ R s o

02r

01r

Frojected Strouhal number [-]
=
o

0.05T

D Il Il 1 1 1 Il ]
=200 -150 -100 -50 0 50 100 150
Angle of Attack [deg]

Figure 3.21: Comparison of Strouhal number between experiments

Firstly, the different experiments do provide somewhat different results. All experi-
ments provide relatively constant projected Strouhal numbers between values of 0.15 and
0.18 for all angles. However, each experiment still shows a different result compared to the
others. This suggests that the airfoil shape does have some effect on the frequency that is
produced by the vortex shedding.

However, it should be considered that other factors could also have affected the results.
For example the use of different wind tunnels, equipment or processing methods could
have been of influence on the results. Nevertheless, it could be interesting to further inves-
tigate which aspect of the airfoil shape is the most influential for the observed differences.
However, this considered to be outside the scope of the current research.

A second major observation is the asymmetry in the results. This once again indicates
that the airfoil shape has an influence of the shedding behaviour. The experiment per-
formed by TU Delft shows especially asymmetric behaviour. However, the DNW experi-
ment also has slightly higher Strouhal numbers for negative angles of attack. The flat plate
does show symmetric results in terms of vortex shedding, as it is a symmetric object. There-
fore, the conclusion can be drawn that airfoils produces some asymmetry in the results.
This could for example be caused by the camber.

Thirdly, the comparison between the experiments and the reference case of a flat plate
can be considered. The DNW experiment very closely matches frequencies found in this
reference case. However, the other airfoils show higher frequencies. This could further
suggests that the shape of the airfoil is of some influence on the produced vortex shedding
behaviour. An investigation into this observation could serve as another area for future
research.
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Chapter I

Existing dynamic stall models for
stationary airfoils in deep stall

In the previous chapter the vortex shedding results from three experiments. In this chapter
these results are compared to several common dynamic stall models. In order to do this
three models are first selected. Next, the method for determining the predicted shedding
behaviour for the dynamic stall models is defined. After this, the predictions of the differ-
ent stall models are compared to the experiments. Finally, based on this comparison, the
critical elements of the dynamic stall model for predicting vortex shedding frequencies are
established.

4.1 Selected dynamic stall models

In chapter 2 several dynamic stall models were outlined. The second order correction for
each of these models takes a very similar form for many of the models. This is given by
Equation 4.1.

AC;L,Z + Cf21ACL,2 + Cfg()ACLyg = ftg 4.1)

Since each of the models takes a similar approach to solving the second order correc-
tion, the main difference between them is the values of the coefficients. To investigate these
effects three dynamic stall models were selected to be investigated. The only higher order
model that is excluded from the analysis is ONERA model, as it included a significant num-
ber of airfoil dependent parameters. This is deemed to be undesirable at this stage to allow
for a more direct comparison between the different experiments. The three other models,
by Snel (Truong [1993b]), Adema (Adema et al. [2020]), and Bangga (Bangga et al. [2020])
were implemented and their implementation verified. The model presented by Bangga is
typically referred to as the IAG model in this report. This process is documented in chap-
ter B.
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4.2 Extraction frequencies

Using the different implementations, the response of each of the models at a stationary an-
gle of attack can be considered. The main parameter of interest of this process is the pro-
duced vortex shedding frequency. To extract the frequencies from the simulation results,
the Fourier transform will be used. This is a similar approach to the one used for the extrac-
tion of the frequencies from the experimental results. However, the results from the sim-
ulation results have different characteristics compared to the experimental data. As there
is no turbulence or other disturbances, the signal of dynamic stall model tends to contain
one clear dominant frequency. The experimental signal showed a variety of frequencies
present in the frequency domain as was discussed in the previous chapter. Additionally,
the response is not guaranteed to be periodic. Therefore, a method has to be described for
extracting the dominant frequency.

As discussed in some cases, the response might be significantly damped, an example of
which is shown in Figure 4.1. This is the result of the damping coefficient used in the dy-
namic stall model. In this case, the dynamic response is reduced to a near constant value
of after a couple of seconds. These sort of responses do still contain a dominant frequency.
However, for the purposes of modelling the vortex shedding behaviour, these do not pro-
vide a suitable response as vortex shedding is a continuous process. Therefore, in order to
exclude this type of response, only the second half of the 5 second response signal is con-
sidered when the frequency spectrum is constructed. This eliminates any quickly damped
responses, while maintaining a sufficiently large range of data to extract the dominant fre-
quency.
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Figure 4.1: Example of a damped response of the dynamic stall model, IAG model applied to a stationary
DU-00-W-212 airfoil at -38 degrees

Another step that has to taken for extracting the dominant frequency is the selection
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of the peaks from the frequency spectrum. For this step it is important that the selected
peaks are significant. As an example for the signal shown before, the frequency response
for considering both the full and second half of the response is considered by showing the
FFT of the signal of both cases.
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Figure 4.2: Effect of the window considered in the determination of the frequency response

In the images above it can be observed that the location of the peak in frequency re-
sponse is identical in both cases. However, when only the second half of the signal is con-
sidered the magnitude of the peak is significantly, about two orders of magnitude, smaller.
This is to be expected and can be used to eliminate damped signals from the response. For
this purpose, the peak has to reach a minimum magnitude before being considered for the
shedding frequency. After some iterations, the parameters chosen for the peak selection
were as follows, considering the second half of the response, a minimum peak height of
0.0001 should be obtained in the frequency domain. Since the signal used the lift coeffi-
cient, this magnitude is already normalised and this can be applied to all cases.

4.3 Common dynamic stall models for stationary airfoils

With the method described so far in this section, the vortex shedding frequencies of the dy-
namic stall models can be extracted. Therefore, the dynamic stall models can be compared
to the data obtained from the stationary airfoils in the previously described experiments.
It should be noted that the dynamic stall models are only compared to the DNW and TU
Delft experiments in this section. With both of these experiments, the angles covered in the
third experiment are already simulated. Therefore, the final experiment is excluded from
this section as little additional information could be obtained from that comparison.

4.3.1 Vortex shedding predictions of the Snel model

In Figure 4.3, the frequency peaks that result from the original Snel dynamic stall model are
compared to the experiments. Additionally, the reference case of a flat plate is included,
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Fage et al. [1927]. As is clear from the image, no frequency peaks were found for this dy-
namic stall model. This is the result of all responses being heavily damped. An example of
such a response is shown in Figure 4.4.

0.3 03
Flat plate reference at Re = 15410° Flat plate reference at Re = 15410°
% DNW reference data * TU Delft reference data
0.25 © _ Snel model 025 O snel model
x
02r 02F
*
* x 389500000
= B050¢ X oo x - = MW
= 015} = = 015
(%] (2]
01 0.11
% ¥
Kot & X
0.05 0.05
X
>§<><>< x% % X
0 0 SEssssssusassasise: 1 g
-100 -50 0 50 100 -200 -150 -100 -50 0 50 100 150
AoA [deg] AoA [deg]

(a) Projected Strouhal number predicted by Snel model compared (b) Projected Strouhal number predicted by Snel model compared
to DNW experiment to TU experiment

Figure 4.3: Frequency response Snel model compared to both experiments
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4.3.2 Vortex shedding predictions of the Adema model

In Figure 4.5a and Figure 4.5b, the dominant projected Strouhal numbers that result from
the Adema model are compared to the experimental results. This model does show shed-
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ding frequencies at positive angles of attack, as the resulting signal does not get damped as
significantly. However, the frequencies that result from the dynamic stall model are signif-
icantly lower compared to the ones from the experiment for most angles. Additionally, the
variation with angle of attack is larger in the simulation results compared to the experimen-
tal values. Another major observation is while shedding frequencies are found for positive
angles of attack, these are not observed for the negative angles. From the experimental
results it is expected that the negative angles of attack also contain vortex shedding.
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Figure 4.5: Frequency response Adema model compared to both experiments
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53



4.3.3 Vortex shedding prediction of the IAG model

The third model that is considered is the IAG model. This model uses a similar method
for the second order correction s the other two considered model. In the two previous
models the results varied greatly based on the coefficients used in the equations. This is
once again the case for this final model. The values of the coefficients used in the differen-
tial equation cannot directly be compared to the other models, as the equations are non-
dimensionalised. This was done by considering a normalised version of the time, as was
discussed in section 2.3. However, the coefficients are different even when this is accounted
for and thus the results are different as well. The comparison of the shedding frequencies
for the IAG model to both the DNW and TU Delft experiment is shown in Figure 4.7a and
Figure 4.7b.
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Figure 4.7: Frequency response IAG model results compared to both experiments

Once again many angles of attack do not produce a periodic vortex shedding response.
This is the result of the damping definition used in the model. It is interesting to briefly in-
vestigate the different damping effects that are present in this model and their effects on the
response. As was shown for the Snel model, the damping can be very strong, almost rep-
resenting a critically damped response. The frequencies shown in the image above would
suggest a similar response. However, this is not the case. For the IAG model there can be
an oscillating response at the start for some angles of attack. This response is damped rel-
atively quickly after a number of oscillations. Hence, the results are different compared
to the Snel model despite both not producing the continuous oscillation that is expected.
Interestingly, the IAG model has a different type of response depending on the angle of at-
tack. For example, for negative angles of attack the responses tend to be a relatively quickly
damped oscillation. However, for the positive case the oscillations are slowly damped at
smaller angles and stronger or even critically at larger angles. Some examples of this be-
haviour are shown in Figure 4.8.
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Figure 4.8: Different responses of the IAG model

It should also be noted that the speed at which oscillations are damped depends quite
significantly on the operating condition. To demonstrate this, the frequency response can
also be considered if only the first quarter of the response is excluded, Figure 4.9. The newly
appeared frequencies indicate that these angles contain some oscillations at the start of
the response, which are reduced significantly in time. These vast differences in types of
responses between the different models does show that the selection of the model param-
eters can greatly affect the type of response that is obtained from the different models. This
is an especially important realisation, as the second order correction of all models is gov-
erned by a similar differential equation.
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Observations dynamic stall models

In general, the dynamic stall models that are considered show large differences to the ex-
perimental data. There are several major differences that can be observed. The first is
the fact that the experimental data looks vastly different in the time domain compared to
the simulation results. This can partially be attributed to the fact that the experimental
results contain a large number of frequencies, also lower frequencies, whereas the simu-
lation results contains a small number of frequencies. Additionally, the amplitudes of the
variations are also different. As a result, the comparison between the two results shows
large discrepancies. This is expected to be the result of the dynamic stall models being de-
signed to model the shedding effects on a dynamic airfoil. Therefore, the periodicity of the
continuous vortex shedding behaviour cannot expected to be modelled accurately. Addi-
tionally, one should consider that the experimental responses also contain other sources of
unsteadiness such the turbulence of the tunnel.

Secondly, the average of the oscillations can be analysed as well. In the case of the orig-
inal Snel model this steady state value varies greatly compared to the experimental results.
The Adema and IAG model do not suffer as greatly from this problem in the considered
cases.

Next, there are many angles of attack for which all models do not create a periodic re-
sponse. This is especially problematic for the larger angles of attack. The reason for the
lack of a periodic response is the definition of the model parameters. These are defined
such that they contain too much damping for continuous oscillations to occur. In fact,
the original Snel definition contains such a large amount of damping that the response is
immediately damped. This suggests that the proposed definition of the damping in the dif-
ferential equation is not suitable for modelling the periodic response of the vortex shedding
behaviour.

The Adema model does obtain a periodic response for larger positive angles of attack.
However, for negative angles this behaviour is not observed. This is the result of the pa-
rameters in the equation varying with the angle of attack. The most important term for this
observation is the ACy, o, term, which defines the difference between the static and po-
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tential coefficients. In the creation of this model only positive angles of attack were used.
Hence, only positive differences were considered. This term changes sign for negative an-
gles of attack, which affects the coefficients used in the differential equation. From the
definition, it is observed that this change in sign alters the variation of the damping with
angle of attack. As a result, the damping is too strong for negative angles and no periodic
response is produced.
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Figure 4.10: Projected Strouhal numbers predicted by Adema model if absolute value is taken for ACy, yo¢

Figure 4.10 shows the variation of the Strouhal numbers resulting from the Adema model
with one adaptation. This adaptation is to take the absolute value of the original definition
of the ACy, o, term. This simple change already allowed for shedding frequencies to be
produced at negative angles of attack. Additionally, this change can be supported by the
fact that the ACy, ., term is typically used to define the size of each of damping and forcing
term of the differential equations. Since typically only positive angles are consdired in the
creation of dynamic stall models, this change allows for the forcing to remain present even
if the sign is altered.

The IAG model showed a damped response to the considered operating conditions.
This means that this model does contain too much damping to accurately represent the
periodic response. However, the frequencies that are observed in this response are signifi-
cantly higher compared to the Adema model. This is mostly the result of the c f>( term being
differently defined in each model. The higher frequencies are required at lower angles of at-
tack in order to better match the results from the experiments. Therefore, some inspiration
can be taken from this model in terms of the magnitude of the model coefficients.

Based on the described observations the first steps towards a model for predicting the
shedding frequencies can be taken. Firstly, the Adema model is selected as a starting point,
as this model shows periodic responses for a large number of angles of attack. Additionally,
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the periodic behaviour is not damped significantly over time. It has also been observed
that the projected Strouhal number predicted by the dynamic stall models, if a periodic re-
sponse is created at all, varies rapidly with angle of attack. This behaviour is different from
that observed in the experiments and other literature. Therefore, the removal of this vari-
ation with angle of attack should be a main focus of the adaptations of the model. Finally,
changes to the magnitude of the frequency coefficient in the differential equation can be
used to effectively alter the vortex shedding frequencies predicted by the model. These ob-
servations will be used in the next chapter to produce an adapted dynamic stall model for
the prediction of vortex shedding.

4.3.4 Effect of Reynolds number

In the TU Delft experiment a number of Reynolds numbers were considered. From the
results it was concluded that the effect of the Reynolds number was minimal on the vortex
shedding frequency. To investigate if this is also the case in the dynamic stall models the
same Reynolds numbers were considered.

When the Adema model is applied to these different Reynolds numbers the results also
show little variation. This is visually represented by Figure 4.11. Therefore, the Adema
model is shown to have no strong dependency on the Reynolds number. This is similar
behaviour to what is observed in the experiment. The observation that both the experiment
and dynamic stall model show no strong correlation with Reynolds number is supportive
of the method being applied in a more general sense. However, it should be noted that the
variation of the Reynolds number is limited in this experiment. Therefore, to be certain of
this result a larger variety of Reynolds numbers should be considered.
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Figure 4.11: Effect of Reynolds number on the vortex shedding frequencies of the Adema model
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Chapter

Development adapted model for vortex
shedding frequencies

As was shown in the previous chapter, the current dynamic stall models are not suitable
for predicting the vortex shedding frequencies produced by stationary airfoils. Therefore,
A new model is proposed in this chapter. First, changes are made to the Adema model to
better predict the shedding frequencies for large angles of attack in section 5.1. Next, the ef-
fect these changes have on the time domain results for both stationary and pitching airfoils
is explored in section 5.2. Based on these observations an adapted version of the Adema
model is proposed. Finally, the accuracy of this adapted model is compared to different
dynamic stall models in section 5.3.

5.1 Adapted model for stationary airfoils

Based on the observations made in the previous chapter, changes can be proposed to pre-
dict the shedding frequencies using an adapted dynamic stall model. In this section some
structural changes to the model are explored. First, the definition is adapted for the large
angles of attack at which the vortex shedding behaviour occurs. Next, the definition of the
coefficients is considered to devise a method for adapting the terms. Finally, some changes
are proposed to the Adema model to improve the prediction of the shedding frequency.

5.1.1 Adapting definitions for deep stall angles

The first step in adapting the Adema model for vortex shedding predictions is to change the
definition of the potential lift. This is required as the current definition is based on a small
angle assumption. Therefore, the ACy 0, in the models has to be updated to be suitable
for the large angles of attack associated with deep stall conditions.

This term is originally defined as shown in Equation 5.1. Based on this definition, the
potential difference keeps increasing indefinitely with angle of attack. This results is based
on a linearisation using the small angle assumption. However, it would be expected that
a maximum would be reached after the airfoil is rotated vertically. This could for example
be observed in the results of the TU Delft experiment, section 3.2. In these results, the
shedding frequencies show a clear minimum when the airfoil is placed perpendicular to
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the flow. The behaviour can be replicated by removing the mentioned assumption of small
angles.

ACN,pot = Cn,a(@ — ao) — Cn steady (6.1

The linear relation in Equation 5.1 is the results of the definition lift based on potential
theory. In this theory, the formulation of the lift is obtained through a small angle assump-
tion. However, this assumption is not valid at the operating conditions considered at this
stage. Therefore, the small angle assumption has to be removed from the potential lift def-
inition. The resulting equation is shown in Equation 5.2.

ACN,pot = CN,aSin(a — Qo) — CN,steady (5.2)

Based on this new definition of the potential lift curve, the difference between the steady
polar and the potential does not keep increasing with angle of attack. This is shown by Fig-
ure 5.1, where the two are compared to the steady polars of the DNW and TU Delft experi-
ment.
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Figure 5.1: Comparison of steady polars to newly defined potential for both experiments

Next, the effect of this change has on the shedding frequencies produced by the Adema
model is examined. This is done by considering the Adema result for the TU Delft experi-
ment, as this experiment has the largest range of angles of attack. The results are shown in
Figure 5.2.
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Figure 5.2: Effect of newly defined potential loading on shedding frequencies

In Figure 5.2, the effect of the newly defined potential normal force can be clearly ob-
served. At the large positive angles of attack the frequency decreases far less rapidly. This is
the result of the forcing term no longer increasing these angles of attack. Hence, the results
from the adapted model already approach the results of the experiment more closely for
these large angles.

At around 90 degrees, it can also be observed that the predicted shedding frequency has
increased slightly. This is the result of the potential difference being smaller at this point
compared to the linear definition used earlier. This change in the results is something that
should be adjusted for at a later stage in the model development.
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5.1.2 Identifying potential adaptations of the model coefficients

Apart from changing the definition of the potential term in the equations, the other con-
tributions to the coefficients could also be adapted. To get in indication of the potential
changes that could be made, the equations that contribute to the shedding behaviour are
shown below.

d*AC dAC
2 L2 t”z +¢fr0ACra = fio (5.3)

az teln—

dACl,pOt
ft2 = 0.01ks | ~0.04AC} oy +1.57—% (5.4)
d 2
csz:10(kssin(a))2(1+3AC§_2) 1+ 280272 d—‘; ) (5.5)
; 607k (~0.01(AC), po; —0.5) +2AC122) if 4¢ > ¢ 56
Clo1 = ’ .
607k, —0.01(Acl,,,ot—o.5)+14Ac122) if 42 < 0

In order to get an impression of the frequency that result from this approach one can
consider the general form of such a differential equations, Equation 5.7. The solution to
this differential equation can have many different forms depending on the values of the
coefficients. It should be noted that the equation presented here is not linear as C; is
also included in the I' and w terms. However, this general case can still be used to give an
indication on how the coefficients should be adapted to obtain the desired result.

2
d-ACi o Lor dACy,
dt? dt
For the equation Equation 5.7, several different types of solutions exist based on the ra-
tio between the damping and frequency term, I' and w. However, for the currently consid-
ered case only the underdamped case is of importance, as the goal is to obtain a solution
that continues indefinitely in time. This is required in order to mimic the behaviour ob-
served in vortex shedding. In this case, the frequency of the response case can be defined
as Q = Vw? —T'2. This definition will be used as an first indication for how to adapt the co-
efficients. For example, if the frequencies at high angles of attack should be increased, the
contribution of the ACj ,,, could be decreased. This change would reduce the damping at
angles where the potential difference is larger. Additionally, at smaller angles of attack the
change would have a less effect as the potential difference is smaller. This approach will be
used in the next section in order to obtain an adapted version of the Adema model that is
able to better predict the vortex shedding frequencies.

+w?ACjp =F (5.7)

5.1.3 Adapting the Adema model

As discussed in chapter 4, the relative magnitudes of the c f,¢ and c f>; coefficients are crit-
ical in determining the type of response. Hence, the adaptations presented in this section
are applied to these aspects of the dynamic stall model. The forcing term is ignored as it did
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not have any significant effect on the shedding frequencies predicted for a stationary air-
foil. Several adaptations were considered in the development of this model. The selected
definition is presented in this section, while an alternative option is outlined in appendix
C.

The presented adaptation aims to generate an airfoil specific response for each of the
experiments, based on the differences in their steady polars. This is desired as the differ-
ent experiments show different vortex shedding frequencies as was discussed in chapter 3.
To try and accomplish this, a set of adaptations is proposed in this section. These adapta-
tions aim to improve the prediction of the vortex shedding frequency through the method
presented in the previous section.

The first major contribution the is considered is the cf,; definition. The goals of the
changes to this parameter were to reduce the variation of the response with angle of at-
tack and allow for periodic responses at negative angles. To achieve this, the definition is
separated into low and high angles of attack. With high angles of attack referring to angles
which place to airfoil almost perpendicular to the flow direction. For these angles the po-
tential difference will be at a maximum. This division is represented by the a; parameter in
the equations. In this section, the value of this parameter was set to 25 degrees to be able
to show the effects on the vortex shedding predictions. The definition of this parameter is
considered in more detail in the next section.

First, the cf> is adapted by the introduction of the square on the AC; ;,,, contribution.
This adaptation aims to accomplish two things. Firstly, the square removes the change in
sign for negative angles. Hence, it allows for periodic responses at negative angles. Sec-
ondly, the application of the square reduces the variation in projected Strouhal number
with angle of attack. The reason for this is the relative larger value of ACy ;,,, at large angles
compared to the lower angles. The square further reduces the frequencies at large angles,
while having a much less significant impact on the smaller angles of attack. For these an-
gles the potential difference is relatively small. This results in an overall reduction in the
variation of the vortex shedding frequency with angle of attack.

The second adaptation also relates to the ACj ,,; definition. The absolute value of this
parameter is used in the adapted model. This was done to allow for periodic responses also
at angles that are placed below the separation of high and low angles of attack.

Finally, one numerical value was adapted in the definition. This was done to better
match the slightly asymmetric results that were observed in the experiments. The changes
to the equations of cf,; are presented in Equation 5.8 and Equation 5.9.

607 ks (—0.01(Acl,pot —0.5) + 2AC122) if % >0

cfo1= (5.8)
607k, (—0.01(Ac,,pm —0.5)+ 14Ac§2) if 4¢ < 0
607k, (—0.01(|Acl,p0t| +0.25) + 2AC122) if 9508 a > a;
; 607k, (—0.01(|Acl,pot| ~0.5) +2AC122) it 9% >0 & a < a; 59)
Cfa1 =+ ’ .
607 ks (—0.01(|Acl,p0t| +0.25) + 14AC§2) if 9 <0 & a > a;
607k, (—0.01(|Acl,pot| ~0.5) + 14AC,22) it 9 <0 & a < a;
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Next, the frequency term, c f2, is considered in the adaptation. For this term, two goals
were established. Firstly, the variation of the shedding frequency with angle of attack had
to be further reduced. Additionally, after obtaining a more constant range of shedding fre-
quencies, this range should be centered around the expected projected Strouhal numbers.

The first change to the cf,¢ definition is the removal the sin(a) term. This is done with
the goal of removing the variation of the projected Strouhal number with angle of attack.

After the removal sin(a) from the definition, some significant variation could still be
observed in the projected Strouhal number. This variation appeared to be of a sinusoidal
nature. Therefore, an additional term is introduced to cf»¢ at larger angles of attack. This
term contains a division by sin(a) and as a result ensures a much more constant response
in terms of projected Strouhal number. It should be noted that the introduction of this term
could potentially cause instabilities. Therefore, it is only applied to the definition at larger
angles of attack.

The resulting changes to the frequency coefficient are shown in Equation 5.10 and Equa-
tion 5.11.

2
¢ oo = 10(kssin(a))? (1 + 3Ac§2) (1 +280272 [%] ) (5.10)
ﬂ 2
10(kssin(@)?(1+3AC2, (1 +280272 | 4¢ ) if @ <
Cfgo = 2 (5.11)
10k2(1+3AC2, (1 +280°72 42 ) + B ifg>a,

In Figure 5.3, the effect that the discussed changes have had on the projected Strouhal
number is examined for each of the experiments. The variation in the values with angle
of attack is reduced significantly and the prediction of the vortex shedding frequency is
improved. The different airfoils also do show a unique response. Therefore, it can be con-
cluded that the goal of achieving a response that is airfoil specific has been achieved in this
definition. Based on these results, the proposed set of adaptions will be used as the start of
the adapted dynamic stall model for predicting vortex shedding frequencies.
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Figure 5.3: Shedding frequencies from the second option of the adapted model

5.1.4 Further considerations

Based on the changes made up to this point, there are several aspects that should be in-
vestigated before this model can be implemented. Firstly, the effect of these changes on
the model response to more typical cases has to be considered. Currently, only the effect
on the predicted vortex shedding frequencies was taken into account. However, dynamic
stall models are typically applied to very different cases. These would consider more mod-
erate angles of attack, below 30 degrees, with moving or pitching airfoils. For this purpose,
a large amount of data is available. Therefore, the performance of the changed model will
be examined for these conditions in section 5.2.

Additionally, the prediction of the time loading for stationary airfoils of this adapted
model could be examined. The goal of this examination is to compare the magnitude of
the oscillations that are introduced. For this purpose, the time resolved data from the DNW
experiment can be used. This analysis should result in a better understanding of the effects
of the proposed changes to the dynamic stall model in the time domain. The changes in
the time domain are also presented in section 5.2.
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Thirdly, the prediction of the shedding frequency can still be improved. To accomplish
this a numerical optimisation is proposed. A potential optimisation method was intro-
duced in chapter 2. The application of this approach to the proposed model is presented in
chapter 6. The main reason for this optimisation is the fact that the numerical parameters
present in the model definitions have not been considered in detail. In this section these
were obtained through a trial and error process. Therefore, it is expected that a numeri-
cal optimisation could further improve the results. Additionally, this process can provide
some information about the sensitivity of the proposed model. Since the applied changes
are quite significant, the sensitivity of the model is an important consideration before more
general application of the model can be considered.

5.2 Time domain results

In the previous section an adapted dynamic stall model was proposed to better predict the
vortex shedding frequencies. However, the effect of these changes on the time-domain re-
sponse is not considered. Additionally, the more typical application of dynamic stall mod-
els, pitching airfoils at moderate angles of attack, is also not included at this stage. To ex-
amine the effects in these areas of interest, the changes in the time response of a stationary
airfoil are first considered in subsection 5.2.1. Secondly, the response of this new model
to a time varying input is also examined in subsection 5.2.2. Based on these comparisons,
some further adaptations are proposed. It should be noted that the previously introduced
models contained a as parameter to remove instabilities from the definition. This param-
eter has been set to 1 degree in this section in order to examine the effect of the changes
without limitations.

5.2.1 Shedding results adapted model in time

To consider the vortex shedding response in time, the time resolved data from the DNW
experiment is used. This data is compared to both the original Adema formulation of the
dynamic stall model and the adapted model from the previous chapter. In Figure 5.4, some
selected comparisons are shown of the shedding response. It should be noted that only
positive angles of attack were considered, as the original Adema formulation does not pro-
vide a periodic response for negative angles of attack.
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Figure 5.4: Comparison of shedding response of new model in time

From the comparisons shown above it is clear that the magnitude of the oscillations
were also greatly affected by the proposed changes. This is not something that could have
been observed when the frequency response was considered in the previous section. The
change is mostly the result from the adaptations to the damping parameter in the differen-
tial equation. However, it should be noted that this increase in oscillation size is not nec-
essarily a problem. The variations in the experimental data are generally larger than the
results produced by the Adema model. This is shown on the left side of Figure 5.4. There-
fore, an increase in the variations is generally acceptable. However, for 41 degrees it seems
that the fluctuations are larger than those observed in the experiment. This suggests that
the damping might be altered too significantly for this inflow angle.

Another observation that can be made is the significant increase in the frequency of the
responses. This is expected as the frequencies were generally increased at angles smaller
than 90 degrees, Figure 5.3.

Thirdly, the oscillating responses of both models have identical averages. This is the
case since the damping and frequency term in the equation do not affect the average of the
response. The average of the displacement is governed by the forcing term, which is not
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altered in this report. However, adapting this forcing term is another avenue that could be
considered in future adaptations of the model.

5.2.2 Time responses for reference pitching airfoil cases

In the previous section the time response of a stationary airfoil using the new model was
considered. However, dynamic stall models are most often applied to moving or pitching
airfoils instead of stationary airfoils. Therefore, the response of the new model to such
cases should also be considered. For this purpose, a significant amount of reference data
is available. In this report the data is obtained from the OSU database. This dataset is
chosen as it was also used to create the Adema model, Adema et al. [2020]. As a result,
the newly adapted model can be easily compared to both the original Adema formulation
and experimental results. Additionally, there is precedent for the use of this data set for the
adaptation of dynamic stall models.

When the model as presented in the previous section is implemented the results vary
greatly from the original Adema model. In Figure 5.5 the comparison to the original model
and its reference data are shown for two cases. These specific cases use a NACA 4415 airfoil.
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When the results from the newly adapted model are compared to the original Adema
model, many more oscillations are visible. These oscillations are the result of the changes
to the frequency and damping terms of the dynamic stall model. The behaviour of this
adapted model is more similar to the IAG model, as the oscillations produce different re-
sults for each cycle. Additionally, it can be observed that the oscillations have to develop as
they increase rapidly in size as the angle of attack is increased.

Interestingly, the slower rotating airfoil experiences stronger oscillations in the response.
This is likely caused by the forcing not varying as quickly and as such leaving time for the
shedding effects to take over. The adapted model was changed to produce higher shedding
frequencies at lower angles of attack. Hence, it can be observed that the oscillations in the
adapted model response are relatively fast compared to both the Adema and experimental
results. The high frequency in this response is the result of the changes that were made as
for low angles of attack, where the shedding frequency had to be increased.

In Figure 5.5, two examples are shown of the proposed dynamic stall model applied to
pitching airfoil cases. These comparisons clearly show that the changes in the model are
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not suitable for predicting the dynamic stall behaviour for these conditions. Therefore, the
model has to be further adapted in order to be applicable in a general sense. A proposed
method for such adaptations will be explored next.

5.2.3 Adapting the vortex shedding model for pitching airfoil cases

Based on the observations in the time response, the adapted model provides oscillations
that are too high in frequency and amplitude. This is especially clear at the end of the up-
stroke and start of the downstroke, Figure 5.5. Based on this, some term must be altered
which allows for these oscillations to be damped more significantly. Additionally, the fre-
quency term might also be adapted based on the angle of attack to allow for a more accurate
modelling of the frequencies observed in the reference data.

Firstly, to consider the frequencies there appears to be a large difference between the
frequencies occurring at lower angles of attack compared to the angles at which vortex
shedding occurs. This was also observed in the experimental data of for example the DNW
experiment. For this experiment, the higher range of Strouhal numbers only appeared for
larger angles of attack. Since these frequencies are representative for the vortex shedding
behaviour, it can be concluded that the frequencies in the response must increase with
the onset of vortex shedding. Based on this observation, the frequency term might have
to contain several definitions, one of which is selected based on the operating conditions
that are experienced. The frequencies that are required to accurately predict the shedding
frequencies that occur on an airfoil are generally much higher compared to the oscillations
that were observed in the OSU references at moderate angles of attack.

In the definition of the model an additional angle a; was introduced. This angle was
meant to remove the singularity at zero introduced by the added term in the frequency co-
efficient. However, this angle can also be used to represent an angle at which the vortex
shedding behaviour starts to become more significant. In this report this angle is selected
based on the steady polar of the airfoil, as this data is available for all considered airfoil.
After comparison to the OSU references it is suggested that the angle at which the normal
and lift coefficient start to differ significantly, is a suitable condition for changing the def-
initions in the model. This method for determining the angle is very rough and a more
universal approach could be an area of future research.

The introduction of this angle means that the definition of the frequency term of the
model is altered as the angle of attack changes. The resulting equations are shown in Equa-
tion 5.12. The angle ay, used as a condition for changing the frequency coefficient, is re-
ferred to as the shedding angle from this point onward. For angles below this shedding
angle, the original frequency definition as provided by Adema is used. For the NACA 4415
airfoil, this angle is set to be 25 degrees as will be discussed later in this section.

2
10(kssin(a))2(1 +3ACZZ2) (1+280212 [%] ) if @ < a,
Cfg() = (5.12)

sin?(a)

2
10k2(1+3AC2, (1 +280°7° 42 ) LB e g
Implementing this new frequency term already improves the performance of the adap-
ated dynamic stall model in the comparison to the reference data. This can be clearly seen

in Figure 5.6.
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Figure 5.6: Effect of new frequency term

However, there is still some undesirable behaviour that can be observed in the results
shown in Figure 5.6. For example, at the end of the upstroke the magnitude of the oscilla-
tions already become very large. These oscillations continue into the downstroke and take
along time to be damped out. To account for this the damping term also is adapted.

Several adaptations were attempted for improving the behaviour of this model at lower
angles of attack. After these iterations the adaptations shown in Equation 5.13 showed
promising results that will be presented in this section. On the downstroke a second critical
angle is introduced for which the van der Pol damping is replaced with a constant damping,
similarly to the IAG model. This angle, a; is the angle at which the drag starts to increase
significantly and the lift starts to become non-linear. This angle is referred to in Bangga
et al. [2020] as the critical angle and generally relates to the onset of stall. For the NACA
4415 this angle was set to be 10 degrees.

The damping on the upstroke is also adapted to be almost identical to the original
Adema formulation below the shedding angle. This was required in order to reduce the
large oscillations that would occur at relatively low angles of attack. It should be noted that
the absolute value of ACy, p,; is taken. This is the only adaptation present for these lower
angles. The goal of this change is to also allow periodic responses for negative angles of

attack.

607 ks [—0.01(JACy, po| +0.25) +2AC§2) if % >0&a>a;

607k (—0.01(IAC], pos| —0.5) +2ACl22) it 92 >0 & a < a; 513

cfo1 = ) ) e d
607 ks (—0.01(|Acl,p0t| +0.25)2 + 14AC 2) 9 <0 a>ag,
0.2k; ifde <0 & a<as,

The described changes allow the model to be more similar to the Adema model at lower
angles of attack. This model has been shown to accurately model the dynamic stalling
behaviour of airfoils, Adema et al. [2020]. However, at larger angles of attack it uses the
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model that was developed in the previous chapter to more accurately predict the shedding
frequency of the airfoil. In Figure 5.7 the results on a moving airfoil are compared for this
new model as well as the original Adema model.
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Figure 5.7: Adapted model response to OSU reference conditions

As has been discussed in this section, two new parameters are introduced that depend
on the steady airfoil polar. In Figure 5.8 the two angles are indicated for the NACA 4415
airfoil that was used in the time responses shown in this section. The first angle, a; is the
angle at which the model switches to the vortex shedding version, which was created in the
previous section. This angle is located at the angle, where the normal and tangential force
start to deviate significantly from each other. The second angle, a; », is similar to the critical
angle defined in Bangga et al. [2020]. This angle is found by considering the angle at which
the drag starts increasing more rapidly and the linear section of the lift curve comes to an
end. For now the same angle is used for the positive and negative side of the polar. For the
critical angle this appears to be reasonable. The shedding behaviour might might depend
on the direction as was observed in the experimental results. However, for the current ap-
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plication, this choice seems to be acceptable based on the airfoil polar. The resulting angles
for this airfoil were found to be 25 and 10 degrees for a; and a» respectively.
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Figure 5.8: Determination of critical and shedding angle for the NACA 4415 airfoil

5.3 Performance adapted model

So far an adapted dynamic stall model has been proposed in this chapter. The changes this
model made to the Adema model were supported by a number of visual comparisons to
experimental results. In this section a quantitative assessment of the performance of the
adapted model will be performed. This assessment will consist of an L, norm analysis of
several results. These will include both vortex shedding predictions as well as applications
to pitching airfoils. For clarity, the definition of the L, norm as an error measurement is
shown in Equation 5.14.

Firstly, the predicted vortex shedding frequencies are considered. This is done by com-
paring to the three available experiments that were shown previously to the proposed dy-
namic stall model. Since only the vortex shedding behaviour is examined here, only deep
stall conditions should be considered for these experiments. For example, the analysis of
the DNW experiment will only contain measurements related to angles larger than 30 de-
grees. This angle was found to be the angle at which vortex shedding would occur.

The second part of the analysis contains pitching airfoil cases at more moderate angles
of attack of below 30 degrees. This is done through comparing the results to experimen-
tal references from OSU database. The combination of both these performance reviews,
should allow for a complete assessment of the proposed dynamic stall model.
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The first considered parameter is the predicted shedding frequency for the deep stall
conditions of each airfoil. The errors for each of the angles which are included were com-
bined using Equation 5.14. This resulted in the errors shown in Table 5.1. From these re-
sults, it is clear that the errors prediction of the vortex shedding frequency is greatly im-
proved. This is in line with the changes observed in the previous sections.

It should be noted that the two adapted models are included in this table. The first is
the model purely based on the frequency predictions which was presented in section 5.1.
The second is the blended model that was presented in section 5.2. These models are ex-
pected to be identical for these cases as the shedding angle, a, is close to 25 degrees for
the considered airfoils. Therefore, the model presented in the previous chapter and the one
which includes the blending produce the same results in terms of shedding frequency.

Table 5.1: Comparison of L, errors for the considered models in terms of predicting the shedding frequency

Models TU Delft experiment | DNW experiment | NACA 4412 experiment
Snel 0.1626 0.2044 0.1778
Adema 0.1036 0.1604 0.0783
Frequency based | 0.0184 0.0307 0.0277
Blended 0.0184 0.0307 0.0277
0.25
I Snel model
N Adema model
[ Frequency based model
0.2 I Bicnded model
- 0.15
S
@
[}
= 0.1
0.05

TU Delft

DNW

NACA 4412

Figure 5.9: Error comparison of different model in terms of shedding frequencies
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Next, the comparison of the error on a pitching airfoil for several models is considered.
As a reference, both the original Snel and Adema models are considered. The IAG model
was not used as the model results were not exactly replicated during the verification, ap-
pendix B. Once again, the two adapted models presented in this chapter are considered in
this analysis initially. It should be noted that the errors that are presented here are based
on the same OSU references that were used in the verification of both the Snel and Adema
model on a NACA 4415 airfoil (appendix B). The relevant cases and errors are shown in
Table 5.2.

Table 5.2: Comparison of L, errors for the considered models applied to a moving NACA 4415 airfoil

Model k=0.0228, @ =14°,Aa =10.5° | k=0.0711, @ =18.4,°,Aa =10.7°
Snel 0.1134 0.177

Adema 0.0639 0.1305

Frequency based | 0.0954 0.1573

Blended 0.0652 0.1594

Based on these results, it was also found that when the frequency based model was
applied to the moving airfoil cases, the error increased. Therefore, the need for the blending
introduced in the previous section is also supported by the errors that the different models
produce.

It should be noted that this did not eliminate the increased error in both cases shown
here. However, as shown previously in this section, this blending does remove a lot of the
oscillatory behaviour from these cases. Therefore, a visual comparison of the results should
also be considered in addition to the error.

Based on these observations, it is suggested that a comparison of the frequency spectra
could be a good addition to the error analysis of such models. However, for this research,
the L, error as well as a visual comparison were deemed sufficient.

Thirdly, the blended model produces worse results when compared to the Adema model
for the pitching airfoil cases. However, only two cases are considered here. To investigate if
this result also extends to other airfoils and operating conditions more data from the OSU
database will be used. For this purpose all the reference cases that were used to calibrate
the Adema model can be considered, Adema et al. [2020].

These cases consider two airfoils and a variety of movements for both airfoils. The air-
foils are a NACA 4415 airfoil and a S809 airfoil. These airfoils have a 15% and 21% thickness
to chord ratio respectively. The NACA 4415 airfoil is more strongly cambered, with a 4%
maximum camber, while the S809 airfoil only has a maximum camber of 1%. Therefore,
the use of both of these airfoils provides information on two different geometries. The used
operating conditions are shown in Table 5.3. These resulted in the comparisons shown in
Figure 5.10 and Figure 5.11.
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Table 5.3: Operating conditions used for all references in OSU database

S809 Case number 1 2 3 4 5 6 7 8 9
Mean [Deg] 8 8 14 14 14 20 20 20
Variation [Deg] | 10 10 10 10 10 10 10 10 10
k[-] 0.02 | 0.04 | 0.064 | 0.02 | 0.042 | 0.062 | 0.021 | 0.04 | 0.062

NACA 4415 | Case number 11 12 13 14 15 16 17 18 19
Mean [Deg] 8 8 8 14 14 14 20 20 20
Variation [Deg] | 10 10 10 10 10 10 10 10 10
k [-] 0.02 | 0.04 | 0.064 | 0.02 | 0.042 | 0.062 | 0.021 | 0.04 | 0.062
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Figure 5.10: Error comparison of different model for a moving S809 airfoil
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Figure 5.11: Error comparison of different model for a moving NACA 4415 airfoil

From these comparisons it can be concluded that the blended model that has been
created performs worse compared to the Adema model for almost all cases. However, this
is to be expected to an extend as the Adema model was calibrated specifically for these
cases.

Interestingly, the blended model does still perform better than the Snel model for al-
most all cases. This shows that the introduction of the two critical angles has allowed to the
model to maintain a portion of the accuracy of the Adema model. Despite this, there is still
possibilities for further improving the adapted model as is discussed in this section.

It should be noted that the blending approach used in this section is a very rudimen-
tary approach. A more sophisticated method could produce better results and allow for a
more general application. For example the discontinuity introduced in the definitions of
the coefficients could be removed. This could be achieved by using a region of angles of
attack over which a combination of each definition is used. The goal of this would be to
remove the very sudden onset of oscillations at the larger angles in the OSU cases, which is
observed in many of these results, for example in Figure 5.7.

In addition to removing the discontinuity, a more exact definition of the critical angles
could improve the results. It has been observed that the shedding behaviour can become
dominant at relatively high angles of attack, Fallahpour et al. [2022]. Therefore, the current
selection criterion might result in a premature introduction of the adapted model. This
once again could reduce the sudden oscillations observed in the results at larger angles.

Therefore, a more detailed approach might be beneficial for determining which defini-
tion of the model coefficients to use. Such a methods could for example try to include the
an estimate of the base pressure coefficient based on a simple solution method. This ap-
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proach could use the observation that at angles far beyond stall the pressure coefficient on
the suction side is relatively constant. Additionally, the pressure side does not experience
separation and therefore could perhaps be modelled using simple methods. Combining an
estimate of the pressure on the pressure side with the steady lift coefficient could poten-
tially give an approximate value of the base pressure coefficient.

An implementation of this approach using a potential method for a flat plate as the
model for the pressure side was implemented. However, this method was found to deviate
too significantly from the observed pressure distribution on the pressure side. Therefore,
including the shape of the airfoil in this method might be able to provide a sufficiently
accurate representation.

In conclusion, the presented model was found to greatly improve the prediction the
shedding frequency for all three experiments. When traditional pitching airfoil cases were
considered, the model did lose some accuracy compared to the Adema model. It is ex-
pected this could be corrected by an improved blending approach. However, the current
work will focus on further improving the predictions of the shedding frequencies presented
here.
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Chapter

Model calibration using uncertainty
quantification tool

In the previous chapter an adapted dynamic stall model was proposed. This model was
obtained based on several adaptation that were made by hand to match the results of the
dynamic stall model to experimental results. In this section the parameters used in this dy-
namic stall model are examined more closely. This is done by first performing a sensitivity
analysis on the parameters to determine which are influential in predicting the vortex shed-
ding frequencies. Next, a calibration is performed using a Bayesian inversion approach.
Finally, several calibrations are presented based on the previously presented experiments.

6.1 Sensitivity analysis

TO better understand the created model, a sensitivity analysis cam be performed. The goal
of this analysis is to identify which parameters are most influential on the predicted values
of the shedding frequencies. This information can be used to more effectively calibrate
the model and potentially eliminate some parameters from the calibration. Additionally
it can provide insight into the relative influence of the model parameters, which is useful
information for future adaptations of the model.

The sensitivity analysis is performed using the uncertainty quantification tool UQLAB,
Marelli and Sudret [2014]. Generally, to perform the analysis a probability distribution is
defined for each model parameter that are used as input. Next, each of the distributions is
sampled in order to obtain a large number of combinations. For each sample the output
is computed by evaluating the model, in this case the dynamic stall model presented in
the previous chapter. Finally, the individual effects of the parameters can be extracted by
correlating the changes in the output of the model to the changes in the input. The method
for defining the correlation parameter is shown by Equation 6.1. This equation is applied to
each input parameter contained in X and output Y to obtain the correlations shown later in
this section. When this process is completed, the relative influence of each input on each
output is known.

El(X; —pu)(Y —py)
. [ I fy)] 6.1
O'iO'y
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To determine the coefficients considered for the calibration, the model definition shown
in Equation 6.2 and Equation 6.3. Firstly, some coefficients can be excluded from the sen-
sitivity analysis from the start. The forcing term does not have an effect on the predicted
shedding frequency and therefore none of these parameters are included in the sensitivity
study. Secondly, since this calibration is aimed at the prediction of the shedding frequency,
the definitions used below a; are also not considered. Additionally, any term applied to a
time derivative is irrelevant for this analysis as a stationary airfoil is considered. Therefore,
only one of the damping definition will be used in the sensitivity study and calibration.

Considering the exclusion of the discussed parameters, only six parameters remain to
be analysed in terms of their sensitivity. These parameters are labelled P; to Pg in Equa-
tion 6.2 and Equation 6.3. The value of 60 in the damping equation is not chosen as a
calibration parameter as any change in this term can be obtained by changes in the other
parameters in this equation.

2
10(kssin(@)? (1+3AC2, (1 +280272 | 4¢ ) if @ <
¢ = 2 2 2 2[da]? P 6.2)
. .
Py 10K2 (14 PoACE, | [1+ 280272 | 42| )+ B ifaza
607 ks (~0.01(AC) porl +0.25)% + ZAClzz) if 9 > 0 & a > a;
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Having which parameters should be considered in this analysis, the next step is to de-
fine the variations of each parameter. This is required in order to determine the space
which will be sampled. In Table 6.1 the definitions of each model parameter distribution is
shown. Since all model parameters do not have an physical interpretation, the variation of
these parameters is difficult to determine. The presented distributions were selected based
on the observed effects of each parameter in the shedding frequency response. The varia-
tions were selected such that the vortex shedding frequencies for each experiment would
remain bound to reasonable values, producing projected Strouhal number between 0.1 and
0.2 approximately. However, the variation within these bounds was maximised in order to
ensure a sufficiently large variation in the output. Several iterations of these probability
distributions were used in this process before the shown distributions were selected.

Table 6.1: Description of parameters for sensitivity analysis

Parameter P1 P2 P3 P4 P5 P6

Distribution | Gaussian | Gaussian | Gaussian | Uniform Gaussian | Gaussian
.. u=1 u=3 u=-0.01 Lower=-0.7 | u=14 w=0.125

Description | /(15 | 5203 | 0=0.0025 | Upper=0.7 | o =4 0 =0.05

The final consideration for the sensitivity analysis is the definition of the output. Two
options were considered for this purpose. Both methods use the projected Strouhal num-
ber produced by the dynamic stall model. Since each experiment has a different number
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of data points, the first option aimed to reduce the number of outputs to the same number
for each experiments. Therefore, the output was chosen to be the averages of the projected
Strouhal number for several ranges of angles of attack. The purpose of these ranges is to
identify the effect of each parameter on the predicted frequencies at low, middle and high
angles of attack.

Unfortunately, this first approach caused some issues. The introduction of an addi-
tional operation after the simulation of the dynamic stall model was found to have a neg-
ative effect on the convergence of the surrogate models. These models will be discussed
in more detail in the next section. Additionally, the operation of averaging might remove
some effects that are present. For example an increase in slope on a section could result
in the same average and therefore not seem relevant at all. Therefore, this option for the
output was discarded.

The second option for the output was thus selected. In this case, no additional opera-
tions are applied to the output of the dynamic stall model. Instead, to reduce the number
of data points, the output is sampled based on the angle of attack. After some trial and
error an interval of 15 degrees was selected for the DNW and TU Delft experiment. Since
the NACA 4412 experiment has fewer data points a finer sampling approach of 5 degrees
was selected for that experiment. These values were deemed to produce a sufficiently fine
sampling to accurately assess the performance of the calibration without increasing the
computational cost too much. In future calibrations it might be beneficial to consider a
finer sampling of the output.

Having defined both the input and output parameters, the sensitivity analysis can be
performed. This was done with the correlation approach implemented in UQLAB, Marelli
et al. [2022a]. This approach allows for a determination of which parameter is more sensi-
tive. Additionally, the direction in which the parameter influences each output signal can
also be obtained from this method.

The results of the correlation parameter, p, are shown in Figure 6.1a to Figure 6.1f for
several amounts of samples. The magnitude of the correlation parameter determines how
significant the correlation is and the sign indicates the direction. Both of these results can
be useful for future adaptations of the model.

To ensure the obtained correlation parameters are representative for the actual model
results, the number of samples taken to perform the analysis was varied. From these im-
ages it is clear that the main correlations are not changing significantly with the number
of samples after 500 samples. Therefore, 600 samples were considered in the sensitivity
analysis to ensure an accurate representation of the influence of each parameter.
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Figure 6.1: Correlation coefficients for the DNW experiment using varying amounts of samples

In Figure 6.1 the correlation between each of the parameters and outputs is shown.
Based on this it can be determined that some parameters are more critical than other.
Firstly, most of the selected parameters show a noticeable correlation at the considered
angles. Especially parameters 1, 3, 4, and 6 can be identified as the most influential. It can
also be shown that the influence of each of these parameters varies with angles of attack.
For example, the third parameter clearly has a more significant influence at larger angles
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of attack. However, the sixth parameter has a larger impact on the shedding frequency at
lower angles of attack. These conclusions can be useful for any further adaptation of such
amodel.

Additionally, it can be observed that some parameters are not as important for the pre-
dicting of the shedding frequency. For example, the second parameter has a very limited
influence on the predicted frequency. The fifth parameter also has generally lower cor-
relation coefficients compared to the other parameters. Based on this, these parameters
could be excluded from the calibration to reduce the computational effort. However, it was
deemed that the small increase in freedom in adapting the model was worth the compu-
tational expense. As such, these parameters were still included in the calibration in the
coming sections.

As has been outlined earlier in this report, several experiments are considered. There-
fore, the sensitivity of these other experiments should also be investigated. The purpose
of this is to determine if the different airfoils produce different correlations for the same
input. In Figure 6.2 the correlation parameters of each of the experiments is shown. In
the TU Delft experiment the same sampling approach was considered as for the previously
presented DNW case. However, since the NACA 4412 experiment only considers a single
sided spectrum, the distance between samples was decreased to 5 degrees.
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-53 deg
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Figure 6.2: Sensitivity analysis comparison between experiments
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Based in the comparison of the correlation coefficients shown in Figure 6.2, several con-
clusions can be drawn. Firstly, one should consider that due to the chosen output, the
number of outputs for each experiment varies. However, the effect of each parameter for
different angles of attack can still be considered. In this discussion, low angles are con-
sidered to be angles close to the onset of shedding. High angles on the other hand are
described as angles which place the airfoil perpendicular to the flow. Therefore, the angles
far beyond 90 degrees should be considered as low angles once again as for the purpose of
shedding these angles behave similarly to low angles of attack.

Using this approach the effects of some of the parameters are examined. Firstly, as was
already discussed the second and fifth parameter are not as relevant for determining the
shedding frequency obtained by the dynamic stall model. The correlation parameter for
both parameters is relatively small over the entire range of angles of attack compared to the
other parameters. It should be noted that the fifth parameter is slightly more influential
than the second, however still significantly less compared to the other parameters.

The second parameter that is considered is P;. This parameter has quite a strong cor-
relation with the shedding frequency for all angles of attack. This is to be expected as it
directly influences the frequency coefficient in the dynamic stall model. Additionally, it
can be observed that this parameter has little variation in the correlation parameter with
angle of attack. There is a slight increase in influence at larger angles of attack, especially for
the TU Delft experiment. However, one can clearly observe that this variation lesser com-
pared to some of the other parameters. Therefore, this parameter would be most suited for
adapting the predicted shedding frequency for all angles in the same direction.

Thirdly, two parameters that mainly influence the predictions at large angles of attack
are selected. These are P3 and P,. Both parameters show much stronger correlation at
larger angles of attack compared to smaller angles. The reason for this correlation can im-
mediately be explained in the case of Ps, as this parameter is used in a multiplication with
ACy por- The potential difference is significantly larger at high angles of attack. Therefore
this parameter is expected to be most influential there. The strong correlation of P, is not
as directly explained. However, since it is included in the same term as the potential differ-
ence as well, a similar reason for the correlation is expected. Hence, these two parameters
can be used to influence the shedding frequency specifically at higher angles of attack.

Finally, the sixth parameter is examined. This parameter was observed to have an op-
posite effect compared to the previously discussed pair. This parameter appears to be es-
pecially influential for the shedding frequency at lower angles. The final parameter was
newly introduced in this model and is scaled by dividing by sin(a). Therefore, it is to be
expected that this parameter is specifically influential at the lower angles of attack.

6.2 Calibration procedure

In the previous section, the relative influence of each model parameter was determined.
The next step is to calibrate them based on the experimental results. Several steps have
to be taken in the selected calibration process. To perform the calibration procedure us-
ing a Bayesian inversion, a Markov-chain is constructed. This approach can require a large
amount of model evaluations. Therefore, a surrogate model is used to reduce the compu-
tational effect. In this section the construction of this surrogate model is described. Addi-
tionally, the other steps required to perform the calibration are outlined.
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6.2.1 Surrogate modelling

The calibration considers the predicted frequencies at the same selection of inflow angles
that were used in the sensitivity analysis. To obtain these directly from the dynamic stall
model is quite time consuming. Therefore, a surrogate model is constructed. This sur-
rogate model must be a sufficiently accurate representation of the response of the actual
model in order for the calibration to be valid.

Several steps are taken in the contraction of such a surrogate model. Firstly, the selected
input parameters, shown in the sensitivity study, are varied based on their probability dis-
tribution. After selecting a number of samples from each of the model coefficients, the
dynamic stall model is evaluated for each condition. Finally, the output of each of these
evaluations is used to create a surrogate model using polynomial chaos expansion, Marelli
et al. [2022b]. This step creates an approximation of the response through a combination
of a large number of polynomials. As a result, the surrogate model is able to return an esti-
mate of the output of the dynamic stall model very quickly. Therefore, the surrogate can be
effectively used in the calibration.

Some limitations were imposed in the selection of the samples used in the surrogate
model. Samples which produced projected Strouhal numbers above 0.21 or below 0.05 at
any of the sampled locations were excluded. These values were considered to be outliers
and would greatly affect the accuracy of the surrogate model in other locations. This is due
to the global nature of the chaos expansion. Since the experimental values that are used for
the calibration are also located very far from these bounds, the exclusion of these samples
is not expected to negatively impact the calibration itself.

As discussed previously, the surrogate model must be sufficiently accurate for the cal-
ibration to work. To investigate the accuracy of the surrogate model, the Leave-One-Out
(LOO) error is considered. This error is defined as is shown in Equation 6.4 and uses cross-
validation to prevent over-fitting, Marelli et al. [2022b]. As the number of samples that
is used to construct the model increases, the accuracy is also expected to increase. After
some investigation an LOO-error in the range of 10~3 was deemed acceptable for this ap-
plication. This was done by considering the average error in the projected Strouhal number
for a number of cases. For this error, the average error would be in the order of 0.001, which
was deemed to be sufficient.

In Figure 6.3 the convergence of the LOO-error is shown for the outputs related to the
DNW experiment. This image shows the expected convergence for all angles that are con-
sidered. Since none of the outputs can be inaccurately modelled, which line corresponds
to which output is not relevant for the current calibration.

N (M —tPC ) |2
Zi ( 1-h; ) (6.4)
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In Figure 6.3 it can be observed that the LOO-error decreases consistently with the num-
ber of samples. Therefore, selecting a larger number of samples increases the accuracy as
would be expected. Finally, a surrogate model using 1000 samples was used for the DNW
experiment. A larger number of samples could also be used. However, this would greatly
increase the computational cost for a limited gain in terms of accuracy.

In addition to the number of samples, the selection of the input variables is also an
important component of the surrogate model. The selection is done by creating proba-
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Figure 6.3: Convergence of the surrogate models for the DNW experiment

bility distributions for each parameter and sampling those. Therefore, these distributions
should be reasonable compared to the original parameter. A large variation in the param-
eters also causes a large variation of the output, as such making it harder to construct a
model. However, choosing an insufficiently large variation causes the range of the model
to be too small. This would result in only very small changes to the parameters in the cali-
bration. For this purpose the variations used in the sensitivity analysis, Table 6.1, were also
used in the creation of the surrogate models.

Apart from the DNW experiment, the two other discussed experiments can also be con-
sidered in this calibration. For this purpose, surrogate models for these experiments were
also constructed. The sampling of the output as well as the input parameters are identical
to the previously described approaches for these experiments. In Figure 6.4 the conver-
gence of the other surrogate models is shown. Based on these plots, the TU Delft and NACA
4412 experiment both use 1000 samples for their final surrogate models as well.
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Figure 6.4: Convergence of the surrogate models for the other experiments

6.2.2 Calibration settings

The calibration procedure is performed using UQLAB. Within this software there are several
options available for the calibration such as the solver or the number of steps. Different set-
tings were considered, until a configuration was found which provided good convergence
for all different experiments. The final settings are shown in Table 6.2. The steps and num-
ber of chains represent the number of samples that are taken in the Markov chain in order
to produce the sampling of the posterior. The uncertainty is the assumed variation of the
data, as was shown in section 2.6. The solver represents the method used to perform the
calibration, in this case Markov-chain Monte Carlo. Finally, the solver affects the method
by which samples in the chain are accepted or rejected. As was discussed in section 2.6,
this should not affect the solution only the convergence rate. The selected sampler is the
Affine Invariant Ensamble Algorithm.

Table 6.2: Settings for calibration procedure UQLAB

Calibration setting | Solver | Sampler | Steps | Number of chains | Uncertainty
Value MCMC | AIES 20000 | 20 1-1077

Apart from the settings used in the calibration procedure, a prior distribution also has to
be defined for all model parameters. This distribution is representative of an initial guess
for the design space of the input parameters. Changing the prior allows the user to limit
the domain in which the calibration takes place. Therefore, the prior must be used to con-
strain the solution to regions where the surrogate model is valid. The surrogate model is
constructed based on previously described probability distributions. Hence, the prior dis-
tributions at least have to be contained within the distributions used to create the surrogate
models. Additionally, the prior distributions might be used to limit the domain in which the
model is calibrated further. This could be done to for example improve the convergence of
the model, if the calibration entered regions for which the surrogate model was not as ac-
curate.
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The prior distribution that was used is shown in Table 6.3. The distributions used in
this prior have lower variations compared to the ones used in the surrogate model and sen-
sitivity analysis. This was done to promote solutions that remained within the applicable
range of the surrogate models. The accuracy of the surrogate models was found to decrease
further away from the prescribed mean values of the input parameters. In those cases, the
correlation between the surrogate model result and the actual result of the dynamic stall
model is not guaranteed. Therefore, a reduction in the variations of the prior was found
to be required. The selected variations were based on a number of iterations in which the
variations were slightly reduced and the results assessed. It is possible that the calibration
is still moved towards to edges of the applicable range of these surrogate models. In this
case more iterations with surrogate models centred at new values could be used to further
improve the results.

Additionally, it should be noted that the values of the model coefficients were limited
through more than the prior distribution. To ensure a good correlation between the sur-
rogate and the actual model, the variations had to be limited to three times the standard
deviation for most parameters. This was required as the normal distribution approaches
zero but never actually takes that value. As a result, solutions could be accepted that were
far from the applicable range of the surrogate models. The uniform parameter did not con-
sider this limitation as this distribution is already limited at the upper and lower bound.

Table 6.3: Description of prior used for the Bayesian inversion

Parameter P1 P2 P3 P4 P5 P6

Distribution | Gaussian | Gaussian | Gaussian | Uniform Gaussian | Gaussian
. p=1 u=3 w=-0.01 | Lower=-0.7 | u=14 u=0.125

Description | 1 | ;.03 | ¢=0.002 | Upper=07 | 0 =2 0 =0.02

6.3 Calibration results individual experiments

In this chapter all the steps required to perform a calibration have been presented. These
are first applied to each of the available experiments individually. The goal of this is to
investigate if the different data sets tend to produce similar values in terms of model pa-
rameters. In addition to that, the effectiveness of the calibration method can be examined
this way.

For each of the experiments the calibration converged to a unique solution. The con-
vergence was assessed using the multivariate potential scale reduction factor implemented
in Wagner et al. [2022b]. This parameter approaches one for each of the shown calibrations,
indicating that the calibration process has converged. The results of each of the calibrations
are shown in the images below.
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Figure 6.5: Calibration results for the DNW experiment
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Figure 6.6: Effect of calibration on DNW experiment

In Figure 6.5, the results of the angles that are considered in the calibration are shown.
These are the angles that were used to tune the model parameters. In this image, the prob-
ability distribution of the posterior is shown as well as the experimental results. Addition-
ally, the predicted projected Strouhal number for both the original and calibrated model
are shown. These values were obtained by evaluating the dynamic stall model for the cor-
responding model parameters.

From these results, it can be concluded that generally the calibration has improved the
prediction of the shedding frequency. Only in 2 cases, -87 and -36 degrees, the prediction
is worse. For all other angles the prediction is improved. This improvement is quite small
as the original model already was located very close to the experimental values.

In addition to the angles considered in the calibration, the calibrated model can be ap-
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plied to the entire range. This is done in Figure 6.6, where all angles in the calibration range
(above 35 degrees) are compared to the experiment. This range was selected to exclude
the strong variation that is still present around 30 degrees and only include the constant
range of projected Strouhal numbers in the calibration. From these images it appears that
the overall prediction of the projected Strouhal number is slightly improved by the calibra-
tion. The calibrated model also shows slightly less variation with angle of attack, which is

desirable in this case.
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Figure 6.7: Calibration results for the TU Delft experiment
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Similarly to the DNW case, the experiment from TU Delft is also considered in Figure 6.7
and Figure 6.8. In terms of the calibration angles, the first of these images shows that for
most cases the prediction of the model is improved. This is especially true for the negative
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angles of attack, where the original model deviated quite substantially from the experi-
ment. The calibrated model shows much better performance in this area.

This conclusion also applies to the entire range of angles shown in Figure 6.8. There it is
shown that for negative angles of attack, the shedding frequency is increased significantly.
Additionally, the downward trend with decreasing angle of attack has been reduced on this
side. This results in a much more constant selection of projected Strouhal numbers for
negative angles of attack.
The prediction of the calibrated model on the positive side of this image does appear to
have suffered slightly. However, the prediction of the model in this range still seems very
much adequate.
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Finally, the calibration of the NACA 4412 airfoil can also be considered. The results of
this calibration are shown in Figure 6.9. In this experiment the experimental data varies
more from the original model compared to the other experiments. In Figure 6.9 it is shown
that it is possible to move the results of the dynamic stall model to the experimental values
using the proposed calibration method.

In Figure 6.10 the shedding frequencies are compared for all higher angles. From this
it is evident that the results are greatly improved by the calibration. It should be noted
that this experiment only considers positive angles of attack. Therefore, any asymmetric
effect of changing the parameters is not considered. This could mean that the provided
calibrated result is not valid for the same airfoil at negative angles of attack. However, more
experimental data would be required to draw that conclusion.

Based on the calibrations shown in this section, new model parameters can be defined
for each experiment. This is done by considering the Maximum-a-Posteriori (MAP) esti-
mate for each parameter. This refers to the value for each model parameter that has the
highest probability after assessing the chains resulting from the calibration. The results for
each experiment are shown in Table 6.4. The calibration containing both the DNW and the
TU Delft result is presented in the next section.

Table 6.4: MAP estimate for each of the experiments

P, P, Ps P4 Ps Ps

DNW 1.4497 | 3.7527 | -0.0160 | 0.7000 | 12.2609 | 0.1084
TU Delft 0.5662 | 3.1720 | -0.0048 | 0.6997 | 9.5010 | 0.1850
NACA 0.9508 | 3.2713 | -0.0082 | -0.0071 | 12.6575 | 0.1850
DNW and TU Delft | 0.55 | 2.6392 | -0.0044 | 0.7000 | 16.6822 | 0.1727

From the MAP estimates for each of the experiments, it appears that the different cal-
ibrations do not converge to the same model parameters. Some possible implications of
this will be discussed next.

The first possible reason for this observation is simply that some of the model parame-
ters are dependent on the airfoil shape. It was already observed in previous chapters that
the shape of the airfoil does appear to influence the shedding behaviour in deep stall con-
ditions. Therefore, it could be possible that to accurately model this behaviour some pa-
rameters should be changed based on the airfoil. The effect of the different steady polars
is already included in the model definition through AC; ,,,,;. However, it might be the case
that more airfoil specific tuning is required. This discussion relates to changing the model
parameters through some other results, similarly to the ONERA model.

Another possibility is simply that the model has several combinations of parameters
that are able to reduce the error to similar degree. For example, it appears that if P; is
large in the MAP estimate, Ps is also increased in magnitude. This could suggest that these
parameters are linked in the calibration. This is also supported by the correlation matrix
matrix produced by the calibration. These matrices do produce entries in the range of 0.1
to 0.5 for several parameters. Therefore, the resulting values of many of the parameters are
linked. If in addition to this, several combination of the model parameters produce similar
errors, it is possible that the calibration of the model converges to very different results for
each experiment.
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The final consideration for the difference in the calibrated results is the fact that each
calibration only considered one experiment. As such, the optimal value for the calibrated
model might be overtuned for this specific data set. Therefore, the next section will con-
sider more than one experiment in the calibration.

6.4 Final calibration

For the final calibration the same procedure is used as for the individual calibrations. It also
uses the same surrogate models and prior distributions. The only difference is the number
of data sets considered in the procedure as more than one experiment will be used.

To select the experiments the purpose of this calibration should be considered. The
goal is to produce a more generally applicable model for predicting the vortex shedding
frequencies present at larger angles of attack. For this purpose one would want to consider
as many experiments as possible. However, these experiments should be completely rep-
resentative of the range of applications. The NACA 4412 experiment considered here only
includes positive angles of attack. Hence, it is possible that including it in the combined
calibration provides a false sense of security at negative angles of attack. This is also sup-
ported by the fact that some parameters were observed to have an asymmetric effect. As
a result, including a one-sided experimental reference could skew the result of these pa-
rameters unjustifiably. Therefore, only the experiments which include both positive and
negative angles are considered. These are the DNW and TU Delft experiment.

Before the results of the calibration are presented, the applicability of the result should
be considered. Only two experiments will be used to obtain this model. Therefore, no
guarantee that the result is applicable to more situations can be provided. However, both
airfoils used are quite similar in terms of geometry. Hence, it might be possible to produce
amodel that can be applied to other similar airfoils.

Based in the selected experiments and procedure, the calibration was performed for
the DNW and TU Delft experiment combined. This calibration also converged for the same
settings as were used in the individual calibrations. The results of this calibration are shown
in Figure 6.4.
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Figure 6.11: Application of the combined calibration to all experiments

In the images shown in Figure 6.4 it can be observed that the combined calibration has
altered the results of the model. This change is obtained by altering the coefficients to the
ones shown in Table 6.4. Typically, this appears to be an improvement from the original
formulation. The calibrated results appear to be quite close to the results from the TU
Delft calibration, especially for P,, P4, and Pg. Since these are 3 out of the 4 influential
parameters that were identified in the sensitivity analysis, the results indeed are similar to
the TU Delft calibration.

Having shown the results of the different calibrations, it is important to also consider
the performance of the different models based on their errors. For this purpose the L,
errors are considered for all cases. The results of this are shown in Table 6.5. Once again
only the higher angles of attack, above 35 degrees, are considered in this analysis.

Based on the errors shown in the table, several observations can be made. Firstly, the
individual calibrations perform the best for each of the experiments. This is to be expected,
as in those cases only the data from that specific experiment was considered in the calibra-
tion.

In the combined calibration it can be observed that the performance in the case of the
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Table 6.5: Errors produced by different version of the adapted model

Experiment DNW | TU Delft | NACA 4412
Adapted model 0.0251 | 0.0186 0.0534
Individual calibration | 0.0238 | 0.0130 0.0455
Combined calibration | 0.0251 | 0.0141 0.0511

TU Delft experiment is still improved significantly. This is the result of the calibration con-
verging towards a definition more similar to the one obtained in the individual TU Delft
calibration. However, for the DNW experiment it performs similarly to the original formu-
lation. The improvements made in the TU Delft case are apparently sufficiently large to
justify the lack of improvement in the DNW experiment.

The shedding frequencies of combined calibration and DNW calibration are similar.
However, their model definitions appear to be vastly different. This is supportive of the
idea that the construction of this model allows for obtaining very similar results through a
variety of parameter combinations. This observation makes it difficult to determine if any
of the parameters are airfoil dependent. If one of the parameters is airfoil dependent, it
could be possible that a different combination of parameters would obtain a similar result.
Therefore, it is not possible to identify any parameters as airfoil dependent as of now.

The fourth observation that can be made is the fact that the calibrations appear to move
towards to limits imposed on the model parameters is several cases. This could indicate
that a more suitable definition of the model could exist. Unfortunately, the further im-
provement of this specific model definition is deemed to be outside of the scope for this
project.

Additionally, when the combined model applied to the NACA 4412 experiment as well,
the error is also reduced. The fact that this calibrated model is also more suitable for the
experiment that was not used in it’s creation is promising for the general applicability of
this model. This is especially true considering that the NACA 4412 airfoil is very different
from the two other considered airfoils.

In conclusion, the model presented in this section is based of two different experiments.
Using the presented calibration method, the prediction of the vortex shedding frequencies
was generally improved. This was also the case when the model was applied to the exper-
iment that was not included in the calibration. Therefore, this model is suggested to be a
potentially suitable model for the prediction of shedding behaviour in airfoils. However,
some more validation should still be performed to ensure the validity of the model. Espe-
cially for airfoils with a very different geometry from the ones used in the DNW and TU
Delft experiments.
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Chapter

Conclusions and recommendations

The goal of the presented research was to investigate the applicability of current dynamic
stall models to vortex shedding on airfoils. This behaviour would occur for stationary air-
foils in deep stall conditions. Several dynamic stall models were tested against such con-
ditions in three experiments. Additionally, an adapted model was proposed to model this
behaviour. In this process several conclusions were drawn and steps for future work were
identified. In this chapter these are both presented.

Conclusions

In the presented research three wind tunnel experiments were considered that examined
the behaviour of airfoils in deep stall. These were performed in wind tunnels from DNW,
Tu Delft, and the AmirKabir University of Technology. For these experiments, the vortex
shedding at constant inflow angle and velocity was the main area of interest. In their results
the frequency of this shedding behaviour was analysed.

Before the frequency could be examined, the effect of the blockage created by the dif-
ferent wind tunnels was explored. From this, it was found that, at large blockage ratios, the
effect on the shedding frequency can be significant. In those cases corrections are required.
Therefore, some experiments were corrected based on the blockage ratio. This allowed for
vortex shedding frequencies that matched the expected results from literature in all exper-
iments. However, the TU Delft data was not corrected as the blockage ratio was relatively
low. This experiment had a maximum blockage ratio of 12%, compared to the 25% found in
for example the DNW experiment. Two reasons were provided for this exception. Firstly, no
blockage corrections are typically required below 10%. Additionally, the uncorrected results
already show good correspondence with expected results based on literature. Therefore, no
blockage correction appeared to be needed in this experiment.

The first step after obtaining the results from the experiments was to compare the three
different results. This was done by examining the projected Strouhal number. From this
it was concluded that the different airfoils showed a near constant shedding frequency at
higher angles of attack. High angles in this context refer to angles for which the airfoil is
placed in deep stall conditions and the shedding behaviour becomes dominant. For the
experiments considered in this report this referred to angles of attack larger than 30 de-
grees. The constant response was an expected result based on literature. However, it was
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found that the value of this constant result varied between 0.15 to 0.18 for the different
experiments. Therefore, it is suggested that airfoil shape or operating conditions can still
have an influence on the shedding behaviour of an airfoil. The different facilities and test
setups could also have affected the results. It should be noted that the variation between
the experiments was contained within values that are expected based on literature.

After the results of the experiments had been considered, they were compared to the
predictions made by commonly used dynamic stall models. Three models were selected
for this comparison, the Snel, Adema, and IAG models. These models were included as
they are suitable for modelling second order effects like vortex shedding. The predicted
shedding frequencies for each these models varied greatly. The Snel model provided a non-
periodic response for all considered cases. This meant that the Snel model definition is
not at all suitable for predicting vortex shedding behaviour on stationary airfoils. The IAG
model did provide some periodicity in the response. However, this was quickly damped
after a couple of seconds for most inflow angles. Hence, this model did also not represent
the observed behaviour. Finally, the Adema model did provide a periodic response that
remained undamped for most positive angles of attack. However, this response contained
vastly different frequencies compared to the experiments. Additionally, the Adema model
did not provide a periodic response for negative angles of attack. Therefore, none of the
considered dynamic stall models were able to predict the vortex shedding frequencies with
areasonable accuracy.

Therefore, adaptations were proposed which aimed to improve the prediction of the
shedding frequencies using a new definition for a dynamic stall model. Despite some major
differences with the experimental results, the Adema model was considered to be the most
suitable basis for this. Using the model definition presented by Adema, the frequency and
damping coefficients used in the differential equations were altered to improve the per-
formance. Several options were explored in order to better match the predicted shedding
frequency to the experiments. These new options firstly altered some of the model coeffi-
cients, while maintaining the original formulation. Additionally, new terms were added to
the original description of the model to further improve the results. These changes allowed
for a much more constant range of projected Strouhal numbers for all simulated angles
of attack. Hence, a model definition was proposed that was able to predict the shedding
frequencies with much higher accuracy.

However, dynamic stall models are often applied to pitching airfoils at more moderate
angles, between 10 to 30 degrees. For such cases, the adapted model performed very poorly
compared to the original formulation. To assess the performance, several cases from the
OSU database were considered. Based on this comparison, a blended model was intro-
duced. This model would use the newly proposed definition at in deep stall conditions,
while maintaining the original Adema definition at lower angles of attack. The combina-
tion allowed for only a small decrease in accuracy for the pitching airfoil cases from the
OSU database. However, at the larger angles the improvements for predicting the shedding
frequency were maintained. This approach showed promising results for creating a single
model that could be applied to the different operating ranges. When applied this method
allows the proposed model to function as an extension, which can be applied when domi-
nant aerodyamic behaviour changes.

The blending of the model has been defined through a single, airfoil dependent angle.
This angle was determined based on the steady polar of each airfoil. The currently used
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definition was set to the angle at which the normal and lift coefficient start to deviate sig-
nificantly in the steady airfoil polar. However, some undesirable oscillations are not elimi-
nated using this approach. Hence, a more accurate method from changing the definitions
should still be investigated.

Based on the proposed model a sensitivity study was performed which considered the
prediction of the shedding frequencies. This is done using the uncertainty quantification
tool UQLAB. The sensitivity module in this tool allowed for an automated assessment of
the relative influence of the model parameters. These results were analysed and presented.
From this analysis, four parameters were identified as being significantly more influential
for adapting the vortex shedding frequencies predicted by the model. These parameters
showed different effects at specific angles of attack. This information should provide a good
basis for any future adaptations of the model.

Next, the proposed model was calibrated using a Bayesian inversion approach. The un-
certainty quantification tool UQLAB was once again used for this. The calibration allowed
for an increase in accuracy for the predicted vortex shedding frequencies for the airfoils in
deep stall conditions. For each of the experiments an individually calibrated model was
presented. The TU Delft and DNW experiments were also combined to create a calibra-
tion based on two data sets. This calibration increased the overall accuracy of the dynamic
stall model in terms of the vortex shedding predictions. These calibrations also provide a
numerical basis for the selection of the coefficient values used in the equations.

During the calibration procedure it was observed that different combinations of model
parameters could produce similar results in terms of shedding behaviour. This indicates
that a change in one model parameter can be compensated by altering another parameter.
Hence, a similar error is achieved through a variety of model parameter combination. As a
result, a large variation in model parameters was found, with a limited variation in errors.
Hence, the definition of this model could be difficult to perform in a general sense in the
future. Additionally, it is possible that some of the parameters in the model are actually
dependent on the airfoil shape. This would also be supported by the observed differences
in shedding behaviour between the experiments.

The presented calibrated model considered two experiments. One experiment was ex-
cluded, as it did not include measurements for positive and negative angles of attack. Be-
cause of the limited number of experiments, it is not possible to present and use the model
as a general method at this stage. However, the presented method based on UQLAB could
be used to produce a general calibration, if more experiments are available.

Additionally, both airfoils used in the combined calibration are similar in terms of cam-
ber and thickness. Hence, this gives the model more validity in predicting the vortex shed-
ding frequencies of other similar airfoils. Unfortunately, another validation experiment
should be included to be certain of the accuracy for this approach.

In conclusion, based on three experiments the prediction of vortex shedding frequen-
cies using dynamic stall models was considered. Current dynamic stall models were found
to not be suitable for predicting these frequencies. Therefore, an adapted model was con-
structed and calibrated based on experimental results. This models greatly improves the
prediction of vortex shedding frequencies. The accuracy when applied to pitching airfoils
at moderate angles of attack was decreased slightly. The validity of this model for more air-
foils remains to be investigated. However, the approach outlined in this research has been
shown to provide promising results for creating such a model.
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Future work

Based on the information presented in this report, some areas of future research were iden-
tified. These are outlined at various stages throughout the report and are recapped in this
section.

The first topic that warrants further attention is the development of the newly presented
dynamic stall model. In this report several steps have been taken to improve the prediction
of the vortex shedding frequencies. These included changes to the structure of the model,
as well as adapting the values of the model parameters. Both of these areas could be fur-
ther explored in an attempt to improve the predictions of the vortex shedding frequencies.
Some structural changes were considered in the creation of the presented model. However,
it is possible that a more suitable definition could be found. Additionally, the calibration
of the model parameters could be continued. This could be done by for example including
more experiments or by covering a large design space of the input variables.

In addition to continuing to improve the prediction of the shedding frequency, the time
response of the model in vortex shedding scenarios could be considered. In this report the
shedding time response has not been included in the creation of the dynamic stall model
directly. However, it was observed that the changes to the model parameters also affected
the magnitudes of the oscillations. For the model to be applied in structural simulations,
these could be of importance. Therefore, including some further analysis of the time do-
main could be a good addition to the process of developing an improved dynamic stall
model.

The third aspect of the model that can be investigated in more detail is the blending
with the original model. In the current model this is done with a sudden change in def-
inition at a defined angle of attack. The goal of this shift is to use the original definition
at moderate angles of attack and the adapted model in deep stall conditions. This angle
was determined based on a limited set of experiments and as such might not be a suitable
method for general application. Other methods of blending the models could also be ex-
plored. For example, blending the model over a range of angles or blending the definitions
based on the movement of the airfoil could be more suitable options. This second option
could be a viable option as the frequencies observed in the moving airfoil cases were lower
compared to the stationary cases. Including such observations in the blending approach
could be beneficial.

Fourthly, the general applicability of the model is identified as an area of future re-
search. In this report a limited number of experiments were considered. Therefore, before
applying this model in more cases, the performance of the model should be compared to
a larger number of data sets. This would greatly improve the number of cases the adapted
model could be applied to with confidence. The presented calibrated model only consid-
ered two airfoils of fairly similar shape. Including different airfoils in this analysis would be
beneficial for the general validity of the model. However, it should be noted that the pre-
sented model still performed quite well for the third experiment. This does indicate some
potential present in the current definition.

In addition to the lack of available validation data, the variation between the different
experiments could also be considered. In this report three different experiments of vor-
tex shedding airfoils were considered. All of these provided different results in terms of
the shedding frequencies. Typically, it is considered that airfoils at large angles of attack
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behave as flat plates. However, the differences between the airfoils considered could be a
reason to explore a link between airfoil geometry and vortex shedding in more detail. This
exploration could also prove beneficial for the validation of the dynamic stall model as the
presented model provided less variation between the different airfoils.

Apart from research into the presented dynamic stall model, several other areas of re-
search were also identified in the process. The first of these was outlined during the analysis
of the results of the DNW experiment. In this chapter it was found that the onset of vortex
shedding appeared to be predicted by the base pressure coefficient. When this parameter
becomes larger than 1.4 for both positive and negative angles, the onset of vortex shedding
appears to take place. A similar result has been observed for another airfoil experiment and
for cylinders in the past. Therefore, it could be worthwhile to investigate if this conclusion
is generally applicable to more shapes. This could potentially even be used in the blending
of the proposed dynamic stall model.

Another area of research that was identified in the process, is the effect of blockage in
a wind tunnel on the vortex shedding behaviour. In the DNW experiment the blockage
was found to have a significant effect that required a correction. However, the TU Delft
experiment appeared to not need a correction. This was explained by the difference in
blockage ratio between the two experiments. To assist in the design and analysis of vortex
shedding experiments it could be worthwhile to further investigate under which conditions
a correction is required.
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Appendix

Other results DNW experiment

A.1 Unsteady balance data analysis

In order to compare the response of the loading coefficients in time, the force balance data
has to be extracted from the provided data. This data contains the voltage measurements
for all 6 of the strain gauges. To obtain force data from these a calibration matrix is used,
Figure A.1. Apart from the aerodynamic loading, the balance measurements also contain
the loading as a result of the weight of the model. This weight was found to be 254.5 N when
wind off measurements were performed.

X1 V] Z1V] 72 V] X2 [V Z3[V] Z4[V
Range +-490 N +-981 N +-981 N +-490 N +H-981N | +-981N
X N] -50.8745 -1.18292 0.662886 506845 -0.312009 0.850318
ZN] -0.165609 98.9848 98.4784 0.186838 | 98.6464 97.9918
m[Nm] | -0.0220932 | -11.281 11.382 0015238 | -11.7335 11.614

Figure A.1: Calibration matrix from DNW experiment

For verification of the extraction of the balance measurements, the averages of the time
resolved signal can be compared to the provided average force coefficients in the data. For
this it should be noted that the uncorrected data will be used as the results from the balance
also do not contain wind tunnel corrections.

As a first step, the correct definition for X an Z that are used in the force balance had to
be examined. This was done by first examining the averages of voltages measured by the
strain gauges. In Figure A.2, the resulting averages are shown for each angle of attack. From
the image it is clear that all strain gauges in Z direction are generally increasing in magni-
tude with angle of attack. Since each of the gauges has a positive calibration coefficient,
this would suggest that the force in Z direction keeps climbing with angle of attack. This
behaviour is characterise of the normal force, as is seen in Figure 3.4. Additionally, since
a negative signal is measured at positive angles of attack it would seem that the balance Z
axis is located downwards from the model when placed at zero angle of attack. Having de-
fined the Z axis used in the force balance, the X axis can now also be found. Using a similar
approach it is found that this axis is placed along the airfoil, from leading to trailing edge.
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This definition of the axes of the force balance means that the axes rotate with the airfoil
as the angle of attack changes. As the force balance is described as being contained within
the turntable used in the experiment this is deemed a reasonable result.
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Figure A.2: Average voltage from each of the strain gauges

Having defined a direction for the measurements obtained from the balance readings
and the weight force of the airfoil. These can be combined in order to obtain the aerody-
namic loading from the data. In the pre-processing of the data a "Zero Value" is subtracted
from the measured voltages. This value is obtained at zero angle of attack and without any
airflow. Therefore, it contains the weight of the airfoil at these conditions. As a result the
weight correction has to contain the difference between this correction and the actual con-
tribution of the weight force. This gives a correction scaling with sin(a) in the tangential
direction. Additionally, the correction in the perpendicular direction scales with 1 - cos(a).
As a result, no correction is performed at zero angle of attack, as this should already be
contained in the subtracted "Zero Value". When this process was initially performed the
difference between the average loading obtained with this method and the loading pro-
vided was quite significant, Figure A.3a and Figure A.3b.
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Figure A.3: Initial comparison of extract CL and CD

However, the results obtained from the balance signal are still vastly different compared
to the provided average coefficients. This difference can largely be attributed to a voltage
divider that was used in the lines of the data acquisition system. This divider was required
as the range of the dynamic data acquisition system was half of that of the standard sys-
tem. Unfortunately the presence of this system was not discussed in the documentation of
the experiment. Instead the information was obtained by contacting someone who con-
tributed to performing the experiment. Based on this observation, the voltages obtained
from the balance signal should be multiplied by 2 before being considered in the calibra-
tion matrix. When this is done the agreement between the time resolved balance signal and
the provided coefficients is much greater as shown in Figure A.4a and Figure A.4b.
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Figure A.4: Lift and drag coefficient

Despite the better agreement, the resulting loading coefficients are still different. To
investigate the reason for this difference, the normal and tangential coefficient were also
compared to the provided coefficients. This resulted in Figure A.5a and Figure A.5b. In
these images the difference between the average coefficients obtained from the time signal
and provided in the data of the experiment is also shown. From these images it can be
concluded that a constant shift is present in terms of normal and tangential coefficients.
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This shift could be attributed to a slight difference in the assumed value of the "Zero value"
that is subtracted from the voltage signal based on the initial value of each sensor. This
assumption is supported by the fact that the difference is almost constant for all angles
of attack, as such suggesting a origin not related to the loading of the airfoil as this varies
drastically.
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Figure A.5: Normal and tangential coefficient comparison

This shift does not appear to depend on angle of attack and remains constant at a value
of around 0.1766 for the normal coefficient and 0.021 for the tangential coefficient. These
values will be used to correct the time dependent loading for the DNW in the rest of this
report.

Wind tunnel corrections

The time resolved balance measurements contain a direct voltage signal from the strain
gauges. Therefore, before comparing the resulting force to the results of the simulations,
some corrections have to be applied as a result of the wind tunnel interference. These cor-
rections are based on the effect the presence of the walls have on the flow at the location of
the airfoil. The influence on the velocity at the centerline of the tunnel section is shown by
Equation A.1 and Equation A.2. Using these equations the correction in the flow direction,
which changes the dynamic pressure, and normal direction, which affects the inflow angle.
To determine the correction in flow direction, the average is taken of the interference ve-
locities at the leading and trailing edge of the airfoil. The correction on the inflow angle is
analysed by evaluating the velocity at the quarter chord point.

. o + H
uinzzi (ut—ub);zdg (A.1)
Tl J—o0 (f—x)2+§
)i 1 f°° (ut—ub)(f—JC)dé

") (- x4 B2

(A.2)

In order to verify the implementation of the wind tunnel correction, the described pro-
cess was applied to the uncorrected data from the DNW experiment. The resulting values
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can then be compared to the corrected values that are also provided with the experimen-
tal data. The results are shown in Figure A.6. From this the values appear to match quite

closely to the expected values.
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Figure A.6: Verification of the wind tunnel correction
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Appendix

Verification dynamic stall models

In this chapter, the implementation of several dynamic stall models is discussed. These im-
plementations are verified against other simulations. The definitions of the models can be
found in the literature review. The goal of this section is purely to verify the implementation
of the dynamic stall model and as such, no comparison to experimental data is performed.

B.1 Original Snell model

The first model that is considered is the original Snell model as presented by Truong [1993a].
To verify this model the simulation results from Adema et al. [2020] were used as a refer-
ence. This allowed for the comparison at both low and high reduced frequency. The airfoil
used in this report is a NACA4415 airfoil with length 0.457 metres.

07 L L L L L 0.8 L L L L L L L L L
o 1 2 3 4 5 6 0 0.2 0.4 0.6 0.8 1 1.2 1.4 16 18 2

Time [s] Time [s]
(a) Model implementation at k = 0.0228 with a mean AoA of 14° (b) Model implementation at k = 0.0711 with a mean AoA of 18.4°
and a variation of 10.5° and a variation of 10.7°

Figure B.1: Original Snell model verification

In Figure B.1a and Figure B.1b the time response of the implementation of the dynamic
stall model is compared to the values obtained by Adema et al. [2020]. From this compari-
son it can be concluded that the implementation of the Snell dynamic stall model is indeed
correct and can be used later on in the project.
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Apart from the comparison the other simulation results, the variation around the steady
polar can also be examined, this is shown in Figure B.2a and Figure B.2b. In these images a
variation similar to the one observed in literature can be seen. This once again help verify
the implementation of the stall model when compared to the steady data.
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Figure B.2: Variations of original Snell model around steady polar

B.2 Improved Snell model

The second model whose implementation should be verified is the improved Snell model
presented by Adema et al. [2020]. For this model the same operating conditions can once
again be compared in Figure B.3a and Figure B.3b.
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—— Adema simulation results
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(a) Model implementation at k = 0.0228 with a mean AoA of 14°

(b) Model implementation at k = 0.0711 with a mean AoA of 18.4°
and a variation of 10.5°

and a variation of 10.7°

Figure B.3: Improved Snell model verification

From Figure B.3a it can be concluded that the first operating condition is matched al-
most exactly. Therefore, the implementation of the model would seem to be correct. How-
ever, the differences between the two models shown in Figure B.3b are more significant
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despite using the same models. When the code used by Adema et al. [2020] to generate
the results was examined, a different definition of the forcing was found, Equation B.1.
When this definition was used, the results of the second case were matched much more

accurately as shown by Figure B.4b. However, the results of the first case were no longer
matched, Figure B.4a.

dACl,pot

L da
ftr=0.1k;|—0.08AC] o + 1.5 if ——>0 (B.1)

fta=0 else
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Figure B.4: Comparison of adapted Adema model to reference implementation

Based on those comparisons it is expected that the settings used to generate the results
for the second operating condition (k=0.0711) were different from the ones presented in the
paper. However, as the results could be replicated with reasonable accuracy the implemen-
tation of the model is expected to be correct. Additionally, it should be noted that in future
the definition presented in the paper is used as this is expected to be intended definition.
Additionally, the results of both definitions were compared to data used in the construc-
tion of the model. As shown in Figure B.5a and Figure B.5b, the definition presented in the
paper also produced better results when compared to the reference data.
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Figure B.5: Comparison of the two versions of the Adema model to reference data (k = 0.0711 with a mean
AoA of 18.4° and a variation of 10.7°)

B.3 IAG model

The final model that is to be verified is the model presented in Bangga et al. [2020]. This
model uses a similar second order correction to the Adema model. The main differences
being the fact that the equations are normalised and the selected coefficient altered. The
first order correction of this model is based on the Beddoes-Leishman model.

To try to verify the model, the results for several airfoils have been provided. This data
only contains the final results of the model, combining both corrections. An approximation
of the separate effects was obtained by extracting data from a plot in Bangga et al. [2020],
where the two corrections are shown separately for the S801 airfoil. Some small error is
introduced because of the manual extraction. However, the resulting data should still be
feasible to be used for comparison.

In Figure B.6a the first order correction is implemented and compared to the results
obtained from Bangga et al. [2020]. From the original comparison it can be seen that the
lift coefficient is predicted relatively accurately, except for the end of the upstroke. This
difference is likely caused by the inviscid lift curve slope that is used in the model. The
exact value that is used in the reference is not known. However, if the value obtained from
an inviscid XFOIL simulation is increased by 13% the obtained results are almost identical
as is shown in Figure B.6b. Therefore, the discussed inaccuracy is likely caused by this
difference in inviscid lift curve slope. In all further discussions the adapted value is used.
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Figure B.6: Effect of increasing the inviscid lift curve slope

After implementing the second order correction as well, the results of the complete
model can be compared for this case. As is shown in Figure B.7a this implementation does
show some differences. The main difference is the frequencies that are observed in the re-
sponse, with the implementation presented here showing slightly higher frequencies in the
response.
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Figure B.7: Comparison IAG implementation to reference

To study the reason for these differences the original author of the IAG model was con-
tacted. From this discussion it was suggested that difference in the frequencies could origi-
nate from the time stepping scheme used in either implementation. In the reference a sin-
gle time-step solver is used, while the original implementation used a variable time-step.
Therefore, the effect of changing this scheme is examined in Figure B.3. Unfortunately, the
effect of changing the solver does not seem to affect the results much at all. This likely is
the result of the time-step being relatively small already and as such the total error having
been reduced significantly already.
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At this point no further differences between the two implementations have been found.
This is largely caused by no intermediate results, reference polar data or source code being
available for comparison. Unfortunately this means that the results presented in Bangga
et al. [2020] could not be exactly replicated as was the case with the other dynamic stall
models. However, the response of the model is similar as was also observed by the author
of Bangga et al. [2020]. Therefore, the implementation will be used as a reference for a dy-
namic stall model which is non-dimensionalised in future comparisons. Although it should
be noted that the model could not be completely verified.
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Appendix

Adapting the Adema model, an alternative
option

As has been discussed in chapter 5, there are two main differences when the data from the
Adema model is compared to the experimental results. The first is the lack of shedding
frequencies at the negative frequencies. The second is the large variation of the Strouhal
number with angle of attack which is not observed in the data once the shedding behaviour
is started. Apart from the adaptation presented in the report and alternative adaptation was
also considered. In this chapter, this adaptation is presented.

The alternative option aims to make as few structural changes to the model as pos-
sible. This is defined as reducing the amount of terms that are changed or introduced.
The chosen definition of the frequency and damping terms are shown in Equation C.2 and
Equation C.3.

dACl'pot
ftr =0.01k; (—0.04Acl,,m + 1.517) C.1)
d 2
10(kssin(a))2(1 +3AC§2)(1+280212[d—‘§] ) if @ < a
cfao = Y 12 - (C.2)
6 () (1+38C2,) {1+ 280222 [ 4| ) if > a

607k (~0.01(ACy poyl +0.5) +2Ac§2) if 9 >0 & a > a;
cfor =1 607k (~0.011AC, il - 0.5)+2AC2, |  if 4 >0& a<a; (C.3)
607k (~0.011AC) porl +0.5) + 14AC§2) if 42 <

The first major change is in the frequency definition. Instead of multiplying the Strouhal
number with sin(a), a division is used. This greatly increases the frequencies predicted
by the dynamic stall model. The choice for this change is based on the definition of the
projected Strouhal number, where the frequency is multiplied by sin(a). As was shown
in the previous section, the definition of the frequency term in the model directly related
to the frequency in the response. Therefore, if this term is divided by a sin the expected
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frequency in terms of projected Strouhal number is expected to be relatively constant. It
should be noted that the introduction of this division would introduce an instability in the
model as for an angle of zero the frequency would be undefined. This is resolved by only
using this definition for larger angles of attack. The onset of shedding behaviour at larger
angles of attack is also observed in the experimental data.

The second structural change this definition changes the potential difference used in
the damping terms as is shown in Equation C.3. Taking the absolute value of the poten-
tial difference. The purpose of this change is to have a periodic response for negative an-
gles of attack. For these angles of attack, the potential difference changes sign and as such
changes the damping coefficient sufficiently to remove the periodicity from the response.
In the definition of the damping term, the change to this new definition is once again only
introduced for larger angles of attack. This is done to keep the changes consistent with the
frequency term.

The next change is the final structural change introduced in this option and relates to
the condition used in the damping coefficient. The definition of this coefficient is depen-
dent on if the angle of attack is increasing or decreasing. Therefore, the change of the defi-
nition is located exactly at zero. It was found that using the statement as is shown in Equa-
tion C.3. resulted in a more constant result in terms of projected Strouhal number. This is
the result of the opposite contribution of the AC; ;,,; and AC; terms being better matched
over the range of angles of attack. Therefore, the upper definition was used for stationary
angles of attack.

Finally, it can be observed that the values of the coefficients used in the equations have
been changed slightly from their original definition. These changes were made to better
match the results to the experimental results. The structural changes discussed previously
required some more calibration to match those results. This was done through trial and
error during which the deviation from the experimental results at larger angles of attack
was observed.
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In Figure C.1 it can be seen that the new model definition indeed produces projected
Strouhal number in a very constant range. This is to be expected due to the changes made
to the frequency component. However, one can also observe that the different airfoils pro-
duce almost identical results for all angles of attack. This is the result of the relative size of
the frequency component, ¢ f>9 compared to the damping component, cf>;. Since, the fre-
quency term has been increased significantly and the damping term is largely unaffected
in terms of magnitude, the balance has shifted. This results in a very similar response for
all airfoil cases. Since the responses of the different airfoils have been found to vary, this is

not a desirable property.
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Appendix

CFD comparison for stationary airfoil

So far experimental results have been used to compare to the predictions of the model.
However, simulations are also often used to predict the aerodynamic performance of air-
foils. In this chapter a simulation result is compared to the outcomes of the experiments
and the predictions of the dynamic stall model. For this purpose the results of the CFD
analysis of a stalling airfoil are used.

D.1 CFD

For this research a CFD simulation applied to a range of stationary operating conditions
is required. However, in research CFD is often used for a single angle of attack as is done
in for example Skrzypiniski et al. [2014] or a moving airfoil as is considered in Meskell and
Pellegrino [2019]. Such investigations however do not cover a range of stationary operating
conditions as is required. Therefore, no large amount of reference data could be found.

However, in Pellegrino and Meskell [2013] the shedding behaviour of the S809 airfoil
is considered using an unsteady RANS simulation. This is done for a range of angles of
attack as is shown in Figure D.1. These results could be used in the further validation of the
produced dynamic stall model.

In the comparison to the CFD simulation, the projected Strouhal number is once again
considered. Using this parameter the CFD results are compared to the calibrated model
that was presented in the previous chapter. The results of which are shown in Figure D.2.

From the comparison of the projected Strouhal number it is clear that the results from
the presented calibrated model deviate significantly from the CFD data. This could be
attributed to the fact that this research has not been included in the development of the
model. Therefore, these results might indicate the proposed model is not generally appli-
cable to more airfoils.

However, another option could potentially explain this discrepancy. The CFD results
used in this comparison are not validated against experimental results themselves. As a
result, a deviation from the expected value could also be introduced in the CFD results. This
could also be supported by the fact that the CFD results produce lower projected Strouhal
numbers compared to the reference of a flat plate as well as other experiments. The values
associated with the CFD are actually lower than the ranges proposed by literature, which
predict projected Strouhal numbers between 0.15 and 0.2 at most.
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Figure D.1: Simulated Strouhal number (circles) and projected Strouhal number (triangles) for the S809

airfoil, Pellegrino and Meskell [2013]

As of now it is unclear which reason is the cause for the large deviation between the two
simulations. Therefore, this could be investigated in the future.

In addition to the discrepancy between the two simulations, the dynamic stall model
produces a larger variation of projected Strouhal numbers. In this application the polar
obtained from the CFD was used for the dynamic stall model. This polar creates a response
with quite some variation in shedding frequency. Therefore, it can be concluded that the
polar selected for the airfoil still has a significant influence on the shedding prediction of
the dynamic stall model. This behaviour is to be desired as the shedding behaviour of dif-
ferent airfoils has been observed to vary between geometries.
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