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Abstract

This report proposes a design of a 1-megawatt data center that utilizes hydrogen as the primary fuel for

power and cooling. Currently, data centers rely on utility grids for their operation. The growing global

efforts to achieve sustainability introduce intermittent renewable energy sources, such as solar and wind,

into the power grid, which goes against the reliability principles of the data center industry. As computer

technologies further permeate our everyday lives, their energy consumption and environmental impact

become greater.

The feasibility study aims to investigate the potential of using hydrogen as a primary energy carrier in

data center applications in terms of reliability, efficiency, electrical and hydrogen topology, infrastructure

layout, and control strategies. A comprehensive review of commercially available and emerging

hydrogen technologies related to storage, transport, electricity generation, and cooling was conducted.

Based on this literature review, two designs for a hydrogen data center were developed. A modular

approach to the design was proposed, where each module is self-contained and responsible for providing

the servers with 1 megawatt of electrical power and cooling.

The first low-temperature design utilizes a hydrogen pipeline with pressure swing adsorption purification

supplying hydrogen gas to a cogeneration system. This system combines a low-temperature Proton-

Exchange Membrane fuel cell and a direct-fired hydrogen single-stage absorption refrigeration cycle

into a single unit to deliver stable power and cooling to the servers. The findings indicate that the overall

energy efficiency of this design configuration is high, and the technologies are mature enough to be used

today. However, the study identified various technological limitations of purification systems that must

be addressed with further research and development. The second high-temperature design eliminates

the need for a purification system, relying instead on high-temperature Proton-Exchange Membrane

fuel cells coupled to a double-effect absorption refrigeration system. Unfortunately, this design is not

feasible in 2024 because the high-temperature fuel cells are in the early stages of development.

A cost analysis was conducted for both designs in the current (2024) and projected (2030) scenarios. The

results indicate that at the current level of hydrogen technology development and manufacturing, the

operational costs of the low-temperature configuration were comparable to the traditional data centers.

However, if hydrogen technology continues to develop according to the projected trends, the proposed

designs can achieve up to 50 % cost savings compared to the grid-powered data centers. This research

showcases the potential for hydrogen as an energy carrier in data center applications, encouraging

further research and exploration of hydrogen technologies.
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1
Introduction

1.1. Motivation
Data centers are one of the most important technologies in the modern world. They enable ubiquitous

connectivity between people and businesses at very low costs. Digitization forces innovation and pushes

technological advancements further. Data centers are at the forefront of this progress, allowing the

colocation of high-performance computing and networking resources to fulfill ever-growing customer

demands. However, rapid progress comes at an environmental cost. In 2016, data centers in the

United States handled about 300 million terabytes of data, consuming 8.3 billion kWh of energy, which

is approximately 35 kilograms of CO2 emissions per terabyte of data. [1] The trend is accelerating as

dependence on information technology grows, as seen in Figure 1.1.

Figure 1.1: Data center energy consumption predictions. [2]

According to the International Energy Agency, data centers are currently responsible for 1 % of global

greenhouse gas emissions. [3] This figure is expected to rise to over 2 % by 2030. [2] Although

Information and Communications Technology (ICT) companies heavily invest in renewable energy

projects, the industry’s efforts lag behind the rapid growth. Attempts at sustainability by data center

providers are significant for the sustainability industry as a whole. Data centers were the first to

implement high-efficiency power and cooling designs. Systems such as free-cooling economizers,

low-water usage cooling systems, and solar installations are some of the solutions that address the

carbon emission problem. Many data center operators participate in global corporate renewable power

purchase agreements, which accounted for half of the global agreements in 2020. [4] These agreements

1



1.2. Problem Definition 2

stimulate the economic benefits of early renewable power deployments, as the ICT sector subsidizes

them.

1.2. Problem Definition
Addressing the industry’s sustainability will require a radical change in infrastructure. Traditional

data centers use a power grid connection to deliver electricity and provide cooling to the Information

Technology (IT) equipment. Higher density and reliability deployments, known as hyperscale data

centers, utilize carbon fuels in their on-cite power plants for power. [5] All modern data centers focus

on maximizing energy efficiencies, and the efforts have been effective. However, for the industry to

become truly "green," clean and renewable energy sources must be used instead. The current efforts

to achieve net-zero emissions use sustainable energy generation techniques such as solar and wind.

Unfortunately, these intermittent energy sources violate reliability principles — the primary operational

constraint of data centers. Other alternative technologies must be considered in data center applications

as industries worldwide are transitioning to clean energy.

The objective of the feasibility study is to explore hydrogen as an energy carrier for power and cooling in

data centers. Hydrogen’s properties make it relatively easy to transport and store, and if used on a large

scale, it could be cost-effective compared to purchasing electricity from the utility grid. Betting early on

the potential success of the future hydrogen economy can provide an early technological advantage

in the data center industry. The proposed solution has the potential to reduce running costs while

eliminating CO2 emissions.

1.3. Research Questions
This research aims to answer theoretical questions about implementing a data center in the Netherlands’

upcoming hydrogen economy. Due to many intangible factors present in data center infrastructure,

the answers are by no means complete. Physical prototyping and validation are required to assess the

results of this research. The questions are the following:

1. What are the opportunities and challenges of a data center utilizing hydrogen as a primary fuel

source for power and cooling while adhering to high standards of reliability and efficiency?

2. How does a hydrogen data center infrastructure compare to existing state-of-the-art data centers

regarding energy efficiency, reliability, and costs?

3. What are capital investment and operational costs associated with hydrogen-based data center

infrastructure, and are they competitive with existing data center designs?

1.4. Thesis Outline
Chapter 2 will explore technologies and best practices of the existing data centers. The organization

of servers, typical infrastructure design, and industry constraints in terms of reliability and efficiency

metrics will be explored. Next, Chapter 3 will outline relevant hydrogen technologies applicable to data

center infrastructure. An in-depth literature review will be performed on hydrogen storage, transport,

electricity generation, and cooling methods. In Chapter 4, two designs of the hydrogen data center

will be proposed. The design will be composed of infrastructure component layout, electrical and

hydrogen system topology, physical arrangement of components, and operational procedures. Selection

of hydrogen technologies will be performed, and commercially available options will be explored.

Chapter 5 will perform mathematical modeling of the system. Electricity generation and cooling system

will be coupled, and the total hydrogen consumption rate will be determined. Chapter 6 will evaluate

the economics of the proposed design in terms of capital investment and operation costs. Lastly, Chapter

7 will conclude the proposed design and evaluate the feasibility of a fully hydrogen data center.
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Traditional Technologies

Traditional data centers have had many years to develop and improve electrical and thermal systems.

Modern state-of-the-art projects concentrate as much computing power as possible into small areas

to extract high efficiencies. [6] The rise of colocation — sharing a data center space among multiple

companies — has contributed to improvement and standardization in the industry. [6] The rise of

cloud computing has further incentivized the industry to move towards the centralization of even more

computing resources, leading to what is called hyperscale data centers. [7] With their high energy

density and tight integration of infrastructure components, these data centers operate with remarkable

efficiencies. The data center industry has developed various standards for organizing, powering, and

cooling computing resources. This commonality allows for the portability of developed technologies

between hardware vendors, installers, and data center owners. A hyperscale data center is an excellent

example of efficient resource utilization. Unfortunately, the source of their energy is predominantly

fossil fuels.

This chapter will discuss traditional technologies used in modern data centers. It will explore the

organization of a server room and review the design of traditional infrastructure in terms of power and

cooling. The industry’s reliability metrics will be studied in depth, and electrical system typologies will

be assessed.

2.1. Server Room Organization
Arranging high-power servers in small areas is a great challenge. The goal of modern server layouts

is to segregate cool and exhaust air. High-density data centers utilize rack, cabinet, and server room

layouts. This highly optimized design philosophy is the focus of the server room organization strategy.

2.1.1. Rack Servers
RU (Rack Units) or simply U (Units) is a standardized measurement of the height of the server, with

each U measuring 1.75 inches tall. [8] Some servers may be taller and occupy, for example, 4U or 7

inches. [8] An image of different server racks can be found in Figure 2.1. The dimensions of the racks

are standardized globally as IEC 60297 standard. [9] These standards recommend width and depth for

easy integration between manufacturers and installers. A typical width is 19 inches, and a typical depth

is 36 inches. [10] The server racks are usually assigned a specific role and are responsible for either data

storage, processing, or transport. [11] The thermal requirements of each type of server are different, but

in general, fans are installed inside the server to push the air through the electrical components. [12]

2.1.2. Racks
Racks and cabinets are also standardized and designed to fit servers of IEC 60297 specifications. A

minimum height of 48U is recommended to maximize horizontal space. [13]. The role of the rack or

cabinet is to install the servers conveniently, as well as to provide power and networking. Cabinets differ

from racks as they provide an additional level of security by encapsulating the servers in a closed frame.

3
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Figure 2.1: Rack servers of different sizes. [8]

Figure 2.2 demonstrates the difference between racks and cabinets. Standardized mounting layout

allows for installation of rails — easing maintenance of installed servers. Usually, each rack houses

power delivery gear at the lowest level and networking gear at highest levels. [13] This uniform design

philosophy is utilized to homogenize the routing of resources. The power and networking supporting

hardware are also packaged as standard U-Rack servers. By following these design principles, data

center operators can arrange compute resources most optimally. Expansion of the data center capacity

is easier when such rules are in place.

(a) Rack [14] (b) Cabinet [15]

Figure 2.2: Rack and cabinet.

An increase in the energy density of racks creates difficulties for data center design. The average power

density per rack has grown from 2.4 kW in 2011 to 8.4 kW in 2020. [10] The increasing demand for

artificial intelligence has boosted power consumption per rack to 40 kW or more. [10] Uptime Institute

defines rack density zones to assist in the appropriate cooling system selection, available in Table 2.1.

[12] The internal workings of these servers are left as an exercise for the reader as they are outside of the
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scope of this study. However, it is essential to understand these compact computer systems’ thermal

properties to address cooling challenges.

Classification Power per rack (kW) Power density (W/m
2)

Low density < 0.6 < 215

Medium density 0.6 – 1.2 < 430

High density 1.2 – 3.3 < 1184

Ultra-high density > 4.0 > 1432

Table 2.1: Rack density definitions. [12]

2.1.3. Server room
On a grand scale, clusters of data center cabinets are encapsulated into separate rooms, each operating

independently. These rooms are designed for predicted electrical and thermal loads based on the server

hardware specifications. The primary goal of room organization is to control temperature and humidity.

[16] The secondary consideration is to filter out environmental contaminants and direct airflow in

specific ways. [16] Lastly, the room arrangement model provides a layer of physical security. [16]

In a typical deployment, multiple air conditioning units are installed in each room. The optimal strategy

for room-based cooling is to direct airflow most efficiently. [7] Modern designs segregate the intake and

exhaust of the server racks because significant efficiency losses are incurred when the hot exhaust is

mixed with the cool intake. Operating expenses can be reduced by 10 – 30 % with proper airflow design.

[7]

The most common method of organizing the thermal flow is the raised floor plenum (RFP) hot aisle/cold

aisle configuration. [13, 17]. This method is widely used in the industry to optimize cooling performance.

[17] Visualization of this approach is presented in Figure 2.3. This cooling method heavily utilizes

the difference in density between hot and cold air. The racks are arranged in rows with alternating

orientations to segregate the hot and cold temperature zones. Fresh cool air enters the cold zones from

under the floor through perforated tiles. The hot air is collected from a high point of the hot zone. The

constrained cooling flow prevents chilled air from mixing with exhaust, improving efficiency.

Figure 2.3: Raised floor plenum hot-aisle/cold-aisle server room configuration. [13]

2.2. Infrastructure Design
The structure of a traditional data center is outlined in Figure 2.4. The key components of the electrical

system are the utility power grid, backup generators, a power switch, an uninterruptible power supply

(UPS), and power delivery units (PDUs). [11] The cooling system comprises a chiller, cooling tower, and

an optional economizer. [11] All non-renewable data centers utilize grid connection as a primary source
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of energy input. In the case of high-reliability data centers, multiple grid connections are used. [5]

The power switch, commonly known as an automatic transfer switch, maintains a stable power output

from one of the available sources. [5] Once energy enters the data center, it is directed toward the two

subsystems of IT equipment: power and cooling. Generally, 45 % of energy is used by the IT equipment

and 38 % by cooling systems. [11] Ancillary building services cater to the staff that oversees the daily

operation, including security systems, air-conditioning offices, and lighting. [18] The breakdown of

energy use of a typical data center can be found in Figure 2.5.

Figure 2.4: Infrastructure component diagram of a traditional data center. [11]

Figure 2.5: Power consumption breakdown of a typical data center. [11]

There is a large variety of different configurations depending on the deployment specifications, each

ensuring a certain degree of reliability. The most common method of strengthening this metric is to

deploy diesel backup generators and robust UPS systems. [5] In case of a grid malfunction, the UPS

picks up the power spike while the diesel generators are powering up. [19] In theory, the data center

can run for extended periods as long as the backup fuel is supplied. A large bank of lead-acid batteries

is usually used to absorb the initial power spike on grid disconnection. [19] Typically, the batteries have

enough capacity for 15 minutes of outage. [16] The diesel generators are a vital part of running cloud

services reliably. According to Microsoft, diesel generators, on average, are used once every year during

an outage. [20] There is a significant cost associated with maintaining expensive equipment, which is

mostly idle. [20] Elimination of these components in data centers can improve operational costs.

Transitioning traditional data centers to sustainability is a significant challenge, with the U.S. government

classifying data centers as wave 3 of the hydrogen transition roadmap — a priority similar to hospitals.
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[21] It is suggested that the wave 3 transition should occur after the technology has matured and is

thoroughly tested in other industries. [21] However, the eventual transition to fully renewable fuels is

inevitable. Understanding and reusing existing data center technologies can simplify this transition by

building on top of decades of operational experience.

2.2.1. Electrical System
The electrical system, commonly called the power conditioning system, is at the core of data center

operation. Before the energy from the grid is supplied to the individual server racks, it must be cleaned

and converted to proper voltages. Power conditioning is achieved through the use of Uninterruptible

Power Supply (UPS), Power Supply Unit (PSU), and Power Delivery Unit (PDU). [11] A diagram of the

power flow of a traditional data center is outlined in Figure 2.6.

Figure 2.6: Power conditioning system.

Uninterruptible Power Supply
An uninterruptible power supply is one of the most important components in the electrical system

of a data center. UPS addresses issues with electricity delivered by the grid or backup generators.

Electricity from the primary switch may contain the following bad qualities: interruptions, impulsive

transients, under-voltages, over-voltages, phase-desyncing, and harmonic distortion. [22] As the UPS

buffers incoming power, it addresses all these issues and protects the IT equipment. [22] Typically, the

UPS is sized to power the entire data center for 15 minutes. [16] However, in most cases, during an

outage, they are used for only 30 seconds - the time it takes for diesel generators to reach full power. [20]

Since traditional data centers rely on the three-phase electrical grid, AC power must be consumable and

producible by the UPS. Double power conversion from AC/DC and DC/AC incurs significant power

losses, especially when the IT load is low. [23] Synchronization and correction of phases are difficult,

significantly increasing equipment costs. [23] Some data center designs, namely Google’s "Customized

Server," utilize a DC bus design to avoid inefficiencies and decrease costs. [23]

Power Delivery Unit
The power delivery unit distributes power to many server racks inside the cabinet. PDU acts like a

sophisticated power strip. It is common for this device to measure the power usage of each server and

report it to the control system. [24]

Power Supply Unit
The power supply unit is the last step of power conditioning. This power converter is located inside

the server rack. It converts high-voltage AC into DC power for the server hardware. High-voltage AC

power is used throughout the power conditioning system for efficiency benefits, as resistive current

losses are minimized. [25] The incoming AC can be 1 or 3 phases, and the voltage varies depending on

the country, with typical values of 120 V or 208 V in North America and 230 V or 400 V in Europe. [25]

The output of PDU provides higher currents at standard server component voltages, with typical values

of 12 V and 5 V. [26]
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2.2.2. Cooling System
The data center’s cooling systems ensure that the IT equipment operates optimally. Proper is essential to

fulfill the reliability, efficiency, and longevity requirements. [27]. The cooling system operates by moving

the heat from the server room into the outside environment using a vapor-compression refrigeration

cycle. [28] The principles of operation are the same as residential air conditioners, with extra focus

on precision and reliability. [28] This specialized air conditioning equipment is commonly called a

"precision cooling system." Large-scale data centers implement either water-cooled or chilled water

designs. An economizer can also be installed to lower energy requirements. [26]

Water Cooled
Water-cooled systems utilize a refrigerant to maintain the desired temperature and humidity within

data centers. The system is made of three components: The Computer Room Air Conditioner (CRAC)

unit located inside the IT environment, the pump package inside the mechanical room, and the cooling

tower mounted on the roof. [27] The CRAC unit draws warm air from the servers, cools it through

refrigeration coils, and recirculates the cooled air. [27] Many of these units are connected to the pump

package, which transports the heated refrigerant to the cooling tower. The cooling tower then dissipates

the waste heat into the external environment.

This cooling solution offers some advantages, such as high reliability and ease of installation. [29, 27]

However, these benefits also come with significant drawbacks. The system is expensive to install and has

very high maintenance costs while consuming large quantities of water. [29, 27] The water consumption

is due to the use of evaporative cooling in the cooling tower. Each CRAC can sustain a cooling load of

35 – 150 kW. [28]

Chilled Water System
Chilled water systems operate on a different principle as they use a central chiller and a Computer Room

Air Handler (CRAH) unit. [27] The chiller in the mechanical room contains a complete refrigeration

system. The cooled water from the chiller is then supplied to the CRAH units. Unlike CRAC units,

CRAH units are passive components without any moving parts. [27]

Centralization of refrigeration offers several benefits. The overall system is cheap and can support a

large number of CRAH units, making this system ideal for large-scale installations. [27] Unfortunately,

it is not a good choice when high reliability is a priority. This design creates a single point of failure and

is more prone to mechanical malfunctions. [27]

Economizer
Economizers are another important efficiency-optimization component of a data center. The idea behind

the economizers is that the outside environment can be used instead of a cooling system when the

temperature outside is sufficiently low. [30] The outside environment must be suitable for the economizer

to affect the minimization of cooling system use significantly. [30] Some Nordic countries have optimal

climates where the data center uses an economizer exclusively for cooling. [30] Airside and waterside

are two types of economizer systems, each offering its own set of advantages and disadvantages. [30]

The airside economizer draws cold air from the outside to the data center room. However, the outside

air must be processed to correct humidity and quality standards. [30] Filters are in place to avoid

contaminants that can damage IT equipment. This type of economizer is recommended for locations

with stable temperature and humidity profiles. [30]

Waterside economizer operates on a different principle. It indirectly cools the servers, using outside air

to reduce the temperature of the chilled water. [30] This cooling strategy is known in the industry as

"free cooling" because, in favorable climates, the chiller is bypassed completely, resulting in large cost

savings. [31] The costs of producing chilled water can be reduced by up to 70 %. [31]

2.3. Reliability
Data centers are a crucial component of the modern interconnected world. Many critical infrastructures,

such as healthcare, government, public transport, and communications, depend increasingly on

computing services provided by data centers. To ensure the stable operation of these industries, data

centers must operate reliably with minimal downtime. The reliability of data center infrastructure can
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be estimated using various metrics and calculated by operational performance measurements. [26]

Infrastructure designs are then classified into tiers based on their reliability ratings.

2.3.1. Reliability Metrics
Reliability metrics are essential to quantifying the performance of the data center. Firstly, they provide

insights into the consequences of interruptions in terms of frequency, duration, or extent of outages,

enabling data center operators to optimize the quality of IT services. [26] Secondly, these metrics also

serve as benchmarks for performance, enabling quantitative comparison between different data center

designs. Lastly, reliability metrics are used as compliance tools, as the clients occupying the data center

must satisfy their own criteria and regulations. [26] Software companies cannot guarantee operational

compliance to their clients without strong reliability guarantees at the physical server layer. [26]

The most common system-wide metric indices are SAIDI, SAIFI, CAIDI, and CAIFI. [26] These metrics

aim to quantify the undesirable effects of failures on system and customer level in terms of duration and

frequency. The summary of these metrics is provided in Table 2.2.

Service Level Agreements (SLAs) are a common practice in the ICT sector to enforce reliability and

availability requirements. [11] Specifically, SLA is a contract between the service provider and a

customer in terms of the level of performance, operational uptime and any of the aforementioned

metrics. [32] These agreements hold the data center accountable for downtime exceeding the advertised

end-user availability. [32] Also, they set tenant expectations; SLAs enable enterprises to guarantee their

commitments to their customers. Failures can have severe cascading effects, as data center reliability is

the foundation of all online businesses.

Metric Computation Description

System Average Interruption

Duration Index (SAIDI)

sum of all customer interruption durations

total customers in the system
Average annual outage time per

utility customer

System Average Interruption

Frequency Index (SAIFI)

number of customer interruptions

total customers in the system
Average annual number of in-

terruptions per utility customer

Customer Average Interruption

Duration Index (CAIDI)

sum of all customer interruptions

number of customer interruptions
Average interruption duration.

Customer Average Interruption

Frequency Index (CAIFI)

number of customer interruptions

customers with at least one interruption
Average number of interrup-

tions for customers experienc-

ing an interruption.

Table 2.2: Common reliability metrics. [26]

2.3.2. Tiers
In data center reliability certification, tiers are the most prevalent metric. This metric is part of the

ANSI/TIA-942 standard from the Telecommunications Infrastructure Standard for Data Centers. [33]

Clear requirements and certification procedures are implemented to unify reliability measurements.

That means when a company refers to a tier IV data center, they guarantee a fault-tolerant operation

with five nines of availability, allowing for 76 seconds of downtime per year. [11] The tier specification is

not a definitive guide for infrastructure implementation but a template for achieving certain operational

stability. [5] Since data centers are custom-built, each one of the deployments should be certified by

an independent third party. [5] The specification recommends counts of electrical and mechanical

system components such as grid connections, backup generators, UPS, and cooling systems. Table 2.3

summarizes all tier requirements.

There is a significant difference between component and end-user reliability ratings. Component

reliability refers to hardware resilience to failure of any system component for recommended layouts

of IEEE Standard 493-2007. [34] The standard assumes that the overall rating for the data center is as

reliable as the minimum reliability rating of each component. [34] Therefore, component reliability

is a purely theoretical computation that encompasses the failure rates of the hardware components

organized in standardized electrical topologies with component counts as listed in Table 2.3. In practice,
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Tier I Tier II Tier III Tier IV
No. of utility supplies 1 1 1+1 2

No. of backup generators Optional N N+1 2N

No. of UPS N N+1 N + 1 2N

No. of mechanical sys-

tems (cooling)

N N+1 N+1 2N

Component availability 0.999 947 0 0.999 951 2 0.999 979 1 0.000 007 6

End-user availability 0.9967 0.9975 0.9998 0.9999

Maintenance outage for

maintenance

outage for

maintenance

concurrently

maintainable

fault tolerant

Table 2.3: Comparison between different tiers of reliability. [5, 34]

the reliability ratings are lower as they consider human error and planned maintenance. [34]

In Table 2.3, terms such as N+1 (need plus one) or 2N (double need) represent the component counts.

[5] In need plus one configuration, "N" refers to the count of components that share the full load, and "+

1" specifies that one redundancy is on standby, ready to take over operation when other component

fails. [22] Higher redundancy is possible; for example, N + 2 allows for two components to fail, enabling

concurrent maintenance on the system without total shutdown. An illustration of this concept with

respect to a UPS subsystem can be found in Figure 2.7. With higher reliability goals, double need

configuration requires two separate distribution paths to be present. [5] As a result, the whole UPS

system can fail because another one has full capability to take over and fulfill the power demands. An

excellent example of a "2N" configuration is a power distribution system. The server is always connected

to two separate UPS subsystems through two redundant PDUs. [5]

Figure 2.7: N+1 configuration example for UPS subsystem. [22]

A data center certified to the highest reliability tier IV requires a redundant cooling source with critical

components running through a fault-tolerant electrical supply. [5] Two electrical subsystems must

power each server. Because hardware is over-provisioned, maintenance can be performed without

interrupting operation. [11] Every single mechanical and electrical component like pumps, fans, power

switches, wiring, UPS, and PDU, needs to be connected in a way to satisfy peak load when another half

of the components fail. [34] Critical components such as fluid pumps must always run on stable power

through the UPS.

Figure 2.8 illustrates the electrical system topology, showcasing the redundancy of systems designs

to account for an inevitable failure of hardware. The diagram indicates primary connection paths

with solid lines and redundant connectivity with dashed lines. Automatic failover guarantees stable

operation during unexpected faults or planned maintenance. Figure 2.8 demonstrates the intentional

split of the infrastructure into two halves. The halves are "interwoven," operating at half capacity each.

The Uptime Institute suggests that international companies in E-commerce, market transactions, and
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finance best fit this reliability tier criteria. [5] Over provisioning of hardware, no matter the cost, is a

needed sacrifice, as these businesses run software designed to operate 24/7, and downtime can have

serious financial or legal consequences.

Figure 2.8: Electrical system topology of tier IV data center. [5]

It is also essential to consider sacrificing reliability to cut costs. Lower-reliability data centers cater

to firms that do not solely rely on IT infrastructure or use web presence as a passive marketing tool.

[5] Data centers at the lower tier do not even have to employ backup generators and must go offline

during maintenance. Figure 2.9 illustrates the simplicity of the architecture, especially when compared

to Figure 2.8.

2.3.3. Thermal environment
Properly cooling the IT and infrastructure equipment presents challenges related to reliability. As

the density of server racks increases, maintaining optimal temperature and humidity becomes more

challenging. Failures in thermal control can cause erratic or unrepeatable errors, high soft error rates,

and hardware failures. [12] Soft errors are particularly damaging for online businesses as correct

software fails when running on deteriorating hardware. [12] Therefore, temperature and humidity must

be controlled at all times to prevent unexpected failures.

Excessive temperatures cause hardware to activate protection mechanisms and throttle their performance.

On the contrary, over-cooling can lead to dew formation, increasing the chances of short-circuit. High

humidity may lead to printed circuit board failures. [12], while low humidity increases the chance of

static electric discharge. [29] Even when temperature and humidity ranges are maintained, thermal

fluctuations can cause issues. [12] Excessive expansion and contraction of the materials inside the

computers can cause premature hardware failures weeks or even months later. [12] Diagnosing these

issues is complicated. Therefore, a proactive approach to thermal management must be taken.

ASHRAE Technical Committee 9.9 publishes thermal guidelines for recommended temperature and

humidity ranges in the data center, available in Table 2.4. The specification defines a set of class zones
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Figure 2.9: Electrical system topology of tier I data center. [5]

representing different levels of strictness regarding the thermal environment. Class A is the most

stringent, defining the tightest temperature and humidity ranges while requiring uninterrupted cooling.

[12] Class A can only be achieved with high-reliability data centers of certification tier III or above, as

cooling load must be satisfied during an outage or chiller failure. [12] Cooling components like fans and

pumps must be operated on the critical power system running on the UPS, which is not required for tier

I and tier II certifications. [12]

Like the tier specifications, lower thermal reliability classes are also defined, as some businesses can

tolerate the uncertainties. In turn, operating a data center at the lowest recommended thermal Class C

reduces cooling expenses significantly. [12] In some cases, economizer cooling is sufficient, resulting in

zero-cost cooling. [12]

Class A Class B Class C
Dry-Bulb Temperature (°C) 18-27 5-35 5-40

Relative Humidity (% rh) 60 8-80 8-80

Classification Uninterruptible Continuous Interruptable

Table 2.4: Cooling zones of ASHRAE 2015 Thermal Guidelines. [35, 12]

Thermal guidelines for data centers have undergone significant changes, with newer standards allowing

for higher operational temperatures. [30] Data center operators have found that running IT and

infrastructure systems at higher temperatures can significantly reduce cooling requirements. [30]

Oracle found that increasing temperature by 1
◦
C reduces energy bills by 4 %. [30] Google has run its

servers at elevated temperatures for a long time now, utilizing this strategy to stay ahead of competitors

regarding sustainability metrics. [36] They report that raising the temperature by 2 – 4
◦
C reduces energy

consumption between 20 and 28 %. [30]

2.4. Efficiency Metrics
Data centers aim to improve operational efficiency to reduce costs and environmental impact. Reliable

and uniform performance metrics are a powerful industry tool, leading to many innovations and

improvements. These efficiency measurements, metrics, and reporting conventions are guided by a

group of leaders across the industry, spanning large corporations, certification bodies, and government

agencies. [18] The two main metrics of concern are Power Usage Effectiveness (PUE) and Water Usage

Effectiveness (WUE).
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2.4.1. PUE
Power usage effectiveness is a metric for characterizing and reporting overall data center infrastructure

efficiency. [18] It is calculated on annual data and includes all energy types such as electricity, natural

gas, and consumption of chilled district water. [18] In mathematical terms, PUE is total data center

energy consumption divided by IT energy consumption. [18] The goal is to achieve a value close to

one, meaning all used energy was spent on running the servers. Values above one signify losses during

operation, where cooling and supporting infrastructure are typically the biggest contributors. [18]

Unfortunately, this metric has its criticisms. Energy usage information is proprietary data that the

companies strictly guard. [37] Lack of transparency and incompatibilities between measurement

techniques of different companies make it challenging to asses and verify reporting. [37] Additionally,

this metric cannot be used for sustainability measurements, as research does not show a strong correlation

between emission performance and PUE. [38]

Google is an exemplary company when it comes to the sustainable design philosophy and use of PUE

metrics for continuous efficiency improvements. In 2024, Google reported an average 12-month PUE

score of all their data centers of 1.09 — a significant improvement from the value of 1.20 in 2009. [36] For

every 1 kW of server electricity consumption, only 90 W of energy was used to support the operation.

This figure is impressive compared to an estimated industry average of 1.98 in 2011 and 1.55 in 2022. [39]

PUE scales different energy sources by a weighting factor, allowing for the calculation of an equivalent

PUE for the proposed hydrogen data center. A scaling factor of 0.3 should be applied when hydrogen

is used as a fuel. [18] Unfortunately, the PUE of a hydrogen data center cannot be determined with

certainty before construction. Measurements from the running data center are required for accurate

evaluation. [18]

2.4.2. WUE
Water usage effectiveness is defined as annual water usage divided by the total IT energy usage. [40]

The units of WUE are in liter per kilowatt-hour. [40] The U.S. national average WUE of data centers is

1.8. [40] Using the average WUE, a 1-megawatt data center has water demand of about 15 million liters

per year.

Cooling towers are a major contributor to data center water usage. Industrial cooling towers operate on

the principle of latent heat of vaporization of water. They consume large amounts of water because the

heat is dissipated by evaporating water. [41] Regardless of the operating efficiency, approximately 1.8

gallons of water are evaporated for every ton-hour of cooling. [41] Converting to metric units results in

1.9 liters/kWh. Other effects of the cooling towers, such as bleed-off and drift, further increase the water

usage requirements. [41]

The ICT sector is taking initiatives to minimize water usage’s economic and ecological impacts in data

centers. Google aims to replenish more water than it consumes through the water stewardship program.

[42] The goal is to replenish 120% of the freshwater consumed across their offices and data centers by

2030. Unfortunately, Google and other data center companies do not publish WUE metrics of their data

centers.
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Hydrogen Technologies

Hydrogen is the most abundant chemical element in the universe, and if used as a fuel, it has a lot of

potential to drive the sustainable economy of tomorrow. [43] From a chemical perspective, hydrogen is

a unique molecule. Its heating value is three times higher than petroleum, which makes it, in theory,

the best fuel to transport and generate energy. [43] Hydrogen is suitable for data center applications

because it has the same properties as electricity: it can be transported and stored relatively easily.

This chapter will provide an overview of hydrogen as an energy carrier. Commercially available and

emerging methods of production, storage, transport, purification, electricity generation, and cooling

will be discussed.

3.1. Production
A report by the Hydrogen Council, a group of 145 companies aiming to transition to clean energy

through hydrogen, expects tremendous growth in the coming years. [44] Figure 3.1 shows the planned

production capacity of electrolysis projects, which aim to generate over 300 GW of green hydrogen by

2030, with a total investment of $570 billion up-to-date. [44]

Figure 3.1: Global announced cumulative electrolysis capacity. [44]

The report focuses on green hydrogen, which has no carbon emissions. However, not all hydrogen is

equal in terms of environmental impact. There are many different ways of producing hydrogen for use

14
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in industrial applications. The industry classifies these methods in terms of color.

3.1.1. Colors
The color of hydrogen is directly tied to the fuels used and production methods. Table 3.1 outlines the

most common manufacturing techniques and their related colors.

Color Fuel source Production process CO2 emissions Efficiency (%)
Black Coal Gasification High 35

Gray Natural Gas Steam reformation Medium 74 – 85

Blue Natural Gas Steam reformation +

Carbon capture and

storage

Low 74 – 85

Green Water + renewables Electrolysis Minimal 70

Pink Water + nuclear Electrolysis Minimal 70

Table 3.1: Hydrogen color spectrum. [45, 46]

Black Hydrogen
Black hydrogen is the least environmentally friendly option for hydrogen production. The gasification

production method suffers from low efficiencies and very high CO2 emissions. [46]

Gray Hydrogen
Grey Hydrogen is produced through a process of Steam Methane Reformation (SMR). [45] Natural gas

is used as a feedstock, producing hydrogen and byproducts by splitting methane in a high-temperature

reformation process. SMR is a mature and commonly used method for hydrogen production, accounting

for more than 80 % of worldwide hydrogen. [46]

Blue Hydrogen
Blue hydrogen production uses the same process as gray hydrogen. However, the emissions are reduced

using Carbon Capture and Storage (CCS) technology. [45] Captured greenhouse gases are stored

underground, resulting in a clean but not sustainable hydrogen fuel source. [45]. Blue hydrogen is a

good fuel during the transition to clean and renewable hydrogen economy. However, the CCS process is

imperfect as some CO2 escapes into the atmosphere. [46]

Green Hydrogen
Green hydrogen is also known as renewable hydrogen. It is produced from water using an electrolysis

process. [45] This process uses electrical power from renewable energy sources such as solar and

wind to split the water molecules into hydrogen and oxygen. [45] Green hydrogen is a holy grail of

sustainability as it produces no greenhouse emissions, albeit at a low efficiency [45] Currently, the

deployment of renewable energy is small; therefore, this production method is relatively expensive.

[45] Green hydrogen makes up a small percentage of global hydrogen production, but it is expected to

change as renewable energy prices fall in the coming years. [45] U.S. Department of Energy speculates

that hydrogen produced from electrolysis will be the cheapest in the long run. [21]

Pink Hydrogen
Pink hydrogen is produced using the same electrolysis method as green hydrogen, but a nuclear power

plant supplies the electricity. [45] Stable power production of a nuclear power plant is a good fit

for continuous electrolysis applications. Pink hydrogen can greatly assist in transitioning to a fully

renewable hydrogen economy.

3.2. Storage
Hydrogen is a physical energy carrier that can be stored inside physical containment structures, unlike

electricity. This makes hydrogen storage a much cheaper alternative to electrical batteries. Even though

a third party would provide hydrogen through perpetual contracts, maintaining backup for higher

reliability is essential. A sizable buffer should be sufficient to deal with malfunctioning supply chains
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and allow the data center to operate during disruptions in the supply chain. An overview of available

technologies is outlined in Table 3.2.

Property Compressed
(70 MPa)

Metal
Hydride

Organic
Liquid

Volumetric Energy Density (MJ/L) 4.9 13.2 – 13.7 5.68 – 6.72

Gravimetric Energy Density (MJ/kg) 6.84 2.28 – 9.12 7.44

Gravimetric Hydrogen Density (wt%H2) 5.7 1.9 – 7.6 6.2

Release Temperature (°C) - 250 200 – 400

Storage Temperature (°C) 25 25 -

Waste Heat of Release (kJ/molH2) - 119 67.5

Added cost ($/kg) 0.15 – 0.60 0.40 – 4.0 -

Table 3.2: Overview of hydrogen storage technologies. [47, 48]

3.2.1. Compressed Hydrogen
The most compact and economical way to store hydrogen is by using high-pressure storage tanks. [49]

Data centers can safely store these tanks near the supply side. To store sufficient amounts of energy,

hydrogen needs to be compressed during storage and decompressed before use. Both of these steps

require work and, therefore, introduce efficiency losses. [49] Unfortunately, hydrogen gas does not

compress linearly and requires more energy to increase pressure to higher levels. Therefore, it is

reasonable to use a lower pressure to achieve less losses due to compression. To facilitate dense storage,

the size of the tanks is limited to small volumes, and advanced materials like carbon fiber and glass

fiber-reinforced plastics are required. [47] The storage tanks are a mature technology with widespread

use in the hydrogen economy.

3.2.2. Metal Hydride
Metal hydride storage is a technology that utilizes inter-metallic compounds that store hydrogen atoms

inside unstable-hydride-forming elements. [47] Most common hydrides include MhH2, AlH3, LaNi6H6.

[47] These technologies offer high volumetric energy density, as the metals can store a lot more hydrogen

on the atomic level than other storage technologies. [47] Unfortunately, tight packing of atoms and

rearrangement of crystalline structures during discharge introduces a lot of resistance. Removing

hydrogen from hydride tanks emits a sizable amount of waste heat, resulting in low round-trip efficiency.

[47, 49] High volumetric density is a benefit for mobile applications where storage space is limited.

However, it has little benefit to data center deployments. High costs, slow discharge rates, high release

temperatures, and relative immaturity of the technology make metal hydride undesirable in data center

applications. [47, 49]

3.2.3. Liquid Organic
Liquid organics are also known as Liquid Organic Hydrogen Carriers (LOHC), where hydrogen is

stored chemically in organic molecules deficient in hydrogen. [49] Most common LOHC compounds

are toluene, cyclohexane, and naphthalene. [47] This technology demonstrates high density in terms

of volume and weight. However, its liquid form makes it a good candidate for transport rather than

stationary storage. High release temperature and complex chemical processing required to extract

energy make LOHC a poor candidate for hydrogen storage in data centers.

3.3. Transport
Data centers, like any large-scale industrial business, require a large volume supply of energy. Tradi-

tionally, the power grid was the only choice for delivering electricity. In the case of a fully hydrogen

data center, supply logistics are more difficult. The hydrogen industry is not very developed, but a few

options are available today. Hydrogen is a highly dense fuel that can be transported in a compressed or

liquefied form. [50] The available delivery methods are gaseous tube trailers, cryogenic liquid tanker

trucks, or pipelines. [50] Economically, the scale and location of the production site play a significant

role in the costs for hydrogen consumers. [50] Available delivery methods are outlined in Table 3.3.
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Truck, gaseous Truck, liquid Pipeline
Total Cost ($/kg/100km) 0.5 – 2.0 0.3 – 0.5 0.10 – 1.00

Capacity 400 per truck 4000 per truck 100 000 kg/h

Transport range Short Short Short to long

Efficiency (%/100km) 94 99 99.2

Table 3.3: Overview of hydrogen transportation technologies. [51]

3.3.1. Truck Delivery
Truck delivery is one of the most versatile and common methods for transporting hydrogen. The

flexibility and wide variety of stored fuels make it viable for continuous small-scale deployments and

emergency delivery.

In gaseous hydrogen delivery, hydrogen is transported as pressurized gas inside tank bundles. This

method is suitable for smaller quantities and has been previously used by Microsoft in experimental

backup systems. [20] The demand for a 48-hour storage system is low, making this the simpler

option. However, at large scales, the throughput is limiting. Research suggests that this method makes

short-distance continuous small-scale deployments and emergency delivery feasible. [52] Efficiency of

94% is achieved when fuel consumption by the truck is accounted for.

Hydrogen can also be transported in chemical forms though LOHC. They are stable compounds, making

them less insusceptible to leakage. [52] Large quantities can be delivered at once, and the hydrogen can

be extracted on site via cracking. These delivery methods have only been use for long distances and

very large quantities. [52]

3.3.2. Pipeline Delivery
The pipeline delivery method has low running costs and very low variable expenses. [52] Research

estimates total transmission cost at about $0.1 – 1 for a kilogram of hydrogen per 100 kilometers with

high transport efficiency of 99.2 % [52] The small efficiency losses are due to compressors maintaining

internal pressure, which acts as a short term storage, eliminating the need to buffer incoming hydrogen

on-premises. [51] Supply pressure deviations provide ample time for the hydrogen data center to react.

The downside of hydrogen-filled pipelines is leakage due to permeability and high capital investments

required to construct the pipeline. [53] The expected hydrogen leakage will can incur additional 4 %

transportation losses over longer distances. [53] Furthermore, this delivery method is only possible

in a select few locations worldwide. In 2023, a worldwide hydrogen pipeline length was reported to

be 5000 kilometers, compared to 3 million kilometers of natural gas pipelines. [54] The U.S. invested

heavily in hydrogen technology, with approximately 2500 kilometers of hydrogen pipelines in operation

today. [55] Overall consensus is that the hydrogen pipeline projects are successful. [55] Netherlands is

following suit and is currently constructing pipeline infrastructure in industrial areas.

European Association for the Streamlining of Energy Exchange published a recommended quality

specification for hydrogen in dedicated hydrogen pipelines. [56] The specification CBP 2022-001/01

recommends a minimal purity rating of 98 mol %. [56] It is likely that this purity will be used in the

European pipeline network.

3.4. Purification
An essential property of hydrogen for consumers is purity. The different production methods discussed

in Section 3.1 output hydrogen of different purity. Hydrogen fuel quality is particularly important in

electricity production involving fuel cells, as some technologies are more sensitive to impurities. The

membranes of fuel cells are particularly vulnerable to carbon poisoning, which can lead to premature

failures.

On the other hand, a worse grade of hydrogen generated from industrial byproducts and methane

reforming is widely available today. The industry is making efforts to standardize hydrogen purity.

Hydrogen consumers in chemical industries require the absence of specific contaminants, while other
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applications, like internal combustion, are more lenient towards impurities. [57]

Standard ISO 14687 attempts to unify hydrogen specifications in automotive and stationary applications,

and it can be found in Table 3.4. An alternative definition of hydrogen quality is in terms of grades. The

grade represents the minimum "number of nines" and the minimum amount of contaminants. [57]

Table 3.5 shows the breakdown of common grades.

Classification Purity (%) Application
A 98.00 Internal combustion engines for trans-

port

B 99.90 Industrial fuel for power generation or

heat energy source

D 99.97 PEM Vehicle Fuel cells

E-1 50.0 PEM Stationary Applications

E-3 99.9 PEM Stationary Applications

Table 3.4: Overview of ISO 14,687-2:2012 hydrogen purity standard. [57]

Grade Purity (%) Application
> 6.0 > 99.9999 Research grade

> 5.0 > 99.999 Ultra-high purity grade for semiconduc-

tor applications

> 4.0 > 99.99 Zero grade for fuel cell applications

> 3.5 > 99.95 Industrial grade

Table 3.5: Hydrogen grades and their application. [57]

The tables mentioned earlier are not all-inclusive representations of the fuel quality. Another consid-

eration of the fuel is the maximum quantities of impurities in terms of parts per million (ppm). For

example, hydrogen fuel for fuel cells must have the minimum amounts of the following contaminants:

Carbon Monoxide < 0.2 ppm, Formic Acid < 0.2 ppm, and Formaldehyde < 0.01 ppm. [57]

The industry is moving forward with ensuring that different participants in hydrogen adoption can

integrate their technologies safely. A special international technical committee, ISO/TC 197, was formed

to unify hydrogen production, storage, transport, and consumption standards. [57] This is an important

step the industry needs to take. This committee is currently developing 15 standards to ensure that

hydrogen becomes ubiquitous energy carrier of the future. [57]

An on-site purification system could be required if the quality of delivered hydrogen is out of spec.

Many purification options exist and some are commonly used to improve purity of non-sustainable

production processes. [57] The most prominent technologies are outlined in Table 3.6.

Property Palladium Mem-
brane Diffusion

Metal Hydride
Separation

Pressure Swing
Adsorption

Output purity (%) ≥ 99.9999 ≥ 99.9 99.999

Recovery rate (%) > 99 90 – 95 93 – 96

Scale of use Small to medium Small to medium Large

Table 3.6: Hydrogen purification technologies. [58]

3.4.1. Palladium Membrane Diffusion
Palladium membrane diffusion works on a principle of high permeability and high selectivity of

hydrogen. [59] Hydrogen is physically separated by the membrane by applied partial pressure. [59]

The atoms diffuse though the palladium membrane, yielding hydrogen of ultra-high quality. [59]
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The advantage of this technology is that it has low energy requirements. [59] Unfortunately, the

purification process requires very high temperatures around 450
◦
C. [59] High costs of palladium metal

make large-scale systems prohibitively expensive.

3.4.2. Metal Hydride Separation
The metal hydride technique uses the process previously discussed in metal hydride storage. Impure

hydrogen is pressurized into the metal hydride reactor while the impurities are discharged from the

other end. [60] After the process is complete, pure hydrogen is then removed from the tank. [60]

For continuous operation, it is essential to perform purification in batch mode, utilizing two or more

reactors in parallel. [60] Metal hydrides can be used as storage, which is an added benefit for data center

applications.

High-purity hydrogen is typically produced from 60 % hydrogen content. [60] This process can be

used on gasses containing as low as 15 % hydrogen concentrations. [60] Fortunately, using hydrogen

feed with a low content of impurities makes it relatively easy to achieve Grade 6 hydrogen gas. [60]

One publication demonstrated successful purification of 98 % industrial hydrogen to purity level of

99.9999 %. [60] Another publication demonstrated a successful small-scale combined purification and

fuel cell system rated at 200 W. [61] Furthermore, they have successfully used a metal hydride storage

system for stationary applications, storing and purifying 20 Nm
3

of hydrogen in a single reactor. [61]

Unfortunately, the metal hydride purification system is difficult to scale. Operating multiple reactors to

achieve continuous hydrogen output has proven challenging. [60] Metal hydrides with high hydrogen

absorption capacities can use expensive metals, making large-scale installations costly, especially

considering low gravimetric hydrogen density as was previously outlined in Table 3.2.

3.4.3. Pressure Swing Adsorption
Pressure swing adsorption is one of the most prevalent and widely deployed hydrogen purification

technology. Currently, approximately 85 % of the hydrogen produced worldwide is purified with this

method. [62] The PSA systems are used primarily in hydrogen production by SMR but are also utilized

for hydrogen recovery from hydrogen-rich off-gas streams containing a wide range of impurities. [63]

Hydrogen-rich gas mixture is passed though multiple stages of high-surface-area absorber to separate

and remove contaminants such as CO, CO2, CH4, H2O, and N2. [62] Even though the PSA process is

simple, many switching valves are needed for operation. They are vulnerable to mechanical failure,

introducing reliability concerns. [63] Hydrogen PSA units typically operate at a pressure of 1.4 – 4.8 MPa

and temperature of 38 – 66
◦
C. [63]

3.5. Electricity Generation
Fuel cells are technologies that produce electricity through hydrogen and oxygen electrochemical

reactions. [64] All fuel cells are made from three components: anode, cathode, and electrolyte. On the

anode side, hydrogen is oxidized, releasing electrons and protons. [64] The electrons travel through the

resistive load to the cathode, producing an electric current. [64] The protons pass through the electrolyte

to the cathode, which reacts with oxygen and the electrons to form water. [64]

This technology has many advantages over fossil energy generation methods, including modularity,

high efficiency, reliability, long lifespan, and CO2-free operation. [64] The absence of moving parts

makes fuel cells particularly suitable for data center deployments, as fewer points of failures improve

operational reliability.

Figure 3.2 provides an overview of a typical fuel cell setup, including supporting components required

for operation. Fuel cells could use hydrogen, natural gas, or methane as fuel. Since this feasibility study

focuses on sustainability, only fuel cells that use hydrogen will be considered. The following fuel cells

have been identified as suitable: low/high-temperature proton exchange membrane (LT-PEMFC/HT-

PEMFC) and alkaline (AFC). [65, 64] Table 3.7 outlines these technologies in terms of their common

properties. Other technologies, such as Solid Oxide, Molten Carbonate, Phosphoric Acid, and Direct

Methanol, are unsuitable for hydrogen-only operation. [64]

Operation temperature is the most important consideration, as waste heat must be reused in the cooling

solution for high efficiency. The coupled system must operate within a slight temperature difference to
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Figure 3.2: Fuel cell diagram. [66]

LT-PEMFC HT-PEMFC AFC
Operation Temperature (

◦
C) 50 – 80 160 – 200 [67] 60 – 90

Minimal H2 Purity (%) 99.99 75 [68] 99.99

Electrical Efficiency (%) 45 – 60 30 – 40 [67] 40 – 60

Power Density (mW/cm
2
) 350 - 100 – 200

Operational lifetime (hr) 40 000 17 000 [69] 10 000

Source [70, 64] [70, 64]

Table 3.7: Overview of hydrogen fuel cell technologies.

be compatible. In general, higher operational temperatures enable better reuse of waste heat and allow

district water preheating. Research suggests that the waste heat of fuel cells can also be an exclusive

source of energy for cooling, albeit with lower overall efficiencies. [71]

The second factor is hydrogen purity requirements. Some fuel cells require pure hydrogen and are highly

sensitive to CO2 impurities. [72] High purity requirements can drive up costs and require installing

an on-site purification system. Lax hydrogen purity requirements of the fuel cell allow low-grade,

cost-effective hydrogen sources to be utilized.

Lastly, operational lifetime is an important consideration. Fuel cells need to be replaced preemptively

during regular operation. They slowly deteriorate and must be replaced. Better lifespans will significantly

decrease operational costs and enable higher reliability tier certifications.

3.5.1. LT-PEMFC
Low-temperature proton exchange membrane fuel cells are typically referred to as PEMFC in the

literature. Thanks to their widespread use inside hydrogen vehicles, they are the most mature fuel

cell technology on the market. [72] Their research began for space and submarine applications in the

1950s, giving this technology a head start. [72] They have been used commercially for decades, with

the current durability of over 5600 hours of continued operation. [65] Furthermore, operating within

desirable temperature and humidity conditions can further increase their lifespans, with some research
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suggesting that 16 000 hours of continuous operation is possible. [65] Several projects have successfully

reached the megawatt scale with this technology. [72] This technology’s popularity and battle-tested

nature make it an appealing choice for risk-averse data center applications.

Other advantages of this chemistry include fast startup times and high energy density. The fuel cells can

quickly ramp up electricity production to meet power demands. The energy density allows for relatively

compact systems, which is advantageous in space-constrained environments like data centers. [70]

The negatives include using expensive catalyst materials, although prices are dropping due to economies

of scale. Furthermore, LT-PEMFCs are sensitive to carbon fuel impurities, as was discussed in Section

3.4.

3.5.2. HT-PEMFC
High-temperature proton exchange membrane fuel cells are a newer development than low-temperature

PEM fuel cells. They offer several advantages, such as insensitivity to fuel impurities and higher

operational temperatures, which enable higher overall efficiencies and produce higher quality waste heat

for cooling applications. [73] However, HT-PEMFCs have some drawbacks, including lower lifespans

than LT-PEMFCs and more complex internal heat transfer systems due to their higher operating

temperatures. [69] Additionally, achieving the megawatt scale with HT-PEMFCs has proven challenging,

partly due to the increased thermal management requirements and accelerated material degradation

at high temperatures. [73, 69] The startup performance of HT-PEMFCs is also slower than that of

LT-PEMFCs. [73]

3.5.3. AFC
Alkaline fuel cells are one of the earliest technologies, with strong commercial development in the 1970s.

[72] AFC has the advantage of fast startup, quick response time, and high efficiency. [64] However, their

disadvantages stifled global adoption. Low energy density limits the power to about 20kW per fuel

cell stack, making a one-megawatt target unreachable. [64] AFC is very sensitive to carbon dioxide,

requiring total elimination of CO2, even from the outside air. [64]

3.6. Cooling
Traditional data centers use vapor-compression refrigeration systems for cooling because they are

electrically efficient. [27] However, generating cooling without electricity is essential to achieve a

hydrogen-only data center goal. The absorption refrigeration cooling system (ARS) offers a promising

alternative to the conventional vapor-compression systems, utilizing heat from low-grade energy sources

for cooling. [74] If waste heat is insufficient to accommodate the cooling load, direct firing with hydrogen

is possible. ARS systems of various stages and working fluids are available on the market.

Table 3.8 outlines various configurations and their performance. The system’s efficiency is measured by

the Coefficient of Performance (COP), a ratio of cooling capacity at the evaporator in relation to heat

input for the generator. [75] Higher COP means more cooling energy is produced than consumed by

the ARS.

System Generator
Temperature (◦C)

Working fluid COP

Single Effect 80 – 110 LiBr/Water 0.5 – 0.7
Single Effect 120 – 150 NH3/Water 0.5

Double Effect 120 – 150 LiBr/Water 0.8 – 1.2
Triple Effect 200 – 300 LiBr/Water 1.4 – 1.5

Table 3.8: Overview of absorption technologies. [75]

Choosing the appropriate working fluid is essential when selecting an absorption system. Hundreds

of configurations exist in the literature, yet only a few are used commercially today. [75] Only mature

solutions will be considered to maximize reliability. Furthermore, the configuration must be highly

efficient and have low purchasing costs. According to findings in Section 3.5, it is necessary to ensure
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that the waste heat produced by the fuel cell is compatible with the specification of the generator. A

lithium bromide water mixture is preferred as a working fluid as it operates at a lower temperature than

ammonia-based systems.

Absorption refrigeration systems are a good choice for the hydrogen data center. Heat, which would be

otherwise lost to the surroundings, can reduce fuel usage and, therefore, CO2 emissions. [75] In the case

of a large-scale hydrogen fuel cell stack, the infrastructure’s operating costs can decrease dramatically.

Another advantage of the ARS in data center applications is high reliability due to few mechanical

components. A single pump is required in single-effect, and two pumps are used in double-effect

systems. [74] Compared to the vapor-refrigeration, the pumps used in the absorption cycle use little

electrical power. [74]

3.6.1. Single Effect ARS
A single-effect absorption refrigeration system will be used to explain operational principles. As shown

in Figure 3.3, the absorption cooling system consists of four main components: the generator, condenser,

evaporator, and absorber. Heat supplied to the generator raises a weak coolant and pushes it to the

condenser, which cools it down to a liquid. Once the coolant reaches the evaporator, the refrigeration

vaporizes to absorb heat. Next, the weak solution in the absorber absorbs the vapor, and the diluted

solution is pumped into the generator to release the refrigerant vapor. This cycle continues in repetition.

[74] Temperature difference between the generator and the evaporator drives the cycle.

Figure 3.3: Schematic of a single-effect absorption refrigeration cycle. [75]

Single-effect ARS with lithium bromide fluid is a good candidate. It can operate at low temperatures

that align with the operating temperature of LT-PEM and AFC fuel cells. Single-effect ARS systems

are commonplace in the industry and are cheap to manufacture and maintain. Unfortunately, a low

coefficient of performance could be an issue. The data center room cooling load is the same as the

electrical load, and chiller efficiency below 1 provides insufficient cooling.

The solution to overcome low performance is integrating a hydrogen burner into the generator (𝑄𝐻 in

Figure 3.3) to boost heat flow. Hydrogen’s high energy density makes it a great fuel for the co-generation

strategy. [71] It is common for commercial systems to offer direct firing mode. The low-grade waste

heat is amplified by burning energy-dense fuels inside the generator. Usually, non-sustainable fuels

such as natural gas are used for this purpose. According to research from the University of Malaya, a

hydrogen-based absorption refrigeration system running on optimum hydrogen conditions used 29 %

less electricity than a comparable propane system. [76].

3.6.2. Double Effect ARS
The multi-effect absorption refrigeration cycles are used to increase system performance when high-

temperature heat source is available. [75] Double or triple-effect systems essentially stack one absorption

cycle on top of another, as shown in Figure 3.4 for a double-effect system. [75] The refrigeration cycle
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is configured so that the heat rejected from high-temperature generator is reused in low-temperature

generators. [75] This process increases performance while increasing temperature requirements. [75]

Manufacturing and maintenance costs increase significantly with every added stage. Triple-effect

absorption systems are not used in practice due to diminishing performance compared to system

complexity. [74]

Figure 3.4: Schematic of a double-effect absorption refrigeration cycle. [75]



4
Hydrogen Data Center Design

This chapter will propose the designs of a hydrogen data center. Due to various circumstances, the

overall reliability rating is limited to tier II. Conforming precisely to the reliability specifications is

challenging due to the presence of hydrogen and waste heat systems in the design. Traditional data

centers only consider electrical and mechanical systems for reliability certification. The reliability of

hydrogen and waste heat distribution paths will be carefully considered while applying performance

standards analogously to the tier definitions by the Uptime Institute. [5]

The feasibility study of a fully hydrogen data center will primarily consider tier II design. Lower

reliability deployment is a good starting point for exploring the hydrogen infrastructure. It is theoretically

possible to achieve tier IV design, albeit with various limitations regarding compliance with formal tier

IV performance requirements.

Compatibility between various hydrogen technologies reviewed in Chapter 3 presents an opportunity

to build two different design configurations. Low-temperature and high-temperature designs will be

proposed.

4.1. Module Design
A modular approach to the design was proposed. A single data center module is confined within two

adjacent rooms: a server room for the IT equipment and a mechanical room for the electrical and cooling

systems. Cooling components are located on the roof. A top-down diagram is available in Figure 4.1.

Each module is self-contained and responsible for providing the servers with 1 megawatt of electrical

power and cooling. Close physical proximity between the two rooms is essential to minimize the length

of routed resources such as power and cooling fluids.

The room on the right is dedicated to housing the servers. The room is arranged in the industry-standard

cold-isle hot-isle configuration to isolate the cold intake and hot exhaust thermal zones. The hot air is

output between the servers on the hot isle above the floor. This hot air is fed into the CRAH unit, where

heat is removed via its evaporator. The cooled air is then moved underneath the servers to the cold isles.

Cold air is fed through the perforated floor and ready for intake by pressure from the server fans. This

cycle is repeated continuously, with various sensors monitoring operations.

A separate room on the left houses the fuel cell stack, ARS, UPS, and other supporting equipment. Fuel

cells and ARS are manufactured as a single unit, minimizing efficiency losses. Traditionally, the two

systems are coupled rigidly, and electrical output directly influences cooling power. This behavior is

undesirable and can negatively infuence the thermal environment of the server room. The proposed

design in Figure 4.2 adds ARS hydrogen-fired operation mode, fuel cell radiator, and district heating to

partly decouple electrical and thermal systems.

Data centers with higher computing capacities can be built by adding more modules. This design

philosophy is great for rapid research & development. It is also convenient from the construction point

24
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Figure 4.1: Layout of a hydrogen data center module, top view.

of view and cost-effective in practice. A single well-tested design can be installed at various locations,

standardizing green hydrogen adoption in new data centers worldwide.

Modular design is partly inspired by a trend in hydrogen technology solutions. Many companies build

and sell hydrogen infrastructure inside standardized shipping containers. The containerized products

simplify installation, modularize whole systems, and increase deployment speed. Another reason for

the proposed design is the limitation of fuel cell systems. The physics of fuel cell technology imposes

constraints on the maximum power of the stack. As of today, the maximum power achieved by a

commercial fuel cell system is 1.2 MW. [77] Meanwhile, an absorption refrigeration system can support

much higher cooling loads. The unnecessary complexity of linking multiple fuel cells to a single ARS is

avoided by consolidating power and cooling into a standalone module.

This design is tier II, as it fulfills the following requirements and performance confirmation tests as per

the specification [5]:

• Redundant capacity components can be maintained without shutting down any computer

equipment.

• A single non-redundant distribution path serving the computer equipment requires shutdown

during maintenance.

• Unplanned outage will impact the computer equipment.

4.2. Cogeneration
Cooling systems that enable higher efficiencies by waste heat reuse are classified as cogeneration

technologies. With heat recovery or heat reuse, the energy footprint of the data center can be reduced.

A topic of these two ways to maximize operational efficiencies will be explored.

The heat recovery process is upgrading low-quality heat into usable energy with the help of heat

exchanger devices such as heat recovery steam generators, water heaters, or air heaters. [78] The
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arrangement of these heat exchangers aims to extract the waste heat and use it for heating other systems.

This process can significantly increase the efficiency of industrial systems requiring high operational

temperatures. [78] In data center applications, district heating is a common way to extract these benefits.

[79]

District heating is economically viable and ecologically beneficial. [79] Heat pumps are used to upgrade

the low-grade heat before pre-heating a city’s water supply. [79] This implementation poses multiple

advantages: the city provides financial incentives for the heating, and the data center can reduce water

use, as the cooling towers use less water to dissipate heat. This method of boosting efficiency has been

used successfully in current data center deployments. [79] When implementing district heating, some

critical considerations are fluid temperature, distance to the district infrastructure, and data center

power capacity. [80] The data center heat output must be high enough to have a sizable economic effect.

[80]

The second way to boost efficiency is through heat reuse, where waste heat is redirected into another

system inside the data center that requires heat for operation. These highly integrated systems are

typically custom-built to accommodate a particular load. In the case of the proposed design, waste heat

is directed to the generator of the absorption refrigeration chiller, which drives the cooling cycle.[78] The

umbrella term for these systems is combined cooling, heat and power (CCHP). [78] In some literature,

they are called trigeneration systems because they simultaneously fulfill these three tasks.

Fuel cells and absorption refrigeration are a perfect match for CCHP applications. [78] Table 4.1 is a

compatibility matrix between the fuel cell types and absorption refrigeration system configurations.

The symbols "+" and "-" are used to indicate the suitability or incompatibility of each combination. For

example, the heat output of an LT-PEM fuel cell at 60 – 80
◦
C is suitable for operation in a single-effect

absorption refrigeration cycle operating at 80 – 100
◦
C. According to research, this combination achieves

an overall efficiency of around 60 – 80 %. [81, 78] Figure 4.2 demonstrates the flow of heat inside the

proposed cogeneration system.

Figure 4.2: Heat flow diagram of fuel cell with direct-fired hydrogen absorption refrigeration system. [78]
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In the proposed system, the waste heat from the fuel cell is transferred to the generator of the ARS

via heat exchanger 1, and then the thermal flow rate is boosted by the hydrogen burner. The thermal

fluid can then be directed to heat exchanger 2 to provide district heating. The cycle completes at the

heat exchanger 1. A radiator within the fuel cell loop is used to cool down the fuel cell if the hydrogen

burner introduces excessive thermal energy while the district heating does not cool down enough. The

hydrogen burner and fuel cell radiator enable the thermal decoupling between the ARS and fuel cell.

However, decoupling electricity generation from the cooling power can be challenging. The module’s

control system should use sensors, valves, and heat exchangers to adjust refrigeration power inde-

pendently of the IT load. The heat generated by the IT equipment is linearly correlated with power

consumption, but the changes are not instantaneous. The change in thermal output of the servers needs

to propagate through the air in the server room, then travel through the cooling loop of the CRAH and

ARS before it can be adjusted. The goal of the control system is to proactively regulate the thermal state

of the entire loop in Figure 4.2 to offset the transient differences between power generation, waste heat

temperature, and computer room temperature.

ARS
Fuel cell

LT-PEM HT-PEM AFC

Single-effect + - +

Double-effect - + -

Triple-effect - + -

Table 4.1: Compatibility matrix for operational temperatures between fuel cell and ARS.

The proposed cogeneration system has been tested physically. For example, Panasonic Corporation

has built a prototype and has demonstrated it by providing power and cooling to a fuel cell factory.

[82] The system operated at 570 kW and demonstrated an impressive 95 % energy efficiency. [82] Their

implementation works at 70
◦
C, an improvement of 10

◦
C compared to other designs on the market. [82]

4.3. Component Selection
The next step in prototyping a fully hydrogen-powered data center is component selection. The primary

objective is to fulfill previously outlined operational requirements while adhering to the sustainability

goals.

Firstly, the appropriate hydrogen supply method must be determined before selecting internal com-

ponents. The quantity of hydrogen required to generate more than one megawatt of power is quite

substantial. Therefore, a hydrogen pipeline is most suitable for this application. As detailed in Section

3.3, truck delivery is not appropriate logistically and economically. Furthermore, issues concerning the

consistency and purity of pipeline hydrogen gas will be addressed.

Secondly, for storage, a strategic choice is to utilize a dual hydrogen supply scheme involving gaseous

high-pressure backup tanks alongside the pipeline to ensure system reliability and minimize downtime

in the event of pipeline pressure fluctuations or failures. Installing industrial-scale UPS is essential to

support the fuel cells during cold start and react to IT demand changes. The on-premise hydrogen

backup should be sufficient to support peak load for approximately two days, increasing operational

availability.

Thirdly, proton exchange membrane fuel cells are selected to generate electrical energy from hydrogen.

Wide industry adoption and high demand for this technology are the driving factors for the chemistry

selection. As the most mature fuel cell technology available, manufacturers are interested in producing

large-scale fuel cell stacks. PEM fuel cells have the highest potential for cost reduction in the future,

enabling the next generation of clean and economical data centers. [83] Both low-temperature and

high-temperature variants will be considered.

Finally, an absorption refrigeration chiller will be used for cooling. Reusing the heat generated by the

fuel cells is very advantageous efficiency-wise despite the lower coefficient of performance compared

to traditional refrigeration technologies. Small energy use for cooling in the proposed cogeneration
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system is expected.

4.3.1. Pipeline Delivery
The Netherlands plans to deploy a hydrogen pipeline in the industrial area of the country, greatly

simplifying the logistics of hydrogen delivery. Building a sustainable data center in that area provides a

unique opportunity for experimental deployment today. The 2030 goal is to build 1200 kilometers of

the pipeline, spanning the entirety of the Netherlands and connecting to Germany and Belgium. [84]

By 2040, it is proposed that 28 European countries can be linked together with over 53 000 kilometers

of pipeline, bringing even more benefit to consumers and producers. [84] Taking advantage of this

opportunity is crucial, as demand for the pipeline is expected to increase. The first 30 kilometers are

planned to be opened by 2025, and they are located in Pernis, an industrial municipality. [84] Figure 4.3

provides a map of the proposed pipeline in the Netherlands by 2030.

Figure 4.3: Map of proposed hydrogen pipeline. [85]

Hydrogen pipelines have had successful deployments. A small-scale 12-kilometer pipeline in the Dutch

province of Zeeland has operated reliably for three years. [86] The United States has been ahead of other

countries regarding hydrogen distribution networks. [21] States of Texas and Louisiana trade hydrogen

with a pipeline spanning a total of 600 miles. [87]

Delivering hydrogen via trucks is not viable due to the sheer volume involved. For instance, in a pilot

project, Microsoft tested using compressed gaseous hydrogen to power a 250 kW load for 48 hours,

which consumed 100 000 kilograms of hydrogen. [20] Even though the goal was to test hydrogen as a

backup to traditional diesel generators, it is clear that regularly delivering hundreds of tonnes a day

is not logistically feasible with gaseous hydrogen truck delivery. According to Table 3.3, the pipeline

becomes the only feasible option, as it can carry up to 100 tons of hydrogen per hour, compared to the

throughput of 400 kilogram for a single truck.

The only disadvantage of using the hydrogen pipeline delivery method is the lack of redundancy.

One distribution path of hydrogen hurts reliability, as a single point of failure results in a data center

shutdown, which is against the reliable design principles. Only one pipeline will be available, as

building multiple in the same location does not make economic sense. Therefore, this strategy will limit

the maximum reliability certification to tier III. The workaround is to utilize a secondary supply source

when the pipeline fails. Hydrogen can be delivered on demand by a source that operates independently.

With sufficient stored hydrogen on-site and enough for 48 hours of operation, the data center operator

has enough time to arrange a large-scale delivery of new backup storage. Empty tanks are replaced
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with filled ones while the pipeline is not operational. If lower reliability is acceptable, on-site storage

can be omitted or scaled down in size.

Information regarding the planned specifications of the Netherlands pipeline is compiled from various

sources and is summarized in Table 4.2. These specifications are sufficient for stable operation, as the

pipeline is designed to support large consumers. The guaranteed hydrogen purity is concerning, as

some fuel cell technologies cannot operate on this hydrogen directly.

Property Value
Hydrogen purity (% mol/mol) 98 – 99.5
Gas temperature (

◦
C) 5 – 30

Table 4.2: Hydrogen pipeline specification. [88, 89]

4.3.2. Proton Exchange Membrane Fuel Cell
Proton exchange membrane fuel cell technology has been chosen to generate electricity inside the

hydrogen data center due to its technological maturity and high manufacturing capacity. [90] Figure 4.4

demonstrates the difference between real-world installation capacities of different technologies, and

PEM chemistry is a definite leader.

Figure 4.4: Fuel cell installation capacities. [90]

The low-temperature and high-temperature PEM fuel cells operate at a reasonable temperature and

have fast start-up times according to Table 3.7. Their operation temperatures are sufficient to be used

inside the ARS cooling system. Alkaline fuel cells also meet the temperature and start-up requirements,

but they are a bad choice because they have low market share, low power density, and short operational

lifespan.

Market research was performed to find commercially available large-scale stationary PEM fuel cells.

Table 4.3 summarizes some of the available options. At the megawatt scale, only low-temperature

variants are available. Unfortunately, they require high-purity hydrogen, necessitating an on-cite

purification system. Stationary fuel cell systems exhibit long lifetimes, benefiting the maintenance

procedures. Some manufacturers express operational lifetime as the total lifespan of the system and not

of individual fuel cells. It is safe to assume that regular maintenance must be performed at intervals
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similar to other manufacturers, about every 25 000 – 30 000 hours.

Accelera
Stationary
Power

Ballard
FCwave

PlugPower
GenSure
Mw-Scale
Power

Nedstack
PemGen
CHP-FCPS-
600

Capacity (kW) 800 200 – 1200 1000 600

Operating temperature (
◦
C) - 65 - 65

Hydrogen purity (%) - - 99.95 99.95

Fuel consumption (kgH2/MWh) 56 – 70 - 66 – 69 66

Operational lifetime > 20 years 25 000 hr > 20 years 30 000 hr

Source [91] [77] [92] [93]

Table 4.3: Commercially available high-power stationary LT-PEM fuel cells.

Table 4.4 outlines available experimental and research high temperature fuel cells. The technology has

not reached mass production scale, but it is a promising development which should be considered in

the future. As for the high-temperature design, difficulties regarding the on-site purification system

make high-temperature fuel cells an attractive option.

Advent HT-PEM MEA Blue World Blue S18
Capacity (kW) 100 18

Operating temperature (
◦
C) 160 – 180 120 – 180

Hydrogen purity (%) 80.4 -

Operational lifetime (hr) > 18 000 -

Technology readiness level Pre-production Low volume production

Source [94, 95] [96]

Table 4.4: Upcoming HT-PEM fuel cell technologies.

After reviewing options available on the market, the Ballard FCwave fuel cell system stood out. Their

stationary application fuel cells are an excellent fit for the scale of the project. Ballard’s technology is

tillable — altering the amount of fuel cell modules can achieve an overall output power between 200

and 1200 kW. [97] Only 5.5 square meters of floor space is required at the maximum configuration.

[97]. This fuel cell system integrates super-capacitors, allowing operation with autonomy and greater

reliability. [97]

4.3.3. Pressure Swing Adsorption
A purification system is required when utilizing LT-PEM fuel cells for power generation. As the pipeline

will be used as the primary means of hydrogen transport, the minimum guaranteed purity of 98 %

must be upgraded to a quality of 99.99 % or higher to ensure compatibility with LT-PEM fuel cells. The

high-temperature design does not require purification.

Any of the suitable technologies outlined in Section 3.4 can be used for data center applications. Pressure

swing adsorption is the most promising technology as it is widely used and can operate on a large scale.

Even though there are concerns about mechanical reliability, PSA is the most cost-effective option for

purifying large volumes of hydrogen required for data center operation. [63] It outputs a continuous

steam of hydrogen gas free of the contaminants poisonous to the LT-PEM fuel cells.

Other technologies, such as metal hydride and palladium membrane diffusion, have only been

demonstrated on small or pilot scales. [58] These technologies are continuously improving in costs and

manufacturing volumes and may eventually become a better fit for a hydrogen data center.

4.3.4. High Pressure Tank Storage
On-site storage of hydrogen must be considered for high-reliability deployments. If lower reliability is

acceptable, the storage can be omitted. From the technologies discussed in Section 3.2, high-pressure



4.4. Infrastructure Design 31

gaseous cylinders are the best option. Low prices of storage containers and relatively high volumetric

and gravimetric energy densities make compressed hydrogen a suitable option for backup purposes.

Pressurized hydrogen tanks should be run in parallel with the pipeline supply and activated during

malfunctions. With sufficient storage for 24 – 48 hours of operation, the data center staff has enough

time to arrange a large-scale truck delivery of new backup storage. Empty tanks can be replaced with

filled ones seamlessly without interrupting the operation.

4.3.5. Direct-Fired Absorption Refrigeration System
A direct-fired absorption refrigeration system is chosen to capitalize on the waste heat of the fuel cells.

An integrated hydrogen burner is used to enhance cooling performance without significant electricity

use. Direct-firing is the key to fulfill hydrogen-only criteria of the design. Table 4.5 outlines commercially

available absorption refrigeration systems of single and double effect configurations.

Thermax
S2 D4

TecoChill
CH-300x

Yazaki
CH-MG200

York
YHAU-CL/CH

Type Double-effect Double-effect Double-effect Single-effect

Capacity (kW) 1069 1055 703 105 – 7034

COP 1.5 1.5 - -

Operation temperature (
◦
C) 75 – 250 - - 70 – 160

Direct-fired fuel Natural Gas,

Diesel

Natural gas Natural gas No

Supports waste heat reuse? Yes Yes No Yes

Source [98] [99] [100] [101]

Table 4.5: Commercially available absorption refrigeration systems.

Unfortunately, commercially available ARS are not available with hydrogen direct-fired mode. A few

publicly known prototypes are in the validation stage of development. Ebara Corporation have lanuched

a pilot test of a hydrogen-powered absorption chiller-heater code named Model RHDH. [102] This

combined heating and cooling system utilized high-quality hydrogen as only fuel source. [102] The

company aims to achieve carbon neutrality by 2050 with more testing and deployments of such systems.

[102].

4.4. Infrastructure Design
An infrastructure block diagram of a tier II hydrogen data center can be found in Figure 4.5. The design

is much simpler than the traditional data center in Figure 2.4.

The fuel cell and ARS are supplied with hydrogen fuel from two sources. During regular operation, the

hydrogen from the pipeline is used exclusively. Backup gaseous storage provides fuel during pipeline

malfunction, and the hydrogen switch automatically fails over.

Hydrogen purification is required when the fuel cells require high purity, which the pipeline does not

satisfy. The purification system should be omitted otherwise.

The power conditional system has lots of improvements over the traditional design. Direct current bus

is used throughout the electrical systems. DC electronics are generally simpler, resulting in cheaper

components that operate at higher electrical efficiencies than their AC counterparts. Ideally, the DC

bus should use a standard voltage rating for which the servers are designed. These standards differ

by country; therefore, the European data center will use a standard voltage of 240 V. Fuel cell power

output is connected to a DC/DC converter to regulate the voltage output. The voltage can change

due to fluctuation in combined server power and during startup from a cold state. The utility grid

connection and AC/DC converter are used only during black-start procedures. The grid bootstraps

the UPS, fuel cell, and cooling system; the control system computers and components such as pumps

need the fuel cell’s power to work. The UPS must be tightly integrated with the fuel cells. Its role is

to absorb power spikes and monitor the electrical system. The USP must be ready to absorb voltage

and amperage fluctuations related to IT load or component failures. The ARS depends on hydrogen



4.5. Operational Procedures 32

Figure 4.5: Infrastructure component diagram of a proposed hydrogen data center.

fuel for direct-firing operation and waste heat of the fuel cell. The evaporator is connected into the

cooling distribution system, which routes chilled fluids to the CRAH units inside the data center room.

Additional components such as an economizer and district water heating can increase efficiency further

and create extra revenue streams. A cooling tower is a vital component that consumes water to drive

the thermodynamic cycle. Water usage is reduced or eliminated if water byproducts of the fuel cell

operation are routed to the cooling tower. A hydrogen design presents many opportunities for internal

recycling of resources.

Given the chosen hydrogen technologies in Section 4.3 and cogeneration concepts described in Section

4.2, Table 4.6 outlines chosen components for each design.

Low temperature High temperature
Supply Pipeline Pipeline

Electricity Generation LT-PEM fuel cell HT-PEM fuel cell

Purification System Pressure swing adsorption -

Storage Gaseous tank Gaseous tank

Cooling Single-effect ARS Double-effect ARS

Table 4.6: Components selection of the two proposed designs.

4.5. Operational Procedures
An operation procedure for potential failure events must be established before the operation of the

data center begins. Planning for failure is essential to decrease the downtime when the failure occurs

eventually. These procedures should be implemented on the control system level, as minimization of

human-driven actions dramatically reduces the chances of operational error. Procedures related to

black starts, hydrogen supply issues, fuel cell failures, and ARS failures will be outlined.

4.5.1. Black Start
The black start procedure is initiated when the data center is powered on. Complete shut-off could have

been caused by failure or regular maintenance. The worst-case scenario will be considered: the fuel cell

and ARS are cold, and the UPS has no charge. The startup procedure is the following:

1. Connect the power switch to the utility grid.
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2. Charge UPS to a minimal power level.

3. Start a small portion of the servers.

4. Activate pumps and fans of the fuel stack and the ARS and wait for nominal operation.

5. Start the fuel cell and activate the hydrogen burner inside the ARS.

6. Slowly start the servers as the fuel cell increases power output and ARS produces sufficient cooling.

7. When FC and ARS are warm, and UPS is charged sufficiently, disconnect the utility grid.

8. Wait until all servers are running.

4.5.2. Pipeline Supply Issue
The hydrogen supply malfunction procedure is activated when issues with the primary fuel supply are

detected. The malfunction could be in the pipeline or the purification system. If the incoming pressure

to the hydrogen switch is below a certain threshold, start the following procedure:

1. Switch hydrogen supply from pipeline to backup storage.

2. Determine failure severity. If a prolonged supply outage is expected, order delivery of replacement

backup hydrogen.

3. Replace empty backup tanks with full ones during prolonged outages.

4. When the pipeline supply has sufficient pressure, disconnect backup storage from the switch.

A secondary gaseous pressurized hydrogen supply source is critical in ensuring that fluctuations or

malfunctions in the hydrogen supply do not affect the IT equipment. Hydrogen storage should be

able to supply the data center autonomously for 24 hours. This time-frame should be sufficient for the

pipeline to perform repairs. With sufficient buffer of backup fuel, prolonged failures can be continuously

supported by gaseous hydrogen delivery. As discussed previously in Section 3.3, this mode of hydrogen

transport is not economical, but it is necessary to avoid lengthy downtime.

4.5.3. Fuel Cell Failure
Maintenance of a single fuel cell stack is a routine procedure addressed by N+1 configuration. The fuel

cells must be maintained approximately every 30 000 hours, and the system should be designed with

concurrent stack replacement in mind. It should be possible to disconnect a single fuel cell stack without

load and replace it with the new one while the rest of the stacks output power. The UPS is responsible

for regulating drops in power when the fuel cell stack fails unexpectedly. Load balancing between the

fuel cell stacks is essential to ensure that two cells never require maintenance simultaneously.

If more fuel cells fail than the configuration can support, a strategic shutdown of some servers is

performed instead of a complete shutdown. If the whole fuel cell system malfunctions, the IT equipment

will experience downtime.

4.5.4. ARS Failure
Malfunction or maintenance of the ARS is the worst-case scenario. Since no redundancies exist, the IT

equipment will experience downtime. Class A continuous cooling is impossible due to a single point of

failure.

4.6. Safety Considerations
Handling high-purity hydrogen fuels requires extra caution due to the high energy density of the gas.

Hydrogen is flammable in air in concentrations ranging from 4 % to 75 % by volume. [103] Hydrogen has

a low ignition energy of 0.02 mJ. A tiny electric spark is enough to cause an explosion. In comparison,

natural gas and gasoline require significantly higher ignition energies of about 0.3 mJ. [103] Therefore,

adopting rigorous safety measures to mitigate the risk of accidents is essential.

Another safety concern when working with hydrogen is its high permeability. [103] Hydrogen is the

smallest possible molecule that permeates through solid materials. The permeation happens through

the concept of diffusion. H2 is split into separate atoms that physically move inside the material,

eventually saturating it and leaving the containment on the other side. The leakage rate depends on
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several factors: the permeability and thickness of the material, temperature, and pressure difference

across the containment layer. [103] All metals are highly permeable to hydrogen; some leakage will

occur even on thick walls. Any imperfections during manufacturing can cause the whole system to

leak hydrogen. The material’s resistance to leakage is only as strong as the weakest link. The presence

of welds, seals, valves, and fittings poses significant challenges for designing hydrogen infrastructure.

[104]

Failure to properly contain hydrogen inside closed buildings can lead to a concentration buildup above

4 %. [104] The leakage issue is a big problem because it is hard to detect by humans as hydrogen gas is

colorless and odorless. Several types of injuries are possible when humans are present during leaks,

fires, or explosions. Asphyxiation may occur when hydrogen displaces oxygen below 19.5 % by volume.

Hydrogen fire is invisible to the human eye but can cause severe burns. [104]

Thus, it is essential to detect containment breaches with alarm systems to notify the staff. One way to

detect hydrogen leaks is with sensors. They can detect leaks at a distance using refractive index imaging

techniques or ultrasonic detection devices. [105] Another method is to monitor hydrogen pressures

inside the systems and raise alarm when unexpected drop in pressure is detected.

Contingency plans must be developed during the design and construction phases of the hydrogen

data center. The staff must be familiar with safety procedures, and automated mitigation procedures

must be implemented. Furthermore, the electrical infrastructure must be isolated from areas of

potential hydrogen leaks, as high-power electrical systems and easily combustible gas are a dangerous

combination. It is critical to design infrastructure that will fail safely and predictably.



5
Modeling

Mathematical modeling of the system components for low-temperature and high-temperature design

will be performed. A simplified approach to modeling from the infrastructure standpoint is performed.

The provided models and interpolations are sufficient to evaluate the performance of the chosen

hydrogen-based components. Two methods are used to solve PEM fuel cells, ARS is calculated through

interpolation of plots, and burner fuel consumption and district heating are solved for each design.

Properties of hydrogen used in calculations are outlined in Table 5.1.

Property Value
Molecular weight 2.016 mol

Higher Heating Value 119.96 MJ kg
−1

Lower Heating Value 141.88 MJ kg
−1

Table 5.1: Relevant properties of hydrogen gas. [106]

5.1. PEM Fuel Cell
A generic fuel cell model will be developed to relate IT load to waste heat generation, hydrogen

consumption, and water production. PEM fuel cells can be evaluated using two different methods:

voltage and efficiency.

The voltage method uses cell voltage as a variable to solve the model. This method evaluates the values

of an ideal fuel cell and works well for LT-PEM fuel cells operating at optimal temperatures. [107]

Concepts of stoichiometric chemical balance, energies of chemical reactions, and Gibbs’s free energy are

applied to construct the model. [107]

The efficiency method requires the electrical efficiency of the fuel cell to evaluate for the same unknowns.

This method assumes that all energy that did not result in electricity production is released as waste

heat. [78, 108] The guiding principle of this assumption is the law of conservation of energy. [108]

PEM fuel cell utilizes the energy stored inside the hydrogen molecule in 3 ways: 50 % of H2 energy is

used to produce electricity, 45 % is converted to heat, while the last 5 % is not utilized due to unreacted

hydrogen. [108] The efficiency method is more generic and can be applied to any electricity-generating

system but with less assurance for the correctness of the result in fuel cell applications specifically.

Concepts of conservation of energy and specific enthalpy are applied.

The following operation conditions are assumed for both designs:

• The fuel cell operates at normal temperature and pressure.

• The fuel cell operates at a steady state.

• Sufficient cooling is provided to the fuel cell.

35
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• No thermal energy is lost to the environment.

• Electrical load is constant, 𝑃IT = 1 × 10
6

W.

• Efficiency of the DC power converter is constant, 𝜂dc = 0.95.

• Recovery rate of purification is constant, 𝜂yield = 0.95.

It is important to note that the calculations assume a 100 % utilization of the servers. In practice, the

utilization rate is low at around 25 %. [109] Research suggests that up to 60 % of operational costs

can be saved if the system is rightsized to the actual power requirements. [110]. Running the data

center at high utilization poses risks that decrease reliability. [109] Balance between expected risk

and cost should be dependent on the overall SLA metrics. [109] It could be beneficial to strategically

increase server utilization rates for greater savings to improve costs, similarly to how running servers at

higher temperatures greatly improved cooling spending. For the partial cost calculations performed in

this study, a 100 % utilization rate will suffice. [109] However, it is recommended to try running the

infrastructure at 40 – 60 % capacity for cost savings.

5.1.1. Voltage Method
The fuel cell reaction formula is defined in Equation 5.1, which represents the reversible chemical

reaction of hydrogen and oxygen combining to form water, while releasing electricity and heat.

2 H2 + O2 −−−→ 2 H2O + electricity + heat (5.1)

Equation 5.2 relates the electrical power output of the fuel cell to the current within the cell stack. [107]

𝑃IT =
𝑉fc · 𝐼fc · 𝑛fc

𝜂dc

(5.2)

The power output 𝑃IT is determined by the fuel cell voltage 𝑉fc, current 𝐼fc, and the number of fuel cells

in the stack 𝑛fc. Additionally, the equation incorporates 𝜂dc to account for DC/DC losses of power

conversion. Individually, each fuel cell operates at very low voltages. Therefore, increasing the stack

size 𝑛fc is beneficial for boosting the voltage output and reducing resistive power losses. It is assumed

that the appropriate value will be chosen for the required load.

The estimation of mass flow rates of hydrogen and oxygen is derived from chemical balance Equation

5.1 and is presented in Equation 5.3.

¤𝑚 =
𝐼fc · 𝑛fc

2 · 𝐹 · 𝜂dc

mol s
−1

(5.3)

Where ¤𝑚 denotes mass flow rate, 𝐹 is Faraday constant (96 485 C/mol). Equation 5.2 and 5.3 are

combined into Equation 5.4 to get a relationship between the hydrogen mass flow rate and produced IT

power.

¤𝑚H2 ,fc =
𝑃IT

2 ·𝑉fc · 𝐹 · 𝜂dc

mol s
−1

(5.4)

Where ¤𝑚H2 ,fc is the molar hydrogen consumption rate of the fuel cell. The molar mass of hydrogen is

2.02× 10
−3

kg mol
−1

; therefore, Equation 5.4 is converted to a unit of kilogram per second and simplified,

resulting in Equation 5.5

¤𝑚H2 ,fc = 1.05 · 10
−8 · 𝑃IT

𝑉fc · 𝜂dc

kg s
−1

(5.5)

The water production rate is derived using the same Equation 5.4 as for hydrogen consumption rate,

since the molar production rate of H2O is the same as the molar production rate of H2. The molar mass
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of water is 9.34 × 10
−8

kg mol
−1

, therefore Equation 5.3 is converted to the unit of kilogram per second

and simplified, resulting in Equation 5.6. [107].

¤𝑚H2O,fc = 9.34 · 10
−8 · 𝑃IT

𝑉fc · 𝜂dc

kg s
−1

(5.6)

Where ¤𝑚H2O,fc is the water production rate of the fuel cell. The efficiency of the fuel cell is directly

correlated with operational voltage. [107] Equation 5.7 is used to calculate fuel cell efficiency. [107]

𝜂fc =
𝑉fc

1.48

(5.7)

The value of 1.48 is constant because it is the maximum electrical potential of the chemical reaction of

Equation 5.1, where the water product remains in the liquid form during the reaction. [107]

Equation 5.8 is then used to calculate the waste heat produced. [107].

¤𝑄fc = 0.5 · 𝐹 · Δℎ𝐿𝐻𝑉 · 𝑛fc − 𝐼fc ·𝑉fc · 𝑛fc (5.8)

Where
¤𝑄fc is the thermal heat rate of the fuel cell and ΔℎLHV is the lower heating value of hydrogen.

LHV is used because all resultant water is in vapor form. [111] The Equation 5.8 can be simplified into

Equation 5.9.

¤𝑄 𝑓 𝑐 = (1.254 −𝑉fc) · 𝐼fc · 𝑛fc (5.9)

Finally, Equation 5.9 is rewritten in terms of power output, resulting in the final Equation 5.10 for the

hydrogen fuel cell. [107]

¤𝑄 𝑓 𝑐 = 𝑃IT ·
(
1.254

𝑉fc

− 1

)
(5.10)

5.1.2. Efficiency Method
First, the total energy amount of energy required to fulfill the electrical output of 𝑃IT is found using

Equation 5.11 The total energy required for fuel cell operation is the inverse of the fuel cell and DC

power converter efficiency.

𝑃fc,total =
𝑃IT

𝜂fc · 𝜂dc

(5.11)

Where 𝑃fc,total is the total energy released by hydrogen fuel during operation at 𝑃IT load, 𝜂fc is the

efficiency of the fuel cell, and 𝜂dc is power converter efficiency. Then the energy rate is expressed in

terms of hydrogen mass flow rate in Figure 5.12.

¤𝑚H2 ,fc =
𝑃fc,total

ΔℎLHV

=
𝑃IT

𝜂fc · 𝜂dc · ΔℎLHV

(5.12)

Where ¤𝑚H2 ,fc is hydrogen the consumption rate in kg s
−1

. The lower heating value of hydrogen is used

again.

Applying the aforementioned law of conservation of energy results in Equation 5.13, which relates the

power of waste heat
¤𝑄fc to the electrical load 𝑃IT. The electrical (𝜂fc) and thermal (1 − 𝜂fc) efficiency are

used as scaling factors. The efficiency of power conversion is also added.

¤𝑄 𝑓 𝑐

1 − 𝜂fc · 𝜂dc

=
𝑃IT

𝜂fc · 𝜂dc

(5.13)
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Equation 5.13 is then solved to find the waste heat production rate, as shown in Equation 5.14.

¤𝑄fc = 𝑃IT ·
(

1

𝜂fc · 𝜂dc

− 1

)
(5.14)

The molar mass differences between hydrogen and water can be used to estimate the amount of water

produced. According to Equation 5.1, one consumed hydrogen molecule reacts with one water molecule.

Molar mass of H2 is approximately 2.016 g mol
−1

and the molar mass of H2O is 18.015 g mol
−1

. A

conversion factor is calculated to relate their quantities, leading to the derivation of Equation 5.15.

¤𝑚H2O,fc = 8.936 · ¤𝑚H2 ,fc (5.15)

5.2. Absorption Refrigeration System
To evaluate the performance of the ARS without modeling the complete thermodynamic cycle, tempera-

tures of the two major components of the ARS during steady-state operation need to be determined. It

was previously established in Section 2.3.3 that the optimal server room temperature to fulfill Class A

cooling requirements and achieve energy savings is between 18 and 27 °C. Generally, the temperature

difference between the cooled space and the evaporator is 5 – 10
◦
C. [112] Therefore, the optional

evaporator temperature 𝑇evap must be between 8 and 22 °C. A reasonable temperature of 10 °C is chosen

from the evaporator of the absorption cycle. The temperature of the generator 𝑇gen is assumed to be

fixed to the output temperature of the fuel cell 𝑇fc.

Industry-standard measurement of the cooling capacity of the refrigeration systems is in the imperial

units of "ton of refrigeration." Conversion to metric units is accomplished with Equation 5.16. [29]

1 ton of refrigeration = 3.517 kW (5.16)

An in-depth literature review was performed to evaluate the performance characteristics of the ARS

thermodynamic cycles. Researchers from Yazd University modeled the thermodynamic performance

of various common configurations from half to triple-absorption refrigeration systems. [113] The

researchers found that increasing evaporator temperatures increases COP of the system, as well as

lowering required generator temperature. [113]. The plots of their studies are presented in Figure 5.1

and Figure 5.2 for single-effect and double-effect cycles respectively. Their mathematical model used

a 300 kW evaporator load. Other studies of absorption refrigeration systems confirm the relationship

between generator temperature and COP. [114, 115, 116, 112]

An extra verification step is needed to safely interpolate COP from generator temperatures. Research on

COP correlations for various sizes of single-effect vapor absorption refrigeration systems concludes

that cooling capacity has little effect on the final performance. [117] Systems operating at 350 kW,

3500 kW, and 35 000 kW cooling loads behave similarly with relation to generator temperature, and

their performance is within 5 – 8 % of each other. [117] Therefore, it is safe to assume that generator

temperature vs. COP figures are accurate for the feasibility study.

The formula relating to the COP of an absorption refrigeration system to evaporator and generation

temperatures is found with Equation 5.17.

COP =

¤𝑄evap

¤𝑄gen + ¤𝑊pump

(5.17)

Where
¤𝑄evap is the heat transfer rate of the evaporator,

¤𝑄gen is the heat transfer rate to the generator, and

¤𝑊pump is the power of the internal pump, which is neglected during calculations.
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5.2.1. Single-effect
According to Figure 5.1, the single-stage effect system has a coefficient of performance of less than one.

Therefore, the addition of extra heat
¤𝑄burn is required to achieve sufficient cooling. A direct-fired ARS

that uses hydrogen fuel as a heat source is required, and the consumption rate of the fuel needs to be

calculated. The coefficient of performance of single-effect ARS is approximately 0.8 from interpolation

of Figure 5.1.

Figure 5.1: COP performance of single effect ARS. [113]

The total power supplied to the generator is the sum of the fuel cell’s waste heat and the hydrogen burner.

Using Equation 5.17 and substituting the combined heat rate for the generator results in Equation 5.18

COP =

¤𝑄evap

¤𝑄fc + ¤𝑄burn

(5.18)

The evaporator’s rate of heat transfer
¤𝑄evap is substituted with power usage of the IT equipment 𝑃IT

according to the previous assumption that IT equipment acts as a perfect resistive heater and produces

heat at the same rate as it consumes electricity. Rearranging for heat transfer of the direct-fired burner

¤𝑄burn results in Equation 5.19.

¤𝑄burn =
𝑃IT

COP

− ¤𝑄fc (5.19)

The rate of burning hydrogen is computed using Equation 5.20. A higher heating value is used for

combustion because the energy will be used in its entirety and condense the water vapor, recovering the

latent heat used during combustion.

¤𝑚H2 ,burn =
𝜂burn · ¤𝑄burn

ΔℎHHV

(5.20)

Where ¤𝑚H2 ,burn is the consumption rate of the hydrogen burner in kg s
−1

, 𝜂burn is an efficiency of

combustion, and ΔℎHHV is the higher heating value of hydrogen. Equation 5.19 and Equation 5.20 are

combined into Equation 5.21 to find the mass transfer rate of hydrogen in the direct firing burner in

terms of the IT load.

¤𝑚H2 ,burn =
𝜂burn

ΔℎHHV

(
𝑃IT

COP

− ¤𝑄fc

)
(5.21)
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5.2.2. Double-effect
Modeling of the double-effect ARS follows the same assumptions as for the single-effect configuration.

The coefficient of performance for the double-effect ARS is approximately 1.3, as determined from

Figure 5.2. The coefficient of performance is greater than 1; therefore, using a burner is unnecessary.

With a modern double-stage ARS, the cooling capacity can be redirected toward district heating. The

waste heat can be represented with Equation 5.22.

¤𝑄district = ¤𝑄fc · COP − ¤𝑄IT kg s
−1

(5.22)

Figure 5.2: COP performance of double-effect ARS. [113]

5.3. Purification
The low-temperature design requires the purification of pipeline hydrogen. The purification step can be

modeled using yield rate efficiency 𝜂yield. This calculation step is applied after the mass flow rate of

hydrogen is found. The recovery rate of is applied to both fuel cell and burner hydrogen consumption.

Equation 5.23 shows how the values are calculated.

¤𝑚H2 ,raw =
¤𝑚H2 ,pure

𝜂yield

(5.23)

Where ¤𝑚H2 ,pure is mass flow rate of purified hydrogen and ¤𝑚H2 ,raw is mass flow rate of hydrogen prior

to purification.

5.4. Results
Low-temperature design utilizing LT-PEM fuel cell and single-effect ARS with hydrogen burner is

evaluated at a standard voltage of 0.65 V for voltage method [107] and 50 % efficiency for the efficiency

method [108]. The results of both methods are available in Table 5.2. The findings of the total hydrogen

consumption rate and water production rate are consistent, indicating the validity of both methodologies.

The only discrepancy is in waste heat rates — the efficiency model results in much higher values to the

point where the hydrogen burner is almost unnecessary. The results of the voltage calculations will be

used in the subsequent economic evaluation.

Evaluation of the high-temperature designs utilizing HT-PEM fuel cells and double-effect ARS will use

the same equations for fuel cell calculations as the low-temperature design. Research suggests that

operating temperature has a moderate effect on the operating voltage [73] An assumption is made that

the operation of HT-PEM fuel cell is analogous to LT-PEM. The results of the calculations are available

in Table 5.3.
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Symbol Voltage
Method
(𝑉fc = 0.65)

Efficiency
Method
(𝜂fc = 0.45)

Unit Description

¤𝑚H2 ,fc 0.0179 0.0185 kg s
−1

Fuel cell hydrogen consumption rate

¤𝑚H2 ,burn 0.001 96 0.001 02 kg s
−1

ARS hydrogen consumption rate

¤𝑚H2 ,total 0.0199 0.0195 kg s
−1

Total hydrogen consumption rate

¤𝑚H2O,fc 0.151 0.157 kg s
−1

Fuel cell water production rate

𝜂fc 43.92 50 % Fuel cell electrical efficiency

¤𝑄fc 972 1105 kW s
−1

Fuel cell waste heat produced

Table 5.2: Low temperature design calculation results.

Symbol Voltage
Method
(𝑉fc = 0.65)

Efficiency
Method
(𝜂fc = 0.45)

Unit Description

¤𝑚H2 ,fc 0.0170 0.017 55 kg s
−1

Fuel cell hydrogen consumption rate

¤𝑚H2 ,burn 0 0 kg s
−1

ARS hydrogen consumption rate

¤𝑚H2 ,total 0.0170 0.017 55 kg s
−1

Total hydrogen consumption rate

¤𝑚H2O,fc 0.151 0.157 kg s
−1

Fuel cell water production rate

𝜂fc 43.92 50 % Fuel cell electrical efficiency

¤𝑄fc 972 1105 kW s
−1

Fuel cell waste heat produced

Table 5.3: High temperature design calculation results.

The water production rate of the fuel cell is particularly high. Specifically, the rate of 0.151 kg s
−1

translates to 543 kg h
−1

, or simply 543 liters per hour. This is not a mistake, as 1 kWh fuel cell produces

about 0.5 L of water. [107] The large amount of water produced by the fuel cell could be difficult to

manage. However, when reusing it internally, the fuel cell’s water byproduct will greatly reduce the

quantities of water purchased from the utilities, resulting in better WUE metrics. Greatly reducing water

consumption contributes effectively to the overall sustainability of the proposed hydrogen-powered

data center.
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Economics

The costs associated with the proposed infrastructure design of the hydrogen-powered data center will

be evaluated. Ideally, traditional pricing should be used as a baseline for comparison. Unfortunately,

obtaining accurate costs of the existing data centers is challenging due to the secretive nature of the

industry. The lack of publicly available data regarding infrastructure components is a major roadblock

to drawing concrete comparisons. The quality comparison is further impeded by the high degree of

uncertainty of any data center financial model. [109] These models have infinite variables to choose

from, leading to a subjective outcome. [109] It is suggested that 70 – 80 % of the costs of the data center

deployment are intangible costs — a hidden cost that is hard to quantify objectively. [109] Furthermore,

the price of components varies depending on purchasing volume and can range from 5 % to 30 %. [109]

Economic viability is evaluated in the industry through an industry-standard metric Total Cost of

Ownership (TCO). [118] The TCO evaluation attempts to create a financial model to capture all costs,

including hidden intangible costs. These costs are usually derived from previous deployments, which

provide ballpark cost information for the new data center. [118] Figure 6.1 shows the breakdown of the

infrastructure costs relating to electricity and cooling only.

Figure 6.1: TCO breakdown for traditional data center. [119]

With all these factors in mind, the best-effort approach to economic modeling for infrastructure

components will be performed. Uncertainty of the final results is reduced as the costs associated

with construction and decommissioning are ignored. Some typical costs, which are the same for

traditional and hydrogen data centers, are not accounted for. Since hydrogen data center infrastructure

is at the core of this research, the servers are not included in the calculations. The price of IT

equipment can vary widely, and the choice is left up to the owner, contributing around 30 % to

the total cost. [118] Costs not included in the calculations are listed below but are not limited to:

42
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• Land acquisition.

• Supporting utilities (fiber internet, water supply, electricity transmission lines, fuel pipelines).

• IT hardware and software.

• Building construction.

• Permits (building, electrical, fire, environmental, zoning, hazardous materials).

• Fire suppression systems.

• Staffing costs.

• Taxes (property, revenue).

The expenses are split into two major categories: Capital Expenditures (CapEx) and Operating Expenses

(OpEx). [118] CapEx categorizes one-time costs of purchasing the infrastructure equipment. [118] OpEx

relates to spendable resources and maintenance costs. CapEx and OpEx costs of the infrastructure

components were found and are available in Table 6.1 and Table 6.2, respectively. It is important to note

that the CapEx and OpEx numbers strongly depend on the data center’s tier level. [118] The calculations

are performed with the modeling results of Chapter 5.

The economic study will evaluate two different designs: low-temperature design (LT-PEMFC + single-

effect ARS) and high-temperature design (HT-PEMFC + double-effect ARS). Both designs are computed

in terms of current costs in 2024 and projected costs in 2030. Therefore, four scenarios are compared. In

charts, low-temperature is shortened to LT, and high-temperature is abbreviated as HT.

6.1. CapEx
Values in Table 6.1 will used to evaluate CapEx. The units of the cooling system were converted from

$/ton to $/kW using Equation 5.16. The CapEx costs are evaluated by summing per megawatt cost of

all the components for each design. CapEx results are evaluated in units of Million $/MW. The unit of

cost per megawatt aligns nicely with the proposed module size. At face value, the result represents

the purchase costs of the supporting infrastructure for a single module. The final results of CapEx are

plotted in Figure 6.2.

Component Current
Cost (2023)

Projected
Cost (2030)

Source

LT-PEM Fuel Cell ($/kW) 2000 1000 [83]

HT-PEM Fuel Cell ($/kW) 3000 2000 [120]

Single-effect ARS ($/ton) 0.2 0.2 [121]

Double-effect ARS ($/ton) 0.3 0.3 [121]

Table 6.1: CapEx variables of infrastructure components.

6.2. OpEx
Solving for OpEx involves more granular calculations. The recurring costs of fuel cell and ARS

components include maintenance as well as hydrogen fuel consumption rates. Table 6.2 outlines

associated costs for each component. Hydrogen consumption rates found in Chapter 5 are used to

evaluate hydrogen fuel costs. Approximation of hydrogen costs is difficult to do with certainty, as

the scale of the hydrogen economy in the Netherlands will be dictated by the success or failure of the

hydrogen pipeline project. The values found during market research are reasonable, with hydrogen

reaching the price of $2/kg by 2030. Research suggests that due to economies of scale, green hydrogen

production can drop to a low value of $1/kg. [21] The maintenance cost of the fuel cell is calculated on

the assumption that it must be completely replaced at CapEx cost after it reaches its operational lifespan.

[120] For hydrogen transport costs, a distance of 25 kilometers is used. The results are plotted in Figure

6.3.
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Component Current
(2024)

Projected
(2030)

Source

LT-PEM fuel cell lifespan (hr) 40 000 80 000 [83]

HT-PEM fuel cell lifespan (hr) 10 000 20 000 [120]

Single-effect ARS ($/ton − hr) 0.2 0.2 [121]

Double-effect ARS ($/ton − hr) 0.3 0.3 [121]

Hydrogen gas cost ($/kg) 5 2 [83]

Hydrogen transport cost ($/kg/100km) 0.5 0.2 [48, 21]

Table 6.2: OpEx variables of infrastructure components.

6.3. Results
Figure 6.2 and Figure 6.3 graphically demonstrate the difference between the CapEx and OpEx of the

four scenarios, respectively.
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Figure 6.2: CapEx results for different scenarios.

In terms of CapEx, the fuel cell systems are expected to drop in price rapidly as hydrogen technologies

become commonplace. [21] The economic evaluation demonstrates a discount for a co-generation

system of approximately 37.6 % for low-temperature and 26.0 % for high-temperature designs by 2030.

The steeper discount rate is observed on low-temperature systems due to the already large-scale

manufacturing of LT-PEM fuel cells in 2024. In general, the high-temperature design is more expensive.

Due to research and the pre-production status of HT-PEM technologies, the prices of these fuel cells

will take a long time to reach equilibrium with LT-PEM. Refrigeration-wise, the costs of double-effect

chillers are slightly higher than single-effect ones, but the overall difference in price is insignificant. A

low-temperature design is recommended to minimize CapEx costs.

The projected operational expenses for both designs demonstrate substantial cost reductions by 2030.

Unfortunately, the costs of high-temperature designs are prohibitively high due to frequent fuel cell

stack maintenance. The early adopter prices for the technology are steep. However, similarly to the

CapEx calculations, the low-temperature design achieves greater operational cost efficiency. The mass-

produced LT-PEM fuel cells for stationary applications have impressive operational lifetimes, reducing

maintenance costs to a small percentage of total spending. In low-temperature design: hydrogen fuel is

a major contributor to costs, accounting to 77.4 % and 67.9 % of total recurrent spending in 2024 and

2030 respectively. High spending on fuel signifies that the hydrogen cogeneration system is efficient.

By 2030, operational costs are expected to reach $208/MWh, making this hydrogen data center design
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Figure 6.3: OpEx results for different scenarios.

competitive with traditional data centers. Decrease in costs of hydrogen fuel is a key speculation for

success of the proposed designs.

It is essential to compare the costs of a hydrogen-powered data center with those of a traditional data

center. However, due to the secretive nature of the data center industry, an accurate megawatt-for-

megawatt comparison of CapEx and OpEx is impossible from publicly available data. Therefore, only

the "operational fuel" costs can be compared. Specifically, the electricity costs of operating 1 megawatt

of servers in a traditional center will be compared to the equivalent amount of hydrogen consumed for

the proposed modular design.

As of 2022, a company, DC1, which provides rack spaces for rent in their data centers, charges 32 cents

per kWh in Amsterdam and 24 cents per kWh in Oude Meer. [122] These costs are consistent with the

average electricity prices in the Netherlands, as estimated from the average rates of variable energy

contracts from the 19 largest energy suppliers. [123] As of August 2024, the average cost of electricity is

31 cents per kWh. [123] For simplicity, a rounded value of 30 cents per kWh will be used in this analysis.

Applying the current conversion rate of 1 EUR = 1.10 USD and converting the units to MWh results in a

price of $330/MWh.

The costs associated with hydrogen consumption are provided in Table 6.3. The economics of grid

electricity and hydrogen may change dramatically by 2030, but the current electricity prices can allow a

comparison. As of August 2024, the operational fuel costs for traditional and hydrogen data centers are

similar. However, the reduction of hydrogen price from $5/kg to $2/kg by 2030 results in sizeable cost

savings of around 50 %.

Design
Time

Current (2024) Projected (2030)

Low Temperature 366.4 146.6
High Temperature 313.7 125.5

Table 6.3: Hydrogen fuel costs in $/MWh.

This simple comparison indicates that hydrogen could be a highly effective cost-saving solution for data

center use. Despite these findings, it is essential to acknowledge that the results are highly speculative.

Rates of grid electricity and hydrogen are uncertain in the future. For example, grid electricity prices

could also decrease due to the deployment of renewables, which have lower running costs.
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Other noteworthy findings of the economic analysis are provided in Table 6.4. The table outlines

noteworthy values for a proposed 1 MW module over the course of a year.

Description Value
OpEx LT 2024 $4.15 million

OpEx LT 2030 $1.89 million

OpEx HT 2024 $6.13 million

OpEx HT 2030 $2.72 million

Hydrogen consumption LT 626.7 tH2

Hydrogen consumption HT 536.4 tH2

Hydrogen costs 2024 $3.21 million

Hydrogen costs 2030 $1.28 million

Table 6.4: Findings of economic analysis: total yearly metrics for 1 MW module.
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Conclusion

This study demonstrates that building a reliable data center that uses hydrogen as the only fuel source

is possible. Two designs operating at low and high temperatures were proposed. The study identified

opportunities and challenges of hydrogen-based data center infrastructure.

Some technologies of the traditional data center designs can be applied to the hydrogen-only approach.

For instance, a raised-floor pendulum hot-isle/cold-isle server room layout should be implemented.

Compartmentalization principles should be applied at the infrastructure level. Methodologies regarding

the redundancies of the distribution paths must be utilized. The proposed design conforms to tier II

reliability guidelines and is theorized to provide a sufficient level of reliability.

One significant benefit of using hydrogen in a data center environment is the small footprint of the

infrastructure. The fuel cells, absorption refrigeration system, and UPS occupy minimal space due

to their high energy density. The modular design increases portability, allowing deployments in

different locations. Furthermore, the proposed 1-megawatt infrastructure module is tileable, enabling

straightforward deployment scaling.

Another benefit is zero CO2 emissions during operation. A preemptive focus on avoiding carbon taxes

could reduce long-term costs compared to traditional fossil-powered data centers. With hydrogen as

an energy carrier, operational reliability in the sustainable future can be preserved, while traditional

data centers could struggle with intermittent renewable energy. Furthermore, hydrogen’s favorable

properties make it convenient to store, eliminating the need for expensive chemical batteries. The

pipeline supply method is sufficient for large-scale operations of the proposed design. Moreover,

the dual hydrogen supply from the pipeline and backup high-pressure storage allow for potentially

indefinite, uninterruptible operation.

The proposed design greatly simplifies the infrastructure components, reducing upfront investment,

lowering running costs, and increasing reliability. DC bus improves operational efficiency, while the

cogeneration system utilizes fuel efficiently and minimizes energy use for cooling. The cogeneration

system proposed in this study has demonstrated feasibility and high efficiency in both academic studies

and real-world experiments.

Unfortunately, the hydrogen-only data center infrastructure has its challenges. Firstly, a physical

prototype of a hydrogen-only data center does not exist, meaning that the proposed system has yet

to be tested and validated. It may take a long time for the data center operators to green-light the

infrastructure design for use by clients with stringent service level agreements. Secondly, the uncertainty

surrounding the future hydrogen economy poses a risk for early adopters. The high costs of pioneering

hydrogen technology, often called the "early adopter tax," introduce risks and financial barriers to entry.

Close collaboration between multiple companies and stakeholders introduces challenges in developing

a megawatt-scale cogeneration system. Thirdly, the simplified infrastructure, specifically the DC bus,

necessitates using different power supply units inside the servers. Deviating from the industry-standard

electrical norms could be a barrier to entry for some data center tenants. Lastly, hydrogen is difficult to

47
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work with as it is inherently more dangerous than electricity or natural gas. The data center must be

designed with extra emphasis on safety to avoid catastrophic incidents that could endanger human

lives, damage the company’s reputation, and lead to significant financial losses.

The low-temperature design is more economically viable than the high-temperature design. The

necessary fuel cell and absorption cooling systems are available for purchase today, and their costs are

rapidly decreasing as production volumes ramp up. Unfortunately, the purification system required to

filter the industrial-grade hydrogen supplied by the pipeline is currently challenging to integrate. From

an operational perspective, the low-temperature cogeneration control system is complex and requires

real-world testing to ensure stable operation. The challenge of decoupling power and cooling to account

for transient thermal behaviors is significant, but can be overcome with thorough testing and validation.

The high-temperature design is currently infeasible, as high-temperature fuel cell technology is still at

the pre-production technological readiness level. Fortunately, existing research and commercial-grade

prototypes of these fuel cells show strong future potential. The insensitivity of high-temperature fuel

cells to impurities present in industrial hydrogen eliminates the need for purification, enabling data

center deployments irrespective of available hydrogen quality. Another advantage of this cogeneration

system is its high coefficient of performance, which ensures proper cooling of IT equipment and allows

for cost savings through participation in district heating agreements.

The feasibility study could not make concrete comparisons with traditional data center technologies.

Economic analysis is particularly difficult due to the secrecy within the ICT sector and its inherent

levels of financial uncertainty. Hydrogen technology operates on different principles, making direct

cost comparisons difficult. Reliability certifications only exist for traditional data centers, and reliability

metrics can only be evaluated by real-world operations. While direct cost comparisons are challenging,

hydrogen-powered data centers have the potential to achieve high reliability. The future hydrogen

economy can revolutionize the landscape of IT infrastructure. Further research and development are

needed to create a cleaner IT infrastructure for the interconnected world of tomorrow.

Future Work
• Develop a high-fidelity physics-based software simulation model of all infrastructure components.

Evaluate the control systems under extreme operating conditions and injected faults.

• Perform standalone small-scale design and testing of the physical prototype of the cogeneration

system. Ensure proper transient response of LT-PEMFC and single-effect direct-firing hydrogen

ARS. Validate system performance under various synthetic IT loads.

• Conduct a small-scale test of the proposed low-temperature module. Include all real-world

components such as the cogeneration system, UPS, CRAH, and computer room.
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