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Abstract

Machine learning education often involves com-
plex topics that can be challenging to teach en-
gagingly, leading to difficulties in maintaining stu-
dent focus and achieving optimal learning out-
comes. This study aims to bridge the gap between
machine learning-specific teaching techniques and
those centred on student engagement by conduct-
ing a comprehensive analysis of related works and
an empirical experiment. The related works sec-
tion reveals differences between traditional and
engagement-focused teaching methods. To ad-
dress the knowledge gap regarding the impact
of engagement-focused methods on learning out-
comes, a controlled experiment was conducted,
comparing a conventional 16-minute video lecture
followed by practice questions against the same
content divided into four shorter video segments,
each followed by a subset of the practice ques-
tions. The results demonstrate that the experimen-
tal group achieved significantly higher average quiz
scores and reported consistently higher satisfaction
ratings, suggesting that even a simple engagement-
boosting technique can substantially improve learn-
ing outcomes and student satisfaction in machine
learning education. This study highlights the im-
portance of prioritising student engagement as the
field of machine learning continues to evolve.

1 Introduction

The subject of Machine Learning presents a number of com-
plex topics, which can prove problematic to teach in a way
that helps students maintain their focus and achieve good
learning outcomes. Indeed, there are a number of academic
papers calling for further research into teaching methods for
this subject [1] [2] [3] [4].

In this context, the necessity of teaching methods fo-
cused on increasing student engagement seems like a fore-
gone conclusion. However, there has been little research to
test this safe-seeming yet important assumption [1]. Tradi-
tionally, teaching techniques for Machine Learning education
and teaching techniques centred on student engagement have
been studied separately.

The current body of research on machine learning educa-
tion brings together many different approaches and perspec-
tives. The AI-Atlas of Stadelmann et. al [5] emphasises foun-
dational understanding, practical skills, active learning and
real-world relevance as key to effectively teaching machine
learning to an interdisciplinary audience with diverse back-
grounds and career goals. Meanwhile, Sanusi et. al [6] find
that learner-centered pedagogies focused on active participa-
tion, collaboration, real-world projects, and accessible tools
are most effective at introducing machine learning concepts
to K-12 students, with the report advising the use of a mix of
instructional lectures and hands-on, interactive methods. In
terms of teaching methods focused on student engagement,
there are studies that suggest that the introduction of interac-
tivity increases viewing time and completion of video lectures

[7]. At the same time, gamification is put forward as an ef-
fective way of increasing student engagement [8].

Understanding the current teaching methods and practices
for machine learning is crucial for educators and researchers
seeking to improve the accessibility, effectiveness, and rele-
vance of machine learning education. By examining the sim-
ilarities and differences between traditional and engagement-
focused teaching techniques, the strengths and limitations of
each approach can be identified. This knowledge allows for
the development and refinement of instructional strategies
that cater to the diverse needs and backgrounds of students.
Furthermore, by investigating the impact of different teach-
ing methods on learning outcomes and student satisfaction,
evidence-based decisions can be made to optimise machine
learning curricula and create more engaging, inclusive, and
impactful learning experiences.

The purpose of this research is to to bridge the gap between
the teaching methods specific to machine learning and those
focused on student engagement. It aims to do so by analysing
current scientific literature on the two suites of teaching meth-
ods, then conducting an experiment to gauge the impact of
an engagement-oriented approach. Finally, conclusions will
be drawn on the extent to which engagement-focused teach-
ing methods can improve learning outcomes within Machine
Learning education.

Research Question

In attempting to bridge this knowledge gap, the research ques-
tion of this paper is “To what extent do Machine Learning
teaching methods focused on student engagement improve
learning outcomes as measured by test performance and stu-
dent satisfaction?”

From this research question, three sub-questions arise:

1. What are the teaching techniques and best practices cur-
rently used in Machine Learning education? What is
their approach to student engagement?

2. Which teaching methods are effective at fostering stu-
dent engagement? How they compare to the established
machine learning teaching methods?

3. How do the two suites of teaching methods compare in
terms of resulting test results and student satisfaction?

Once the initial two sub-questions have been answered
through analysis of related works, the third will be answered
by means of an experiment.

2 Related Works

A deeper understanding of current teaching practices lays the
foundation for shaping the future of machine learning educa-
tion and preparing students to become competent and creative
practitioners in this rapidly evolving field.

2.1 The Current Paradigm for Teaching Machine
Learning

Traditional teaching methods for machine learning have pri-
marily been geared towards students in computer science or
related technical fields. These methods often involve ab-
stract mathematical concepts, algorithms, and software-based



demonstrations [9] [10]. Lectures, textbooks, and screen de-
mos are common tools used in this approach, which may be
less accessible or engaging for students without a strong affin-
ity for technology or mathematics [9] [10].

The focus of traditional methods tends to be on theoret-
ical understanding and software implementations, with less
emphasis on hands-on, practical applications [10]. This ap-
proach may not always adequately address the needs of stu-
dents from non-technical backgrounds, such as design stu-
dents, further emphasising the need for more engaging teach-
ing techniques to become commonplace in machine learning
education [10].

2.2 Teaching Methods for Machine Learning
Geared Towards Fostering Student
Engagement

In recent years, there has been a growing interest in de-
veloping teaching methods that foster student engagement
and make machine learning more accessible to a broader
range of learners. These engagement-focused approaches
often incorporate hands-on, interactive learning experiences
using tangible tools, such as robotics kits, and emphasise
project-based learning [11]. One notable example is the
embodied intelligence method, which allows students to in-
teract with and understand learning systems through tangible
experiences, making abstract concepts more concrete and
accessible [10]. By leveraging familiar tools and positive
associations, engagement-focused methods can lower barri-
ers and increase motivation for students who may not have a
strong technical background [10].

Stadelmann et al, in The Al-Atlas [5], present a coherent
set of best practices for teaching Al and machine learning.
It emphasises the importance of engaging students through
a combination of objectivist and constructivist pedagogies.
This approach involves starting with objectivist-style lectures
to build a solid technical foundation and then transitioning
to more constructivist, project-based learning [5]. Other
engagement-focused methods include the use of visual tools
for teaching machine learning. By integrating machine
learning capabilities into popular block-based programming
environments, these visual tools provide a low threshold
for entry, allowing students to quickly create meaningful
projects that leverage machine learning models, while also
offering opportunities for more advanced exploration [12].

In a particularly striking instance, a Kaggle competition
was successfully used to teach machine learning to master’s
students [4]. By creating a fun social learning environment,
a great increase in student engagement was achieved, lead-
ing to better levels of motivation, satisfaction and ultimately
to improved learning outcomes in the form of deeper under-
standing of the subject matter by students. While this partic-
ular study’s findings are based on the experiences of teaching
staff, the overwhelmingly positive results led the author to
call for further research using more rigorous methods.

2.3 Comparative Analysis

This analysis of relevant scientific works reveals significant
differences between the approaches and emphases of tra-
ditional and engagement-focused teaching methods for ma-
chine learning. Traditional methods, geared primarily to-
wards computer science students, emphasise theoretical un-
derstanding, abstract mathematical concepts, and software
implementations [9] [10]. Lectures, textbooks, and screen
demos are common tools, which may be less accessible or
engaging for students without strong technical backgrounds
(91 [101].

In contrast, engagement-focused methods prioritise hands-
on learning, accessibility, creativity, and practical problem-
solving [10] [11] [5] [12]. These approaches aim to make ma-
chine learning more engaging and relevant for a diverse range
of students, including those from non-technical fields [10]
[5] [12]. The AI-Atlas highlights the importance of combin-
ing objectivist lectures to build a solid technical foundation
with constructivist, project-based learning [5]. Visual tools
and block-based programming environments have emerged
as powerful means to engage students, offering low barriers
to entry and opportunities for creative exploration [12].

While traditional methods focus on theoretical under-
standing and software implementations, engagement-focused
methods emphasise hands-on, interactive learning experi-
ences using tangible tools and project-based learning [10]
[11]. Engagement-focused approaches also prioritise acces-
sibility and relevance for students from diverse backgrounds,
whereas traditional methods tend to cater to those with strong
technical or mathematical skills [9] [10].

Despite these differences, both approaches recognise the
importance of addressing programming concepts and pro-
viding a solid technical foundation [5] [9]. However,
engagement-focused methods go further in fostering creativ-
ity, practical problem-solving, and making machine learning
more accessible and relevant to a broader range of students
[10] [5] [12].

To better understand the effectiveness of engagement-
focused methods in improving learning outcomes compared
to traditional approaches, further research and experimental
studies are needed [9]. By examining the impact of different
teaching methods on student learning and satisfaction, educa-
tors can make evidence-based decisions to optimise machine
learning curricula and create more engaging, inclusive, and
impactful learning experiences [9] [5] [12].

3 Methodology

Building upon the similarities and differences between tra-
ditional and engagement-focused teaching techniques for
machine learning, it is essential to investigate whether
engagement-focused methods lead to improved learning out-
comes compared to the traditional teaching paradigm. To ad-
dress this question, an experimental study was designed to
directly compare the two instructional approaches.
Participants will be divided into two groups, each exposed
to either traditional or engagement-focused teaching meth-
ods. To ensure a fair comparison, both groups will be as-
sessed using the same quiz, evaluating their understanding



and application of machine learning concepts. Additionally,
participants will be asked to provide feedback on their satis-
faction with the learning experience, offering insights into the
perceived effectiveness of and satisfaction with each teaching
approach.

This combination of quantitative and qualitative metrics al-
lows for a rigorous evaluation of the benefits of engagement-
focused teaching methods in machine learning education, as
called for in papers based on the experiences of teaching staff

[4].

3.1 Experiment Design

An experiment involving two groups will be carried out, com-
paring two instructional approaches. The first group (control
group) will be exposed to a conventional 16 minute video lec-
ture covering the basics of the concept of artificial neural net-
works, followed by 14 practice questions, a satisfaction sur-
vey and a quiz. In contrast, the second group (experimental
group) will engage with the same video lecture and practice
questions, but broken down into four parts, each consisting of
aroughly four minute video followed by three or four practice
questions. Finally, the experimental group will complete the
same satisfaction survey and quiz as the control group (See
Figure 1). Notably, both groups were presented with the an-
swers to the set of 14 practice questions after they had filled
in the satisfaction survey, but before being asked to complete
the quiz.
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Figure 1: Diagram depicting the Experiment Design. The control
group watches a 16 minute video, followed by 14 practice questions,
while the experimental group engages with the same materials, but
broken down into four parts, each consisting of a four minute video
followed by three or four practice questions. Finally, the same satis-
faction survey and quiz are administered to both groups.

By subjecting participants to distinct teaching methods and
gathering both quantitative performance metrics and qualita-
tive feedback, the practical ramifications and effectiveness of
the pedagogical strategies will be evaluated and contrasted.

In attempting to study the impact of different teaching
methods on learning outcomes, using the same teaching ma-
terials and teaching the same topic to both the control and
experimental groups is imperative in order to achieve a con-
trolled experiment. Since the same materials have to be used
to teach the same subject, a between-subjects design is the
only option for this experiment.

To motivate the choice of an introduction to artificial neural
networks as the topic to be taught in this experiment, multi-
ple factors come together. Firstly and most importantly, this
is one of the topics within machine learning with relatively
broader appeal, presumably making it more feasible to attract
participants with a genuine interest in learning. Secondly, ac-
cording to Sulmont el. al, it is not algorithms, but higher-level
design decisions that are difficult to teach to students with-
out a background in machine learning [13]. For this reason,
the choice was made to use Grant Sanderson’s introduction
to neural networks [14], which, while it touches upon a few
technical aspects, has its main focus trained on imparting an
understanding of the principles and design decisions that un-
derpin a multi-layer Perceptron.

The video lecture covers several key aspects of artificial
neural networks, including:

1. The fundamental concept of artificial neurons.

2. The structure of neural networks as layers of these arti-
ficial neurons.

3. How pixel values can serve as an input layer for image
processing tasks.

4. The role of weights and biases in shaping the network’s
behavior and outputs.

5. The application of linear algebra as a mathematical
framework for representing and manipulating neural net-
works.

The quiz questions, identical for both groups, are based
on the contents of the video lecture, and are presented to
participants in increasing order of complexity. Following
Bloom’s taxonomy, the first two questions ask the partici-
pant to remember some basic aspects about artificial neural
networks, while the third requires some understanding of the
topic. Building upon that, the last three questions ask the
participant to apply their knowledge by engaging in problem
solving, with the level of difficulty increasing from accessible
to moderate and finally to challenging.

3.2 Participant Inclusion Criteria

The experiment will enrol university students from various
non-computer science disciplines to ensure a diverse and rep-
resentative sample. Informed consent will be obtained from
all participants, ensuring they understand the study’s purpose,
procedures, risks, and benefits. Participation will be strictly
voluntary, with no coercion or undue influence from teachers
or researchers. Inclusion of participants from different back-
grounds will be emphasised in order to promote diversity, re-
duce bias, and foster inclusivity.

3.3 Participant Exclusion Criteria

Participants who declared prior knowledge of machine learn-
ing and neural networks will be excluded to ensure a uniform
baseline understanding across the sample. Only individuals
above 18 years of age will be enrolled to ensure legal ca-
pacity to provide informed consent. A requirement will be
imposed for participants to have a self-reported English lan-
guage proficiency better than 5 out of 10 to ensure they can
comprehend the teaching materials adequately.



To safeguard participants’ well-being and privacy, several
exclusion criteria will be applied. Those unable to provide
informed consent or follow study procedures due to cognitive
impairments will not be enrolled. Participants whose data, if
kept and shared, could lead to their personal identification,
will be excluded. Finally, the experiment will be conducted
anonymously, with no personal information other than gen-
der, age group and educational level being collected.

Technical Setup

The experiment will be carried out using Microsoft Forms
to host the learning material and quiz. First, informed con-
sent will be asked, then some relevant background informa-
tion about the participant, followed by presenting the instruc-
tional content and practice questions. Finally, the participants
will be asked to rate their satisfaction with various aspects of
the teaching method, and then they will be presented with the
quiz. The results will be stored in Microsoft Onedrive, pro-
cessed using Microsoft Excel and Python and presented in
this report by means of charts made in Microsoft Excel and
Python.

4 Responsible Research

4.1 Ethical Aspects

This study has been designed and conducted with a strong
emphasis on research integrity and ethical principles, in align-
ment with the TU Delft Vision on Integrity 2018-2024 and the
Netherlands Code of Conduct for Research Integrity 2018.
Approval of this study from the TU Delft Human Research
Ethics Committee has been applied for and is pending as of
the time of writing. Informed consent was obtained from all
participants, ensuring their understanding of the study’s pur-
pose, procedures, risks, and benefits. The voluntary nature of
participation was emphasised, and no coercion or undue in-
fluence was exerted by teachers or researchers.

To promote inclusivity and avoid bias, participants from di-
verse backgrounds were included, ensuring a representative
sample. Participants’ privacy was protected by keeping the
experiment entirely anonymous and excluding individuals
whose data could potentially lead to their identification. The
well-being of participants was prioritised by making it clear
that every part of the experiment is entirely optional and car-
ries no consequence to participants, thus minimising the risk
of psychological distress.

4.2 Reproducibility of Methods

Transparency and reproducibility were key considerations
throughout the research process. The study’s design, meth-
ods, and data analysis have been clearly described in Sec-
tion 3 of this report, facilitating replication and verification
by other researchers. Proper data management practices were
followed, ensuring secure storage and accessibility of data for
future use. Results have been reported accurately, completely,
and objectively, including any limitations (covered in Section
7), thus providing a comprehensive and unbiased account of
the findings.

Throughout the study, the principles of honesty, trans-
parency, independence, and responsibility have been upheld,

adhering to the highest standards of research integrity. By
addressing these aspects throughout the study a commitment
to conducting ethical and reproducible research in alignment
with the TU Delft Vision on Integrity and the Netherlands
Code of Conduct for Research Integrity has been clearly
demonstrated.

S Experiment Results

With a total of 51 participants divided between the control
group’s 27 and the experimental group’s 24, striking results
were obtained. A number of participants had to be excluded,
because they met the exclusion criteria (see Section 3.1 Ex-
periment Design), leaving this study to draw upon the data
from 23 control group participants and 18 experimental group
participants. Given the voluntary nature of each question,
some participants chose not to answer all items. Despite al-
most identical group compositions in terms of gender, age
group and educational level, significant and consistent trends
are quickly evident.

Quiz Scores

The experimental group performed significantly better in the
quiz, with an average score of 3.83 out of 6. This, in con-
trast to the control group’s average quiz score of 1.56 out
of 6, makes for a staggering improvement, suggesting that
the engagement-focused approach is overwhelmingly more
effective in this regard (See Figure 2).

Box and Whisker Plot of Quiz Scores
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Figure 2: Box and Whisker plot comparing the quiz scores (out of
a maximum of 6 points) obtained by the control and experimental
group, respectively. The ends of each box represent the lower and
upper quartiles, while the median (second quartile) is marked by a
line inside the box. The whiskers extend from the ends of the box
to the minimum and maximum value for the corresponding group,
excluding outliers, which are plotted individually. Numeric values
are overlayed on the plot for each of the aforementioned points, as
well as for the mean quiz grade.

Participant Satisfaction Ratings

In terms of the satisfaction ratings reported by participants
(Figure 3), the experimental group is in the lead in all cate-
gories, although by a narrower margin than in terms of quiz
scores.
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Figure 3: Box and Whisker plot comparing various satisfaction rat-
ings (out of a maximum of 10 points) reported by the control and
experimental groups, respectively. The ends of each box represent
the lower and upper quartiles, while the median (second quartile) is
marked by a line inside the box. The whiskers extend from the ends
of the box to the minimum and maximum value for the correspond-
ing variable, excluding outliers, which are plotted individually.

Participant Video Lecture Viewing Behaviour

Regarding the participants’ video lecture viewing behaviour
(Figure 4) a clear difference is obvious. Of the control group’s
23 participants, only 13 said they watched the whole 16
minute video lecture, whereas eight reported watching part
of it and two participants said they skipped the video lecture
entirely.

Meanwhile, of the experimental group’s 18 participants,
a plurality of 15 reported watching every four minute video
lecture in its entirety, while the numbers of participants who
reported having watched the videos partially was relatively
low, with a maximum of three. Most remarkably, there were
no participants who reported having skipped any of the four
minute video lectures.

Comparison of Video Lecture Viewing
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Figure 4: Stacked bar chart showcasing the self-reported video lec-
ture viewing behaviour of the control group (N=23) with regards to
the single video lecture of roughly 16 minutes compared to that of
the experimental group (N=18) across the four video lecture parts of
roughly four minutes each. It can be seen that the rate of complete
watching is much higher in the experimental group, while that of
partial watching is significantly lower and skipping is entirely ab-
sent.

Statistical Significance

In order to ascertain the statistical significance of the results,
a T-test for independent samples was performed for each rel-
evant category, the results of which can be seen in Table 1.
In interpreting its results, this study uses the standard signifi-
cance level of 0.05.

The T-test is a parametric test used to determine if there is
a significant difference between the means of two groups. It
assumes that the data is normally distributed and the variances
of the two groups are equal. In this study, a T-test could be
used to compare the mean quiz scores and satisfaction ratings
between the control and experimental groups.

The Mann-Whitney U test, on the other hand, is a non-
parametric test that does not make assumptions about the dis-
tribution of the data. It is used to compare differences be-
tween two independent groups when the dependent variable
is either ordinal or continuous, but not normally distributed.
This test is particularly useful if the sample size is small or if
the data does not meet the assumptions required for a T-test,
which is the case for certain variables in this dataset.

Between Group Differences T-Test

Parametric test
Variable Group Size Independent samples t test
IMean | SD t p (2-tailed)

Quiz Score E"%e;g;i:”a' ;g ?2? é:;gg 4966 0,000
Self Assessment EX%ED'L”;‘ZT‘E" ;g Z:?g ;é?g 3803 0,001
Confidence (pre-quiz) EK%EC:L”;‘ZT“’" ;g’ i:g? gig 1,591 0,121
Overall Satisfaction E"%e;g;i:”a' ;g g?g ;:igz 2,639 0,012
e S| o
Engagement E"%e;g;i:”a' ;g gg; ;:ggg 2.975 0,005
Satisfaction_video EX%ED'L”;‘ZT‘E" ;g’ g:gg ;jggf 2,765 0,009
Satisfaction_questions| e Terial 72 g:‘j; A 1,875 0,089
Math Skills EX%ED'L”;‘ZT‘E" ;2 2:33 ;i;g 1,958 0,057
Coding Skills Ex%e;r:rir‘a' ;2 i:g; ;:?gf 1,481 0,147
ML Knowledge Ex%e;g;i:”a' ;2 ;:Ei ;:ggg 1,914 0,063

Table 1: Table analysing the statistical significance of the results ob-
tained by the control and experimental groups across all (potentially)
relevant categories. The table shows the mean value and standard
deviation for either group, followed by the T-test value and resulting
p-value, per variable.

Given the relatively small sample size in this study (23
participants in the control group and 18 in the experimental
group), a Mann-Whitney U-test might be more appropriate
than a T-test, as it does not rely on the assumptions of nor-
mality or equal standard deviations. Hence, a Mann-Whitney
U test was also performed (see Table 2) in order to cross-
validate the statistical significance of the results.

The T-test and Mann-Whitney U-test results are highly
consistent, leading to the same conclusions for all variables.
Both tests show statistically significant differences between
the experimental and control groups for quiz scores, self-
assessment (post-quiz), overall satisfaction, self-reported fo-
cus and engagement, and satisfaction with the video lectures.



Between Group Differences Mann-Whitney U-Test

Non-parametric test
Mann-Whitney U test
Variable Group Size M Sum
PeA | of | Mann-Whitney U|p (2-tailed)
Rank
Ranks
h Experimental| 18 [ 29,08 [52350
Quiz Score Control 73 1487 [337 50 61,500 0,000
Experimental| 16 | 27,13 |434,00
Self Assessment Tl 23 | 15.04 [346,00 70,000 0,001
Confidence (pre-quiz) E"%eor'rmifta' ;g fg?? 35?'33 138,000 0,100
Overall Satisfaction E"fgmifta' ;g fgg; ggé'gg 105,000 0,011
Experimental| 18 26:[]0 468,00
Focus Control | 22 [ 76,00 352,00 29000 0,007
Experimental| 18 | 26,03 |468 50
Engagement Control | 22 [ 1598 [35150)  28:500 0,006
Satisfaction_video Expgor:::.irlﬂal ;g fggg ggggg 99,000 0,006
Satisfaction_questions Expgormirlwtal ;g 3;3; ggggg 129,500 0,058
) Experimental| 18 | 24,83 [447,00
Math Skills Conirol 731500 413,00 138,000 0,066
. . Experimental| 18 | 17,83 |321,00
Coding Skills Conirol 73 [ 73.48 540,00 150,000 0,131
) Experimental| 18 | 17,58 |316,50
ML Knowledge oniol 23 | 2367 |544.50 145,500 0,101

Table 2: Table analysing the statistical significance of the results
obtained by the control and experimental groups across all (poten-
tially) relevant categories. The table shows the mean rank and sum
of ranks across either group, followed by the Mann-Whitney U-test
value and resulting p-value, per variable.

Moreover, both tests indicate no statistically significant dif-
ferences for pre-quiz confidence, satisfaction with the prac-
tice questions, and prior knowledge of mathematics, coding
or machine learning.

6 Discussion

While the analysis of related works does indicate the effec-
tiveness of engagement-focused teaching methods for ma-
chine learning, it fails to convey the scale of their impact. Fur-
thermore, the techniques and methods presented in literature
vary widely and a great proportion of them are complex. All
this amounts to a vague academic consensus about teaching
techniques geared towards student engagement being benefi-
cial in machine learning education, but without a clear guide
to what those techniques might be and what kind of impact
they actually make on learning outcomes.

To address the research question adequately in this study
of very limited means, a simple experiment was devised to
assess the impact on quiz scores and student satisfaction of a
most rudimentary form of engagement-boosting technique, in
the form of breaking up a 16 minute video lecture followed by
14 practice questions into four mini-lecture videos of roughly
four minutes, each followed by three or four practice ques-
tions. Both the video material and the practice questions were
identical for all participants, with the aim being to determine
the effects of breaking the learning process down into bite-
sized parts.

The results, presented in the previous section, constitute
clear evidence of the effectiveness of this simple method.
With no other difference between groups, it alone appears
to have accounted for the more than doubling of the average
quiz score obtained by the experimental group, as opposed

to that of the control group. In addition to the remarkably
large increase in test performance, satisfaction with the learn-
ing materials and experience was also improved consistently
across all metrics, similarly to participants’ confidence in the
knowledge they had gained, as reported both before and after
the quiz.

The improvement in learning outcomes between the con-
trol and experimental groups is far more pronounced and con-
sistent across metrics than expected. The stark contrast can
be attributed to the overwhelming increase in engagement
with the teaching materials, as evidenced by the participants’
viewing behaviour. While coincidence may have played a
role given the small scale of the study, self-reported focus
and engagement ratings were also found to have (statistically)
significantly higher mean values for the experimental group,
suggesting that student engagement was indeed the root cause
of the improved learning outcomes.

The cross-analysis of the statistical significance of the re-
sults using a T-test and a Mann-Whitney U-test strengthens
the findings that the engagement-focused teaching method
positively impacted learning outcomes and student satisfac-
tion compared to the traditional method. The consistency
between the parametric (T-test) and non-parametric (Mann-
Whitney U-test) results increases confidence in the study’s
conclusions, as the findings are robust to different statistical
assumptions.

Overall, the results of this study provide significant evi-
dence that machine learning teaching methods focused on
student engagement can considerably improve learning out-
comes, as measured by test performance and student satis-
faction. The findings highlight the importance of design-
ing instructional strategies that cater to the diverse needs and
backgrounds of students, and the potential for engagement-
focused approaches to make machine learning education
more accessible, effective, and impactful. As the field of
machine learning continues to evolve in both its scope and
prevalence, it is crucial for educators to prioritise student en-
gagement in order to prepare learners to become competent
and creative practitioners.

7 Conclusions and Future Work

This study set out to answer the research question: “To
what extent do Machine Learning teaching methods fo-
cused on student engagement improve learning outcomes
as measured by test performance and student satisfaction?”
Through comprehensive analysis of related scientific works
and a controlled experiment, it has been demonstrated that
engagement-focused teaching methods can significantly en-
hance both quiz scores and student satisfaction in the context
of an introductory machine learning lesson on artificial neural
networks.

The related works section revealed that while traditional
machine learning teaching methods emphasise theoretical
understanding and software implementations, engagement-
focused approaches prioritise hands-on learning, accessibil-
ity, and practical problem-solving. However, the impact of
these engagement-focused methods on learning outcomes re-
mained vaguely defined.



To address this knowledge gap, an experiment was con-
ducted in which participants were divided into a control group
exposed to a conventional 16-minute video lecture followed
by practice questions, and an experimental group that en-
gaged with the same content broken down into four shorter
video segments, each followed by a subset of the practice
questions. Both groups completed the same satisfaction sur-
vey and quiz.

The results were striking, with the experimental group
achieving an average quiz score of 3.83 out of 6, compared to
the control group’s average of 1.56. Furthermore, satisfaction
ratings were consistently higher for the experimental group
across all metrics. These findings suggest that even a sim-
ple engagement-boosting technique, such as breaking down a
lesson into smaller, more manageable parts, can have a pro-
found impact on learning outcomes and student satisfaction
in machine learning education.

Limitations

While the results of this study are significant, there are a
number of factors limiting the scope and reach of the find-
ings. Firstly, the number of experiment participants whose
data could be used was small, coming in at only 41. As a re-
sult of the small sample size, certain irregularities might not
be accounted for. For example, with only a few dozen par-
ticipants it is entirely possible for one group to have coinci-
dentally had a significantly higher level of innate motivation
than the other, potentially influencing results. To generalise, a
small sample such as this carries a significant risk of individ-
ual circumstances influencing results, for which no amount of
statistical validation can compensate.

Secondly, this being a study organised by a bachelor’s stu-
dent, the duration of the experiment, at 30 minutes long, was
already problematic in terms of the participants’ willingness
to fully engage with the materials. At the same time, the 30
minute duration imposed severe limitations on what material
could be taught and tested within the allotted time, constrain-
ing the experiment to a basic introduction to neural networks.
Exploring a broader range of topics would have made the re-
sults more meaningful and more representative of the impact
of the teaching methods evolved on machine learning educa-
tion in general, and not just a particular small topic within the
subject. Furthermore, because of the time constraints, the ex-
periment focused on only one specific engagement-boosting
technique, whereas more could be explored comparatively in
an ampler study.

Finally, the nature of the experiment presents a unique type
of limitation in terms of the willingness of participants to
put significant mental effort into learning a new concept and
then completing a quiz composed of questions of increasingly
more challenging questions. With nothing at stake, which
is one of the ethics requirements for the present research,
it would stand to reason that the participants’ motivation to
make an effort is significantly lower than in a traditional edu-
cational setting.

Future Work

To overcome the limitations following from the small sam-
ple size of this study, it would be relevant to conduct another

experiment in a similar fashion, but involving hundreds of
participants. This would reduce the granularity of the data,
improve diversity and further increase the statistical signifi-
cance of the findings.

Meanwhile, in tackling the limitations imposed by the 30
minute duration of the experiment, one could expand upon
this study with a comparison of the outcomes of engag-
ing versus traditional teaching methods over a longer term.
It would also be worthwhile to compare multiple differ-
ent engagement-focused techniques and analyse their impact
when applied both separately and jointly.

In both the above-mentioned cases, as well as in that of
attempting to improve participant motivation and willingness
to make an effort, the most prominent solution that springs
to mind for overcoming the limitations of this study is to run
a similar experiment in a formal educational setting. This
would amount to comparing the effects of engaging versus
traditional teaching methods on different cohorts of students
participating in a machine learning course. This solution,
however, presents significant ethical dilemmas, such as ed-
ucators prioritising the use of their students as research test
subjects over the quality and integrity of their education.

Appendices: Experimental Material and
Results

The online forms used to run the experiment, as well as the
results, can be found in this paper, after the references. Note
that “v39” refers to the control group, while “v42” refers to
the experimental group.
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Total: 6 Points

* Required

Informed Consent

You are being invited to participate in a research study titled "How to Teach Machine learning in an Engaging Way".
This study is being done by Mihnea Liute, an undergraduate student from the TU Delft.

The purpose of this research study is to assess the impact of engagement-focused techniques for Machie Learning ed-
ucation on learning outcomes, and will take you approximately 30 minutes to complete. The data will be used for fur-
thering scientific knowledge about teaching methods for Machine Learning, as well as potential publication and teach-
ing. We will be asking you to learn about a Machine Learning topic using materials provided to you and then complete
a quiz about what you learned and rate your learning experience.

As with any online activity the risk of a breach is always possible. To the best of our ability your answers in this study
will remain confidential. We will minimise any risks by keeping the quiz entirely anonymous and collecting no personal
or potentially identifiable data from participants, except for their age group and gender.

Your participation in this study is entirely voluntary and you can withdraw at any time. You are free to omit any ques-
tions.

You can contact the responsible researcher at m.liute@student.tudelft.nl

By filling in and submitting this survey, you are agreeing to these conditions.

| have read and understood the above information about this study, or it has been read to me. | have
been able to ask questions about the study and my questions have been answered to my
satisfaction. | agree to these terms. *

O | agree
O | disagree



Participant Information

To which of the following age groups do you belong?

under 18
18 to 24
251029
30to 34
35t0 49

50 to 64

O O O O O O O

65 and over

What is your gender?

Female

Male

Non-binary

Other

Prefer not to say

O O O O O

What is the highest-level diploma that you currently hold?

O Doctoral Diploma
O Master's Diploma
O Bachelor's Diploma
O High School Diploma
O

Primary School Diploma



Have you studied Machine Learning or Neural Networks as part of you education?

O Yes
O No

In what region of the world do you currently reside?

O Africa

O Asia

O Central or South America
(O Europe (EV)

O Europe (non-EU)

O North America

O Oceania

How would you rate your English language profficiency in terms of you ability to understand a video
teaching material in English?

0 1 2 3 4 5 6 7 8 9 10

Non-existent Perfect

How would you rate your current level of technical profficiency in regards to coding and computer
science more broadly?

0 1 2 3 4 5 6 7 8 9 10

No profficiency Full profficiency

How would you rate your current level of profficiency in regards to linear algebra, calculus and
mathematics more broadly?

0 1 2 3 4 5 6 7 8 9 10

No profficiency Full profficiency



How would you rate your knowledge of Machine Learning and Neural Networks at this time?

0 1 2 3 4 5 6 7 8 9 10

No knowledge Advanced knowledge



Content and Practice Questions

You will now watch a video lecture which covers the topic of Artificial Neural Networks, followed by some practice
questions pertaining to its content.

Please note that the practice questions carry no points or consequence and are not mandatory. They are, however, im-
portant and meant to improve your learning and prepare you for the quiz.

Neural Networks Video Lecture *

Original Video: https://youtu.be/aircAruvnKk Full credits for creating this video go to the creator of the original
video, Grant Sanderson a.k.a. 3Blue1Brown: https://www.youtube.com/@3blue1brown This is a segment of the
original video, uploaded to YouTube as an unlisted video, to be used as an instructional material as part of
scientific research. The creator of the original video will be credited in the instructional materials as well as in the
papers that may result from the research.

Neural Networks Full Video Lecture

O I have fully watched this video
O | stopped watching before the end of the video

O I skipped this video entirely

Can Neural Networks take an image (grid of pixels) as an input and, based on those pixel brightness
values representing the content of the image, roughly categorise the image based on its content?

O Yes
O No



What is a simple, "vanilla" artificial neural network called?

O Long short-term Memory Network
O Convolutional Neural Network

O Multilayer Perceptron

What does an artificial neuron hold? (What is an artificial neuron's activation?)

A value between -co and +oo
A value between -1 and + co
A value between 0 and 1

A value between 0 and oo

O O O O O

Thoughts and (controversial) opinions

Which layers of an artificial neural network made for image recognition are formed of artificial
neurons measuring pixel brightness values?

Just the first

All the layers

The first two

O O O O

The middle layer

What does the final layer of artificial neurons in an artificial neural network represent?

Outputs, such as rough probabilities that the input belongs to one of a number of types of inputs

Mysteries

An intermediate step in calculating the final output

Neurons

o O O O



How many layers should an artificial neural network ideally contain for a hand-written digit
classification task?

O -2
O 16
O irrelevant

O it depends

Does each intermediate layer in an artificial neural network represent a "step" towards the solution
the network is trying to reach?

No. Never.
Yes. Always.

Yes, but only for image recognition.

O O O O

Roughly, sometimes. It varies and depends.

What are the parameters of an artificial neural network and what are they used for?

O Weights, biases and activation functions are used to tweak the artificial neural network in order to make it perform
the desired function.

O Inputs are taken in and outputs come out, producing the desired result. Black Magic!



Here you see a graphical depiction of a perceptron. o )

What do the x, w, and y denote? -
Wo / \ Wg

O X = input value; w = activation/output value; y = weight
O x = weight of the input nodes; w = activation score; y = output value
O x = input value; w = weight; y = activation/output value

O x = weight of the input nodes; w = weight; y = activation/output value

What does the Sigmoid (a.k.a Logistic) function do?

O It maps or "squishes" values in the interval [-co, +c0] to values in the interval [0, 1], making it ideal for transforming
any real value into a value between 0 and 1, which could represent a neuron's activation level

O It... functions?

Consider the multi-layer perceptron depicted in the
figure, where the numbers next to the edges denote
the weight of each connection. Suppose we use a
Sigmoid activation function for all nodes (neurons).
If the input to this model is x1 = 5, x2 = -2, what will
the value for y be?

O y=00
O o00<y<05
O y=o05
O y=10



What is a compact way of representing and an efficient way of calculating the output of an artificial
neuron given its activation function, bias and the weights of the edges leading to it, as well as as the
inputs coming in through those edges?

Hyeroglyphs
Organic chemistry

Matrix multiplication, which can be executed VERY efficiently in parallel on graphics cards

o O O O

Black Magic

What are, in essence, both an artificial neural network and every artificial neuron in it, individually?

O Functions!
O Aliver2n

y
Here you see a graphical depiction of a multi-layer <
perceptron. How is the value of z1 calculated?

An activation function is applied to the sum of the multiplications of the input x1 and the weight w1, and that of
the input x2 and the weight w2 plus the bias x0. Mathematically: activationFunc( x1 * w1 + x2 * w2 + x0 )

By the sum of multiplications of the inputs x1 and x2 and the weights w1 and w2, plus bias x0. Mathematically, x1 *
w1 +x2 *w2 + x0

By the sum of multiplications of the inputs x1 and x2 and the weights w1 and w2 plus bias z0. Mathematically, x1 *
w1 +x2*w2 + 20

An activation function is applied to the sum of multiplications of the inputs x1 and x2 and the weights w1 and w2,
plus the bias z0. Mathematically: activationFunc(x1 * w1 + x2 * w2 + z0)

o O O O



Learning Experience

This section asks you to rate you learning experience. Please feel free to be honest in regards to all aspects, positinge
and negative alike.

How would you rate your satisfaction with the video lecture as a means of presenting the material,
on a scale of 0 to 10?

Feel free to be honest

0 1 2 3 4 5 6 7 8 9 10
Terrible beyond Literal Perfection
Description

How would you rate the usefulness of the practice questions as a means of rehearsing the material,
on a scale of 0 to 10?

Feel free to be honest

0 1 2 3 4 5 6 7 8 9 10
Terrible beyond Literal Perfection
Description

How would you rate your level of engagement with the learning material provided (video lecture
and practice questions), on a scale of 0 to 10?

How engaging did you find this presentation format?

0 1 2 3 4 5 6 7 8 9 10

| felt no engagement | felt fully immersed
at all

How easy was it to stay focused on the material in the video lecture and practice questions, on a
scale of 0 to 10 (higher is better)?

Feel free to be honest

0 1 2 3 4 5 6 7 8 9 10

Impossible Effortless

How would you rate your level of confidence in your knowledge of the content on Artificial Neural

Networks covered by the learning materials, on a scale of 0 to 10?

0 1 2 3 4 5 6 7 8 9 10

Not confident at all Very confident



How would you rate your overall satisfaction with the learning experience, on a scale of 0 to 10?

Feel free to be honest

0 1 2 3 4 5 6 7 8 9 10

Terrible beyond Literal Perfection
Description



Answers to Practice Questions

This section provides the answers to the Practice Questions from the previous section. Feel free to go back and take
another look at any question that you may have found difficult.

Below are the Answers to the Practice Questions from the previous section. Feel free to go back and
take another look at any question that you may have found difficult.

Part 1, Intro

Question 12: Yes

Question 13: Multilayer Perceptron

Question 14: A value between 0 and 1

Part 2, Layers

Question 15: Just the first

Question 16: Outputs, such as rough probabilities thath the inpout belongs to a number of types of
inputs

Question 17: It depends.

Question 18: Roughly, sometimes. It varies and depends.

Part 3, Weights, Biases and Activation Functions

Question 19: Weights, biases and activation functions are used to tweak the artificial neural network
in order to make it perform the desired function.

Question 20: x = input value; w = weight; y = activation/output value

Question 21: It maps or "squishes" values in the interval [-co, +0] to values in the interval [0, 1],
making it ideal for transforming any real value into a value between 0 and 1, which could represent a
neuron's activation level

Question 22: 0.0 < x < 0.5

Part 4, Math and Conclusions

Question 23: Matrix multiplication, which can be executed VERY efficiently in parallel on graphics
cards

Question 24: Functions!

Question 25: An activation function is applied to the sum of the multiplications of the input x1 and
the weight w1, and that of the input x2 and the weight w2 plus the bias x0. Mathematically:
activationFunc( x1 *w1 + x2 *w2 + x0)



Quiz

The 6 questions in this quiz are the only ones with points attached to them. However, feel free not to answer some or
any of the questions if they make you uncomfortable.
Note that there is only one correct answer per question.

What is TRUE about artificial neural networks? (1 Point)

O An artificial neuron holds an activation value between 0 and 1.
O A simple, "vanilla” artificial neural network is called a multi-layer Perceptron.

Q A neural network can take an image (grid of pixels) as an input and, based on those pixel brightness values
representing the content of the image, roughly categorise the image based on its content?

O All of the above.

What is FALSE about layers in an artificial neural network? (1 Point)

The first and last layer of an artificial neural network are called the input and output layers, respectively.
The optimal number of layers in an artificial neural network varies and depends on multiple factors.

Each intermediate layer in an artificial neural network ALWAYS represents a "step" towards the solution the network
is trying to reach.

All of the above.

o O O O

What is TRUE about artificial neural networks (aNNs)? (1 Point)

Atrificial neural networks "chain" interconnected layers of polynomial functions in the form of neurons. Using the
O neurons' activation biases and the weights of the connections between them, aNNs tweak their behaviour to
achieve the desired functionality, which amounts to a single highly complex function.

The activation of an artificial neuron is determined by the sum of products of corresponding inputs and weights
O from its incoming edges, plus a bias value, all passed through an activation function, such as a Sigmoid, that

squishes all real values to the interval [0, 1].

O Using matrix multiplication to represent complex calculation that determines the activation of a neuron enables
artificial neural networks to be somewhat computationally efficient relative to the complexity of their tasks.

O All of the above.



Here is a (single layer) Perceptron that uses a step
activation function (which outputs 1 if its input is
bigger than 0, and outputs 0 otherwise) instead of a
sigmoid function.

What would this perceptron's output be equal to if it
was given inputs x1 = 1, x2 = -0.5, x3 =-0, x4 = 2 and
weights w1l = -1, w2 = 2, w3 =4, w4 = 1 (1 Point)

O ¢
O
O o
O -

Here you see a graphical depiction of a multi-layer
perceptron. How is the value of y calculated? (1 Point)

Mathematically, activationFunc(z1*v1 + z2*v2 + z0)

Mathematically, activationFunc(z1*v1 + z2*v2 + x0)

O O O O

Perceptron

Summation Activation function

wix+ wo Perceptrons use a step function

/ / f(x) = 2(I(x > 0) - 05)

~10 =05 00 05 10

Inspired by a simplified model of neurons in the brain

w2

An activation function is applied to the sum of the multiplications of z1 with v1 and z2 with v2, plus the bias z0.

By the sum of the multiplications of z1 with v1 and z2 with v2, plus the bias v0. Mathematically, z1*v1 + z2*v2 + vO

An activation function is applied to the sum of the multiplications of z1 with v1 and z2 with v2, plus the bias x0.

By the sum of the multiplications of z1 with v1 and z2 with v2, plus the bias x0. Mathematically, z1*v1 + z2*v2 + x0



Consider the multi-layer perceptron depicted in the
figure, where the numbers next to the edges denote
the weight of each connection. Suppose we use a
step activation function (which outputs 1 if its input is
bigger than 0, and outputs 0 otherwise) for both all
nodes.

If the inputs to this model are x1 = 10 and x2 = -1,
what will the values for h1, h2 and y be?

Remember to put the sum of the incoming values
through the activation function in order to obtain the
value in a node! (1 Point)

O nm=1n2=0y=05
O nm=1n2=05y=0
O m=th2=1y=1

O hi=1h2=0y=0

How well do you think you have done on this quiz?

0 1 2 3 4 5
| probably got everyt
hing wrong

9 10

| think | got everythin
g right

This content is neither created nor endorsed by Microsoft. The data you submit will be sent to the form owner.

@ Microsoft Forms
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* Required

Informed Consent

You are being invited to participate in a research study titled "How to Teach Machine learning in an Engaging Way".
This study is being done by Mihnea Liute, an undergraduate student from the TU Delft.

The purpose of this research study is to assess the impact of engagement-focused techniques for Machie Learning ed-
ucation on learning outcomes, and will take you approximately 30 minutes to complete. The data will be used for fur-
thering scientific knowledge about teaching methods for Machine Learning, as well as potential publication and teach-
ing. We will be asking you to learn about a Machine Learning topic using materials provided to you and then complete
a quiz about what you learned and rate your learning experience.

As with any online activity the risk of a breach is always possible. To the best of our ability your answers in this study
will remain confidential. We will minimise any risks by keeping the quiz entirely anonymous and collecting no personal
or potentially identifiable data from participants, except for their age group and gender.

Your participation in this study is entirely voluntary and you can withdraw at any time. You are free to omit any ques-
tions.

You can contact the responsible researcher at m.liute@student.tudelft.nl

By filling in and submitting this survey, you are agreeing to these conditions.

| have read and understood the above information about this study, or it has been read to me. | have
been able to ask questions about the study and my questions have been answered to my
satisfaction. | agree to these terms. *

O | agree
O | disagree



Participant Information

To which of the following age groups do you belong?

18 to 24
25t0 29
30 to 34
35to0 49

50 to 64

O O O O O O

65 and over

What is your gender?

O Female
O Male

Non-binary

O
O Other
O

Prefer not to say

What is the highest-level diploma that you currently hold?

Doctoral Diploma
Master's Diploma
Bachelor's Diploma

High School Diploma

O O O O O

Primary School Diploma



Have you studied Machine Learning or Neural Networks as part of you education?

O Yes
O No

In what region of the world do you currently reside?

O Africa

O Asia

O Central or South America
(O Europe (EV)

O Europe (non-EU)

O North America

O Oceania

How would you rate your English language profficiency in terms of you ability to understand a video
teaching material in English?

0 1 2 3 4 5 6 7 8 9 10

Non-existent Perfect

How would you rate your current level of technical profficiency in regards to coding and computer
science more broadly?

0 1 2 3 4 5 6 7 8 9 10

No profficiency Full profficiency

How would you rate your current level of profficiency in regards to linear algebra, calculus and
mathematics more broadly?

0 1 2 3 4 5 6 7 8 9 10

No profficiency Full profficiency



How would you rate your knowledge of Machine Learning and Neural Networks at this time?

0 1 2 3 4 5 6 7 8 9 10

No knowledge Advanced knowledge



Content and Practice Questions

You will now watch four short videos which toghether cover the topic of Artificial Neural Networks, each one followed
by a few practice questions pertaining to its content.

Please note that the practice questions carry no points or consequence and are not mandatory. They are, however, im-
portant and meant to improve your learning and prepare you for the quiz.

Introduction to Neural Networks (Mulilayer Perceptron) *

Original Video: https://youtu.be/aircAruvnKk Full credits for creating this video go to the creator of the original
video, Grant Sanderson a.k.a. 3Blue1Brown: https://www.youtube.com/@3bluelbrown This is a segment of the
original video, uploaded to YouTube as an unlisted video, to be used as an instructional material as part of
scientific research. The creator of the original video will be credited in the instructional materials as well as in the
papers that may result from the research.

Neural Networks Video Lecture Part 1

O I have fully watched this video
O | stopped watching before the end of the video

O I skipped this video entirely

Can Neural Networks take an image (grid of pixels) as an input and, based on those pixel brightness
values representing the content of the image, roughly categorise the image based on its content?

O Yes
O No



What is a simple, "vanilla" artificial neural network called?

O Long short-term Memory Network
O Convolutional Neural Network

O Multilayer Perceptron

What does an artificial neuron hold? (What is an artificial neuron's activation?)

A value between -co and +oo
A value between -1 and + co
A value between 0 and 1

A value between 0 and oo

O O O O O

Thoughts and (controversial) opinions

Part 2: Layers *

Original Video: https://youtu.be/aircAruvnKk Full credits for creating this video go to the creator of the original
video, Grant Sanderson a.k.a. 3Blue1Brown: https://www.youtube.com/@3bluelbrown This is a segment of the
original video, uploaded to YouTube as an unlisted video, to be used as an instructional material as part of
scientific research. The creator of the original video will be credited in the instructional materials as well as in the
papers that may result from the research.

Neural Networks Video Lecture Part 2

Q I have fully watched this video
O | stopped watching before the end of the video

O I skipped this video entirely



Which layers of an artificial neural network made for image recognition are formed of artificial
neurons measuring pixel brightness values?

(O Just the first
O All the layers
O The first two

O The middle layer

What does the final layer of artificial neurons in an artificial neural network represent?

Outputs, such as rough probabilities that the input belongs to one of a number of types of inputs
Mysteries
An intermediate step in calculating the final output

Neurons

o O O O

How many layers should an artificial neural network ideally contain for a hand-written digit
classification task?

O -
O 16
O irrelevant

O it depends

Does each intermediate layer in an artificial neural network represent a "step" towards the solution
the network is trying to reach?

No. Never.
Yes. Always.

Yes, but only for image recognition.

O O O O

Roughly, sometimes. It varies and depends.



Part 3: Weights and Biases, Sigmoid Activation Function *

Original Video: https://youtu.be/aircAruvnKk Full credits for creating this video go to the creator of the original
video, Grant Sanderson a.k.a. 3Blue1Brown: https://www.youtube.com/@3blue1brown This is a segment of the
original video, uploaded to YouTube as an unlisted video, to be used as an instructional material as part of
scientific research. The creator of the original video will be credited in the instructional materials as well as in the
papers that may result from the research.

Neural Networks Video Lecture Part 3

(O 1 have fully watched this video
O | stopped watching before the end of the video

O | skipped this video entirely

What are the parameters of an artificial neural network and what are they used for?

O Weights, biases and activation functions are used to tweak the artificial neural network in order to make it perform
the desired function.

O Inputs are taken in and outputs come out, producing the desired result. Black Magjic!



Here you see a graphical depiction of a perceptron. o )

What do the x, w, and y denote? -
Wo / \ Wg

O x = input value; w = activation/output value; y = weight
O x = weight of the input nodes; w = activation score; y = output value
O X = input value; w = weight; y = activation/output value

O x = weight of the input nodes; w = weight; y = activation/output value

What does the Sigmoid (a.k.a Logistic) function do?

O It maps or "squishes" values in the interval [-co, +c0] to values in the interval [0, 1], making it ideal for transforming
any real value into a value between 0 and 1, which could represent a neuron's activation level

O It... functions?

Consider the multi-layer perceptron depicted in the
figure, where the numbers next to the edges denote
the weight of each connection. Suppose we use a
Sigmoid activation function for all nodes (neurons).
If the input to this model is x1 = 5, x2 = -2, what will
the value for y be?

O y=00
O o00<y<05
O y=o05
O y=10



Part 4: Math and Conclusions *

Neural Networks Video Lecture Part 4

O I have fully watched this video
O | stopped watching before the end of the video

O | skipped this video entirely

What is a compact way of representing and an efficient way of calculating the output of an artificial
neuron given its activation function, bias and the weights of the edges leading to it, as well as as the
inputs coming in through those edges?

Hyeroglyphs
Organic chemistry

Matrix multiplication, which can be executed VERY efficiently in parallel on graphics cards

o O O O

Black Magic

What are, in essence, both an artificial neural network and every artificial neuron in it, individually?

O Functions!
O Aliveran



y
Here you see a graphical depiction of a multi-layer <

perceptron. How is the value of z1 calculated?

o O O O

& Q i

An activation function is applied to the sum of the multiplications of the input x1 and the weight w1, and that of
the input x2 and the weight w2 plus the bias x0. Mathematically: activationFunc( x1 * w1 + x2 * w2 + x0)

By the sum of multiplications of the inputs x1 and x2 and the weights w1 and w2, plus bias x0. Mathematically, x1 *
w1 +x2*w2 + x0

By the sum of multiplications of the inputs x1 and x2 and the weights w1 and w2 plus bias z0. Mathematically, x1 *
wl +x2*w2 + z0

An activation function is applied to the sum of multiplications of the inputs x1 and x2 and the weights w1 and w2,
plus the bias z0. Mathematically: activationFunc( x1 * w1 + x2 * w2 + z0)



Learning Experience

This section asks you to rate you learning experience. Please feel free to be honest in regards to all aspects, positinge
and negative alike.

How would you rate your satisfaction with the videos as a means of presenting the material, on a
scale of 0 to 10?

Feel free to be honest

0 1 2 3 4 5 6 7 8 9 10
Terrible beyond Literal Perfection
Description

How would you rate the usefulness of the practice questions as a means of rehearsing the material,
on a scale of 0 to 10?

Feel free to be honest

0 1 2 3 4 5 6 7 8 9 10
Terrible beyond Literal Perfection
Description

How would you rate your level of engagement with the learning material provided (videos and
practice questions), on a scale of 0 to 10?

How engaging did you find this presentation format?

0 1 2 3 4 5 6 7 8 9 10

| felt no engagement | felt fully immersed
at all

How easy was it to stay focused on the material in the videos and practice questions, on a scale of 0
to 10 (higher is better)?

Feel free to be honest

0 1 2 3 4 5 6 7 8 9 10

Impossible Effortless

How would you rate your level of confidence in your knowledge of the content on Artificial Neural

Networks covered by the learning materials, on a scale of 0 to 10?

0 1 2 3 4 5 6 7 8 9 10

Not confident at all Very confident



How would you rate your overall satisfaction with the learning experience, on a scale of 0 to 10?

Feel free to be honest

0 1 2 3 4 5 6 7 8 9 10

Terrible beyond Literal Perfection
Description



Answers to Practice Questions

This section provides the answers to the Practice Questions from the previous section. Feel free to go back and take
another look at any question that you may have found difficult.

Below are the Answers to the Practice Questions from the previous section. Feel free to go back and
take another look at any question that you may have found difficult.

Part 1, Intro

Question 12: Yes

Question 13: Multilayer Perceptron

Question 14: A value between 0 and 1

Part 2, Layers

Question 16: Just the first

Question 17: Outputs, such as rough probabilities thath the inpout belongs to a number of types of
inputs

Question 18: It depends.

Question 19: Roughly, sometimes. It varies and depends.

Part 3, Weights, Biases and Activation Functions

Question 21: Weights, biases and activation functions are used to tweak the artificial neural network
in order to make it perform the desired function.

Question 22: x = input value; w = weight; y = activation/output value

Question 23: It maps or "squishes" values in the interval [-oo, +0] to values in the interval [0, 1],
making it ideal for transforming any real value into a value between 0 and 1, which could represent a
neuron's activation level

Question 24: 0.0 < x < 0.5

Part 4, Math and Conclusions

Question 26: Matrix multiplication, which can be executed VERY efficiently in parallel on graphics
cards

Question 27: Functions!

Question 28: An activation function is applied to the sum of the multiplications of the input x1 and
the weight w1, and that of the input x2 and the weight w2 plus the bias x0. Mathematically:
activationFunc( x1 *w1 + x2 *w2 + x0)



Quiz

The 6 questions in this quiz are the only ones with points attached to them. However, feel free not to answer some or
any of the questions if they make you uncomfortable.
Note that there is only one correct answer per question.

What is TRUE about artificial neural networks? (1 Point)

O An artificial neuron holds an activation value between 0 and 1.
O A simple, "vanilla” artificial neural network is called a multi-layer Perceptron.

O A neural network can take an image (grid of pixels) as an input and, based on those pixel brightness values
representing the content of the image, roughly categorise the image based on its content?

O All of the above.

What is FALSE about layers in an artificial neural network? (1 Point)

The first and last layer of an artificial neural network are called the input and output layers, respectively.
The optimal number of layers in an artificial neural network varies and depends on multiple factors.

Each intermediate layer in an artificial neural network ALWAYS represents a "step" towards the solution the network
is trying to reach.

All of the above.

o O O O

What is TRUE about artificial neural networks (aNNs)? (1 Point)

Atrificial neural networks "chain" interconnected layers of polynomial functions in the form of neurons. Using the
O neurons' activation biases and the weights of the connections between them, aNNs tweak their behaviour to
achieve the desired functionality, which amounts to a single highly complex function.

The activation of an artificial neuron is determined by the sum of products of corresponding inputs and weights
O from its incoming edges, plus a bias value, all passed through an activation function, such as a Sigmoid, that

squishes all real values to the interval [0, 1].

O Using matrix multiplication to represent complex calculation that determines the activation of a neuron enables
artificial neural networks to be somewhat computationally efficient relative to the complexity of their tasks.

O All of the above.



Here is a (single layer) Perceptron that uses a step
activation function (which outputs 1 if its input is
bigger than 0, and outputs 0 otherwise) instead of a
sigmoid function.

What would this perceptron's output be equal to if it
was given inputs x1 = 1, x2 = -0.5, x3 =-0, x4 = 2 and
weights w1l = -1, w2 = 2, w3 =4, w4 = 1 (1 Point)

O ¢
O
O o
O -

Here you see a graphical depiction of a multi-layer
perceptron. How is the value of y calculated? (1 Point)

Mathematically, activationFunc(z1*v1 + z2*v2 + z0)

Mathematically, activationFunc(z1*v1 + z2*v2 + x0)

O O O O

Perceptron

Summation Activation function

wix+ wo Perceptrons use a step function

/ / f(x) = 2(I(x > 0) - 05)

~10 =05 00 05 10

Inspired by a simplified model of neurons in the brain

w2

An activation function is applied to the sum of the multiplications of z1 with v1 and z2 with v2, plus the bias z0.

By the sum of the multiplications of z1 with v1 and z2 with v2, plus the bias v0. Mathematically, z1*v1 + z2*v2 + vO

An activation function is applied to the sum of the multiplications of z1 with v1 and z2 with v2, plus the bias x0.

By the sum of the multiplications of z1 with v1 and z2 with v2, plus the bias x0. Mathematically, z1*v1 + z2*v2 + x0



Consider the multi-layer perceptron depicted in the
figure, where the numbers next to the edges denote
the weight of each connection. Suppose we use a
step activation function (which outputs 1 if its input is
bigger than 0, and outputs 0 otherwise) for both all
nodes.

If the inputs to this model are x1 = 10 and x2 = -1,
what will the values for h1, h2 and y be?

Remember to put the sum of the incoming values
through the activation function in order to obtain the
value in a node! (1 Point)

O n=1n2=0y=05
O nm=1n2=05y=0
O mM=th2=1y=1

O hi=1h2=0y=0

How well do you think you have done on this quiz?

0 1 2 3 4 5
| probably got everyt
hing wrong

9 10

| think | got everythin
g right

This content is neither created nor endorsed by Microsoft. The data you submit will be sent to the form owner.

@Y Microsoft Forms



Control Group (v39) Results
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