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Summary

Introduction: Spinal Cord Stimulation (SCS) is a successful last-resort treatment for chronic pain

patients, although its exact mechanisms of action (MOAs) still need to be unraveled. The MOAs

of SCS partly rely on spinal mechanisms (gate control theory) and supraspinal mechanisms likely

play a role as well. Pain processing involves a complex network of cortical structures and can be

modulated. Conditioned pain modulation (CPM) is a measure to describe the modulation of pain

perception. CPM relies on the ’pain inhibits pain’ theory, where a nociceptive test stimulus (TS)

is modulated by applying a nociceptive conditioning stimulus (CS). CPM is often less efficient in

chronic pain patients, but this might be improved by effective SCS.

Objective: The aim of this thesis is to assess how effective SCS affects the supraspinal mechanisms

of pain modulation in chronic pain patients. The supraspinal mechanisms are evaluated using

magnetoencephalography (MEG) to assess the cortical response to TS before, during and after

CPM in chronic pain patients treated with SCS.

Methods: Chronic pain patients treated with SCS underwent MEG sessions after receiving tonic

and burst SCS for one week. Each session consisted of three CPM blocks: before, during and after

CPM. During each CPM block 22 TS were administered accompanied by CS during CPM, after

each block the subject reported a subjective pain rating of TS (and CS). The cortical response

to TS, measured using MEG, was analyzed in the time and time-frequency (TF) domain using

Brainstorm and Matlab software. TF decomposition was computed in several pain related regions

of interest using complex Morlet wavelets. We examined how CPM affected event related spectral

perturbations, induced by TS, in the alpha (8-12 Hz) and beta (13-30 Hz) frequency ranges. The

average cortical response during tonic and burst SCS was evaluated in all subjects, and separately in

the five clearest SCS responders (effective) and the five clearest SCS non-responders (non-effective).

Results: 17 subjects were included. On average a decrease in subjective pain ratings of TS was

observed during CPM. In the time domain, TS evoked activity in areas related to the sensory-

discriminative aspect of pain. In the TF domain, TS induced event related desynchronization (ERD)

followed by event related synchronization (ERS) in the alpha and beta frequency ranges in the

bilateral sensorimotor cortices. During CPM the power of beta ERS was significantly decreased

during burst SCS. A trend was observed towards a decrease in power of beta ERS for the effective

burst SCS group, whereas no decrease was observed for the non-effective burst, effective tonic and

non-effective tonic SCS groups.

Conclusion: The results suggest that on average, effective burst SCS decreases the power of beta

ERS during CPM, this decrease indicates successful modulation of pain. Therefore, I suggest that

effective burst SCS is capable of improving the supraspinal mechanisms of pain modulation, whereas

effective tonic SCS is not capable of doing so. This suggestion indicates a partially different MOA

for tonic and burst SCS. Future studies containing larger group sizes should validate these findings.
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1. Introduction

1.1 Chronic pain

Pain is defined as ’an unpleasant sensory and emotional experience associated with, or resembling

that associated with, actual or potential tissue damage’ by the International Association for the

Study of Pain (IASP) [1]. Pain often occurs as a symptom warning of a medical condition or injury.

When the cause is treated pain usually resolves. However, in some cases the underlying cause of

pain cannot be treated or pain persists despite successful treatment, leading to chronic pain. The

IASP defines chronic pain as pain that recurs or lasts longer than three months [2]. Chronic pain has

a high prevalence, affecting an estimated 20% of the people worldwide [3], and is associated with

a high disease and disability burden [3, 4]. Given the high global prevalence and burden of chronic

pain, it is important to achieve an effective treatment for chronic pain patients.

Pain is a complex and limited understood concept, however some important structures in the process-

ing of pain are identified. A nociceptive signal usually starts when a peripheral nerve is stimulated by

a painful stimulus. From the peripheral nerve the nociceptive signal travels through the spinal cord

towards the brainstem and brain. A complex network of multiple supraspinal structures is involved

in the further processing of the nociceptive signal, such as the somatosensory cortices, the thala-

mus, insula, anterior cingulate cortex (ACC) and prefrontal cortex. Figure 1 displays an overview of

involved structures and how they are connected [5].

Figure 1: A selection of involved supraspinal structures in the processing of pain. Figure from Bright

Brain Centre [5].
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There are three important pathways involved in pain processing: the ascending lateral pathway,

the ascending medial pathway and the descending pain inhibitory pathway [6–8]. The ascending

lateral pathway is responsible for the sensory-discriminative component of pain and is activated by

C-, A�- and A�-fibers. This pathway reaches the somatosensory and parietal cortex via the ventral

posterolateral (VPL) nuclei of the thalamus [6]. The ascending medial pathway is responsible for the

motivational-affective component of pain and is activated by C-fibers. This pathway reaches among

other structures the anterior cingulate cortex (ACC) and insula via the mediodorsal and VPL nuclei

of the thalamus [9]. The descending pathway suppresses ongoing pain and involves supraspinal

structures such as the ACC and periaqueductal gray (PAG). The exact interactions in pain have to

be unraveled, so far studies show connections between the somatosensory cortices, cingulate cortex,

insula, amygdala, thalamus and frontal cortex [7, 8, 10].

The nociceptive signals can be modulated to either draw attention to the pain stimulus (intensified)

or to allow for attention to other activities (inhibition). The endogenous pain modulation relies on

bottom-up and top-down pain modulatory systems. The bottom-up pain modulatory system consists

of the influences that are stimulus driven (e.g. stimulus intensity), whereas top-down modulation

relies on the supraspinal mechanisms that are subject-driven (e.g. attention) [11]. The modulation

of pain is possibly disturbed in chronic pain patients [12].

1.2 Spinal cord stimulation

Spinal Cord Stimulation (SCS), an implantable neurostimulation modality, is a successful last-resort

treatment for chronic pain patients. A SCS system consists of an implantable pulse generator (IPG),

placed in a subcutaneous pocket. The IPG is connected to one or two electrode leads and placed

in the dorsal epidural space. The A�-fibers of the dorsal column are electrically stimulated by

the leads [13]. SCS has shown to be effective for the majority of patients suffering from one of

the following conditions: complex regional pain syndrome (CRPS), failed back surgery syndrome

(FBSS), angina pectoris and peripheral ischemia [14]. SCS has a long-term success rate of 47 –

74%, where success is defined as pain relief of >50% [15–17]. Despite SCS being successful for

many chronic pain patients, there remains a group, suffering from one of the indicated conditions,

that does not benefit from SCS.

To understand why treatment is not successful for all chronic pain patients, it is crucial to further

unravel the mechanisms of action (MOAs) of SCS. Traditionally the MOA of SCS relies on the gate

control theory as proposed by Melzack and Wall in 1965 [18]. The gate control theory states that the

nociceptive signals, carried by the nociceptive C- and A�-fibers, are inhibited by stimulating the non-

nociceptive A�-fibers. The inhibition occurs at the common nerve synapse location in the substantia

gelatinosa of the dorsal horn of the spinal cord [14]. However, more MOAs are thought to be involved

in SCS with interactions at the spinal and supraspinal levels. These interactions include activation

of the descending pain inhibitory pathways and activation of supraspinal structures [14, 19, 20].

Hence the MOAs of SCS partly rely on spinal mechanisms (gate control theory), but probably also

supraspinal mechanisms play a role which are explored in this thesis.
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Different SCS programming modes are available. The conventional SCS mode consists of a tonic

waveform, which is associated with paresthesia (Figure 2a). The burst SCS is a novel paresthesia-free

mode, which consists of trains of stimulation pulses mimicking physiological thalamo-cortical firing

patterns [21–23] (Figure 2b). Some studies showed a larger pain inhibiting effect of burst SCS over

tonic SCS and therefore it is suggested that the MOA of burst SCS might partly differ from the MOA

of tonic SCS [24–28]. A small sample EEG study (5 subjects) by de Ridder et al. [24] suggested that

tonic and burst SCS both affect the sensory-discriminative component of pain (ascending lateral

pathway) and the descending pain pathway, and that burst SCS has additional effects by affecting

the motivational-affective component of pain (ascending medial pathway). The study by Niso et

al. [29] supported this hypothesis by reporting that burst SCS seems to reduce cortical attention to

somatosensory stimuli.

(a) Tonic SCS

(b) Burst SCS

Figure 2: Waveforms associated with tonic (conventional) and burst SCS mode.

1.3 Conditioned pain modulation

Conditioned pain modulation (CPM) is a centrally processed measure of the net effect of the de-

scending pain pathway [30]. CPM relies on the ‘pain inhibits pain’ theory, where a first painful stim-

ulus (test stimulus, TS) is inhibited by applying a second painful stimulus (conditioning stimulus,

CS) [31,32]. There are two bottom-up inputs during CPM (TS and CS) and top-down modulation

through supraspinal mechanisms plays a role.

CPM is based on mechanisms first described in 1979 in rats by Le Bars et al. [14]. They showed

an inhibiting effect on the TS by applying a CS. The phenomenon was described as diffuse nox-

ious inhibitory control (DNIC). The DNIC mechanisms rely on the spino-bulbo-spinal loop. The

CS produces nociceptive ascending signals that project to the brainstem and the brainstem sends

descending signals back to the spinal dorsal horn. In the spinal dorsal horn, the receptors of the wide

dynamic range neurons are modulated, which has an inhibiting effect on the incoming ascending TS

signals. To standardize the terminology, in 2010 it was recommended by a panel of experts [33] to

use the term CPM to describe the observed pain inhibiting effect in humans by a CS on a TS. The

MOAs of CPM are not fully understood yet: part of CPM relies on the spino-bulbo-spinal loop and

supraspinal mechanisms also play a role [30,34,35].
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In the clinic, CPM is used to evaluate the endogenous pain inhibitory capacity of patients. The

endogenous pain modulation capacity is often disturbed in chronic pain patients, which is observed

as a less efficient CPM (decreased pain inhibitory effect of CS on TS). It is important to note that

also a healthy subject may express a less efficient CPM and that a chronic pain patient may express

an efficient CPM. However, on a group-level, an efficient CPM is observed for healthy subjects and

a less efficient CPM for chronic pain patients. There is an ongoing debate about whether the less

efficient CPM in chronic pain patients is the cause or the effect of chronic pain. Further research is

required to unravel this ‘chicken and egg’ problem [30,31,36,37].

The effect of CPM is usually described as the difference in perceived pain intensity of the TS between

before and during application of the CS. Another way to evaluate the effect of CPM is to measure

the brain response to the TS before and during application of the CS. The direct brain responses to

the TS can be measured using electroencephalography (EEG) or magnetoencephalography (MEG).

In this study, we evaluated the direct brain response during CPM which can give insights into the

supraspinal processing of a nociceptive signal and how the nociceptive signals are affected during

CPM in chronic pain patients treated with SCS.

1.4 Magnetoencephalography

Magnetoencephalography (MEG) was used in this study to measure the direct brain response during

CPM. MEG is a non-invasive brain imaging technique that detects changes in the magnetic fields

associated with neuronal activity in the brain. The magnetic fields result from the intracellular ionic

current produced by neurons, the magnetic field is perpendicular to the direction of the current

(figure 3) [38]. The magnetic fields are measured by placing the subjects’ head inside a MEG

helmet. A state-of-the-art MEG helmet includes around 300 superconducting quantum interference

device (SQUID) sensors to detect neuronal magnetic fields. The small neuronal magnetic fields are

measured in a magnetically shielded room, to shield out the earth’s relatively stronger magnetic

fields [38,39].

MEG has a very high temporal resolution (millisecond range) [38, 40, 41] and a relatively good

spatial resolution (2-3 mm) at the cortical surface [38, 42]. The spatial resolution is better using

MEG compared to the more well-known brain imaging technique electroencephalography (EEG)

that measures the neuronal electrical fields. The magnetic fields are not distorted by the tissue

conductivity of the skull and cerebrospinal fluid, whereas electrical fields are sensitive to this resulting

in a better source localization for MEG [38,41]. MEG has an advantage over EEG in pain research

due to its better source localization, however it should be kept in mind that MEG is less affordable,

accessible and mobile [40,41].

1.5 Pain and neural oscillations

The brain response to a nociceptive stimulus can be studied in the time and time-frequency domain.

In the time domain, the brain response is evaluated is by averaging the response to multiple noci-

ceptive stimuli, resulting in an averaged evoked response. The evoked response is characterized by

12



Figure 3: Magnetic fields produced by the intracellular ionic currents of cortical neurons. The

neuronal magnetic fields can be measured using magnetoencephalography (MEG). Figure from N.

Vukovic [43].

a waveform that is phase-locked to the stimulus. The response is generated by groups of neurons

firing at the same time [44].

The brain response to a nociceptive stimulus can also be analyzed in the time-frequency (TF) domain

to study the oscillatory activity that is not phase-locked to the stimulus [44]. The stimulus can lead

to event related spectral perturbations (ERSPs), which are changes in the ongoing brain oscillations.

The stimulus can either lead to desynchronization of the firing neurons, this is called event related

desynchronization (ERD). On the other hand, it can lead to synchronization of the firing neurons,

this is called event related synchronization (ERS). ERD and ERS are expressed by a respectively

lower or higher power of the signal within a certain frequency range relative to the baseline before

stimulation [45].

Oscillations display the dynamic behavior and show characteristic spatiotemporal patterns during

sensory tasks [46]. ERS, observed as a higher power of the (synchronized) oscillatory activity, is

thought to reflect an idling state. Whereas ERD, observed as a lower power of the oscillatory

activity, is thought to reflect (non-synchronized) activation and an increased excitability level of

cortical neurons [45, 47]. Resulting in a counterintuitive concept that ERD, represented by a lower

power of the signal, is associated with increased activity of neurons. Whereas ERS, represented by

a higher power of the signal, is associated with decreased activity of neurons.

After a nociceptive stimulus, ERD can be observed in the alpha (8-12 Hz) and beta (13-30 Hz)

frequency bands in the sensorimotor cortices, which is associated with an increased excitability level

of cortical neurons. The ERD often is followed by ERS in the same frequency bands, which is

associated with deactivation of the sensorimotor cortices and may represent inhibition of a cortical

network [46]. Diers et al. [48] observed increased beta-ERS in the contralateral S1 when the attention

of a subject was attended to the nociceptive stimulus, therefore they propose that beta-ERS might

reflect top-down modulation of painful stimuli.
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1.6 Cortical response during CPM in chronic pain patients

Jin [49] examined in her thesis project how event related spectral perturbations (ERSPs) induced

by a nociceptive stimulus were altered during CPM in healthy controls and chronic pain patients.

She observed a lower power of beta ERS after a nociceptive stimulus in chronic pain patients in

comparison to healthy controls. She suggests that lower beta-ERS in chronic pain patients might

be caused by a chronic CPM state due to the chronic pain functioning as an ongoing CS. She also

suggests that due to the chronic CPM state these patients may experience a flooring effect on the

experimental CPM. This was in line with the fact that she did not find a decrease in power of

beta ERS during CPM, whereas she did find a significant decrease in power of beta ERS during

CPM for the healthy controls. Another cause of not finding a significant decrease of beta ERS in

chronic pain patients might be that chronic pain patients have a distributed top-down modulation

of pain, resulting in a weaker inhibitory effect of CPM on the cortical response to a nociceptive

stimulus. Possibly, effective SCS improves the chronic pain state and the supraspinal mechanisms

of modulation of pain of chronic pain patients and thereby also the inhibitory effect of CPM on the

cortical response to a nociceptive stimulus.

1.7 Thesis objective

The main objective of this thesis is to assess how effective spinal cord stimulation (SCS) affects the

supraspinal mechanisms of pain modulation in chronic pain patients. The supraspinal mechanisms

are evaluated using magnetoencephalography (MEG) to assess the cortical response to a nocicep-

tive test stimulus before, during and after conditioned pain modulation in chronic pain patients

receiving spinal cord stimulation. The cortical responses are compared between 1) effective and

non-effective spinal cord stimulation, 2) tonic and burst spinal cord stimulation, 3) effective tonic

and effective burst spinal cord stimulation and 4) non-effective tonic and non-effective burst spinal

cord stimulation.

1.8 Hypotheses

For all groups, I expect that after a nociceptive stimulus alpha and beta ERD is induced in the

sensorimotor cortices, which represents activation of these cortical areas. I expect that the ERD

is followed by alpha and beta ERS, which represents the deactivation of the same cortical areas. I

hypothesize that during CPM, on a group-level, modulation takes place by the CS on the TS. Which

is seen as a decreased power of alpha- and beta-ERD and alpha- and beta-ERS.

1.8.1 Effective and non-effective SCS

I expect that when a chronic patient receives effective SCS treatment that their chronic pain state

shifts towards a state where they experience less pain. Resulting in a reduced ongoing CPM state.

Therefore, I expect that the flooring effect on CPM as described by Jin [49] is not or is less applicable.

In other words, I hypothesize that CPM in the effective SCS group, on a group-level, resembles the

CPM response in healthy individuals observed as an efficient inhibitory effect of CPM on the cortical

response.
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The group that experiences no effect of SCS treatment still has an ongoing chronic pain state.

Therefore, I hypothesize that the group with non-effective SCS, on a group-level, shows a CPM

response that is comparable to the CPM response in chronic pain patients observed as an inefficient

inhibitory effect of CPM on the cortical response.

1.8.2 Tonic and burst SCS

During tonic SCS subjects experience paresthesias, meaning that they have a continuous stimulation

of the somatosensory system. Therefore, I expect that during tonic SCS the subjects have a higher

baseline of cortical activity in the sensorimotor cortices. Since ERSPs are expressed as the relative

difference in power with regard to the baseline, the power of the ERSP depends on the cortical activity

on the baseline. If the baseline of cortical activity is higher and the amount of desynchronization

and synchronization does not change, the relative difference of the ERSP is lower. I hypothesize

that during tonic SCS subjects have a higher baseline of cortical activity in the sensorimotor cortices

and that therefore the power of the ERSPs is lower.

1.8.3 Effective and non-effective SCS per stimulation mode

Some studies showed a greater pain inhibiting effect by burst SCS in comparison to tonic SCS [24–28]

and therefore I hypothesize that burst SCS has a partly different MOA than tonic SCS. Possibly the

MOA of burst SCS includes improvement of the top-down modulation of pain, whereas tonic SCS

does not improve the top-down modulation. Therefore, I expect that when burst SCS is effective a

greater inhibitory effect by CPM on the cortical response is observed in comparison with effective

tonic SCS.

When tonic and burst SCS are not effective I expect that only a limited inhibitory effect by CPM

on the cortical response is observed.
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2. Methods

2.1 Data acquisition

Measurements were performed at two institutions: the Montreal Neurological Institute (MNI) in

Canada and the Donders Institute Nijmegen in The Netherlands. In both institutes data was acquired

with a 275-channel whole-head CTF MEG scanner in a magnetically shielded room with a sampling

rate of 2400 Hz. The study was approved by the Institutional Review Board of the Montreal

Neurological Institute and the CMO region Arnhem-Nijmegen. All subjects provided informed written

consent.

2.2 Study design

Each subject came to the clinic four times on four separate days with a one-week interval between

the visits. During the first visit, the subjects had their default SCS setting, this visit was used to let

the subjects get used to the MEG measurements and perform baseline measurements. At the end

of the first visit, the SCS setting was changed to tonic SCS, burst SCS or sham SCS and this new

stimulation mode was applied for a one-week period. After one week the subjects returned for the

first MEG session. After the session, the stimulation mode was changed to another mode (burst,

tonic or sham) and this mode was again applied for one week followed by a MEG session. This

process was repeated for the last stimulation mode (Figure 4). Before each session (same day or one

day before the session) patients were asked to fill out three questionnaires: the Brief Pain Inventory

(BPI), the Hospital Anxiety and Depression Scale (HADS) and the Pain Catastrophizing Scale

(PCS). Besides, at the start of each session we asked the current pain (NRS 0-10) they experience

due to their chronic pain condition. The order in which the different stimulation modes were applied

was counterbalanced among the subjects. Furthermore, the subjects were blinded to the applied

SCS programming mode, although they could sense the difference between tonic (paresthesias) and

burst/sham (paresthesia-free) SCS. Sham SCS consisted of low-intensity burst SCS, it is unclear to

what extent low-intensity burst SCS has a therapeutic effect, therefore this thesis focuses on the

tonic and burst SCS stimulation modes.

During each session the subjects underwent MEG recordings with a total duration of approximately

40 minutes. The MEG recordings were performed under the following conditions: resting state

measurements (2x 5 min), median nerve stimulation (2x 4 min), tibial nerve stimulation (2x 4 min)

and the CPM test (1x 9 min). The CPM test consisted of three blocks: before, during and after

application of CS (3x 3 min). In this thesis the three CPM blocks are analyzed. Next to the subjects’

MEG recordings, on each day of a session a two-minute empty room MEG recording was collected to

capture the noise of the empty room which was used later in the processing of the MEG recordings.

Alongside the MEG recordings, other parameters were also collected during each session. We col-

lected the subjects’ digitized head points to represent the individual head shape using a Polhemus

tracking device. For registration of the head inside the MEG helmet, fiducial reference points were
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taken at the nasion and left and right pre-auricular points. Furthermore, we collected cardiac activ-

ity using electrodes that measured the electrocardiogram (ECG) and we collected ocular movement

using electrodes that measured the vertical electro-oculogram (VEOG) and the horizontal electro-

oculogram (HEOG).

Figure 4: Study design consisting of three CPM sessions after a one-week period of a stimulation

mode (tonic, burst, sham). Each session consisted of three CPM blocks: before, during and after

CPM. It is unclear to what extent sham (low-intensity burst) SCS has a therapeutic effect, therefore

this thesis focuses on tonic and burst SCS. TS = test stimuli, CS = conditioning stimulus, NRS

= numeric ratings scale [0-10]. *Questionnaires consisted of the brief pain inventory (BPI), the

hospital anxiety and depression scale (HADS), the pain catastrophizing scale (PCS) and the current

pain (NRS 0-10) due to their chronic pain condition.

2.3 Conditioned pain modulation protocol

Each CPM block (before, during, after) consisted of the application of 22 TS, accompanied by a

CS in the during CPM block (Figure 4). Each block lasted approximately three minutes and the

between-block interval was approximately two minutes. Directly after each block, the subjects were

asked to rate the pain intensity of TS on a 0 to 10 numeric rating scale (NRS) with 0 representing

no pain and 10 the worst pain imaginable. After the during CPM block the subjects were also asked

to rate the pain intensity of CS on the NRS.

A constant current stimulator (DS7A, Digitimer Ltd) produced brief transcutaneous electrical stimuli

that were used as TS. The TS was applied at the right sural nerve. To obtain a low contact source

impedance at the site of the TS application, the subject’s skin was prepared by applying a skin prep

gel and wiping the excess gel with alcohol swabs. Two silver/silver-chloride electrodes were placed

at a distance of 2.5 cm on the right ankle using a conductive paste. One TS had a duration of 21

ms and consisted of five 1-ms electrical pulses with a 4 ms inter-pulse interval. The inter-TS interval

was randomized between 6 and 10 seconds to minimize stimulus predictability and adaptation. The

amplitude of the TS was adjusted for each subject during each session prior to the recordings. The

average stimulation intensity was 16 mA for the FBSS patients, 35 mA for the CRPS patient and
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38 mA for the DNP patient. Between sessions the stimulation intensity applied within a subject

minimally differed (0-3 mA). We aimed for a stimulus amplitude that caused a pain intensity score

of 5 on a 0 to 10 pain intensity scale.

The CS consisted of placing a commercial ice pack on the left forearm. The ice pack had a

dimension of 9.5 x 28 cm containing 0.5 L gel and was stored in a freezer at a temperature of -18

°C. Approximately five minutes before applying the CS the ice pack was taken out of the freezer.

The ice pack was wrapped in thin fabric to prevent skin damage on the forearm, leading to an

approximate temperature of -10 °C.

2.4 Data analysis

Data analysis was performed with Brainstorm (version 3 2022) [50], which is documented and freely

available for download online under the GNU general public license (http://neuroimage.usc.edu/brainstorm).

Matlab (version R2022a) was used to perform additional analysis steps that could not be performed

in Brainstorm.

2.4.1 Data pre-processing

The raw MEG data was pre-processed by one person, see Appendix A for a flow diagram containing

all pre-processing steps. First, the recordings were manually inspected to identify bad segments

which were excluded. After that, it was detected whether a stimulus artifact was present in the

recordings and, if present, the duration of the artifact was measured. The stimulus artifact was

present in 15 of the 17 subjects and the duration varied between the subjects and sessions (mean

33 ms, range 25-70 ms post stimulus). The stimulus artifact was removed using linear interpolation

between 5 ms before stimulus and the duration of the stimulus artifact. A bandpass filter (1-200

Hz) was applied and notch filters were used to remove the contamination from the power line and

the harmonics of the power line (50, 100, 150, 200 Hz for the recordings collected at the Donders

Institute; 60, 120, 180 Hz for the recordings at the MNI). Power spectral densities (PSDs) using

Welch’s method were computed for each recording, including the noise recording. The PSDs, signal

traces and 2D sensor topographies were evaluated to identify and exclude bad channels. The HEOG

and VEOG channels were used to detect eye blinks, upon which signal space projections (SSPs)

were used to remove the artifacts caused by eye blinks. The PSDs and signal traces were evaluated

to detect whether cardiac activity caused artifacts in the recordings. If so, the ECG channels were

used to detect the cardiac activity, upon which SSPs were used to remove the artifacts caused by

cardiac activity. Next, the PSDs were evaluated to detect whether the stimulation frequency of the

active SCS device caused artifacts in the MEG measurements. If so, notch filters were applied to

remove the (harmonics of the) stimulation frequency from the signal. Lastly, PSDs were created

of the pre-processed data and one final manual inspection was performed of the PSDs and signal

traces. If a part of the recording still contained too much noise, this part was marked as a bad

segment leading to the final pre-processed data files.

The pre-processed continuous data files were split up in epochs per TS trial, with 3 seconds pre-

stimulus baseline till 6 seconds post-stimulus ([-3, 6]). A trial was rejected when it contained a
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bad segment despite the pre-processing, e.g. when the trial contained a lot of muscle activity. The

pre-processed accepted trials were used for further analysis.

2.4.2 Head model and source estimation

A head model is required to estimate the brain sources of the signals recorded by the MEG sensors.

A head model explains how the neural electric currents (source space) produce magnetic fields at the

sensors (sensor space) taking into account the different head tissues the magnetic fields pass [51].

As no individual MRIs were available, we used the default MRI ICBM125 and warped the MRI using

the digitized head points. To generate the head model an overlapping spheres approach was used.

The head model consisted of the cortex surface of 15.000 vertices and was used to assess the activity

of the cortical sources.

The brain activity at a lot of brain locations (i.e. 15.000 vertices), determined by the head model,

is estimated from much fewer sensor locations: an ill-posed inverse problem. The problem is over-

come by using a minimum norm (MN) imaging approach with unconstrained sources (three dipole

orientations). This approach results in three time series, displaying the activity for each vertex in

three orientations.

2.5 Regions of interest

Several regions of interest (ROIs) were selected to evaluate the cortical response to the TS in the time

and time-frequency (TF) domain during the three conditions: before, during and after CPM. The

ROIs were defined based on the lateral ascending pathway (sensory-discriminative component) and

the medial ascending pathway (affective-motivational component) of pain. The ROIs associated with

the sensory-discriminative aspect of pain were: the primary somatosensory cortex (S1) area related

to the foot (TS given at ankle), the primary motor cortex (M1), the secondary somatosensory cortex

(S2), the supplementary motor area (SMA) and the superior parietal lobule. All ROIs were created

for the left and right hemispheres.

The ROIs associated with the affective-motivational component of pain were: the insula, anterior

cingulate cortex (ACC), middle cingulate cortex (MCC), posterior cingulate cortex (PCC), dorsolat-

eral prefrontal cortex (DLPFC) and the orbitofrontal cortex (OFC). Again, all scouts were created

for both hemispheres. The left and right ROIs were combined for the cingulate cortices since the

left and right cingulate cortices are anatomically very close to each other.

Jin [49] evaluated the spatial pattern of beta ERS by computing the magnitude at every vertex in

the beta frequency range between 610 and 3680 ms post stimulus. She observed that the beta-

ERS was mainly expressed in the bilateral sensorimotor cortices (S1, M1, SMA) (Figure 5). Due

to computational limitations, it was not possible to reproduce the spatial pattern of beta ERS for

this data, however I expect that also for the chronic pain patients treated with a SCS the response

of beta ERS is most expressed in the bilateral sensorimotor cortices. Due to this reason and to

make the results of this study comparable to the study of Jin [49], I created a ROI representing

the bilateral sensorimotor cortices (consisting of the S1 area related to the foot, M1 and SMA), see

Figure 6. See Appendix B for an overview of all other ROIs projected on the source map.
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The ROIs of S1, M1, SMA, superior parietal lobule and S2 were created based on the observed

averaged response in the time domain, displayed on a source map, after a nociceptive stimulus. All

other ROIs were defined using the predefined ROIs of the Destrieux atlas [52].

Figure 5: Source map showing the average magnitude of beta ERS between 610-3680 ms post

stimulus. Averaged over healthy controls and chronic pain subjects. Beta ERS was localized mainly

in the bilateral sensorimotor cortices. Figure from Jin [49].

Figure 6: The ROI of the bilateral sensorimotor cortices projected on the source map, consisting of

the S1 area related to the foot, M1 and SMA of both hemispheres.

2.6 Cortical response in the time domain

The norm of the three time series (three orientations) is projected on the brain resulting in source

maps using current density as outcome measure. The source maps were created for all CPM

conditions and stimulation modes per subject. The source maps were averaged over all subjects

and stimulation modes for each condition, which resulted in source maps displaying the cortical

activation pattern evoked by TS in the time domain before, during and after CPM. Subsequently,

the source maps of the three CPM conditions were averaged, which resulted in an average cortical

activation pattern evoked by a nociceptive stimulus in the time domain. The time series (norm of the

three orientations) is extracted for each ROI, resulting in an averaged (all subjects, all stimulation

modes) time series for each CPM condition per ROI.
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2.7 Cortical response in the time-frequency domain

To evaluate the response in each ROI in the time-frequency domain to TS a time-frequency decom-

position was computed using complex Morlet wavelets resulting in TF maps with as measure the

power (square of the magnitude of the coefficients). The Morlet wavelets are scaled and shifted

versions of the mother wavelet, which had a central frequency of 1 Hz and a full width half maxi-

mum value of 3 seconds (number of cycles: 6). The TF maps were created from 1 till 60 Hz, with

linear steps of 1 Hz. To prevent the signals that are not phase-locked to TS from canceling out,

I computed the TF maps for each trial separately. Subsequently, I computed the average TF map

of all trials, resulting in a trial-averaged TF map per subject per condition. The trial-averaged TF

maps were then z-scored with respect to baseline [-2, -0.5 s] to make them comparable between

subjects. The z-scored trial-averaged TF maps were then averaged between subjects, resulting in

an averaged TF map per ROI per condition.

The TF maps were further analyzed by evaluating the power of the ERSPs (ERD and ERS) in the

alpha (8 - 12 Hz) and beta (13 - 30 Hz) frequency bands. The power of each ERSP was calculated by

extracting the average power in the defined frequency range and in a defined time range. The time

range of the ERSPs was defined for each ROI separately. First, the time series for both frequency

bands were computed for the averaged TF maps per ROI per condition. Secondly, the time series

were averaged for both frequency bands over all conditions, leading to an average time series of

each ROI for both frequency bands. The averaged time series were then used to determine the time

range of each ERSP: the time range of the ERD was marked when the z-score was smaller than 0.4;

the time range of the ERS was marked when the z-score was larger than 0.4 (Appendix D). Finally,

the power of each ERSP was calculated in the defined frequency range and time range.

2.8 Comparisons

2.8.1 Effective and non-effective SCS

First, the cortical responses in the TF domain are compared between subjects experiencing effective

SCS and non-effective SCS. The effective SCS group was defined as the five subjects that were the

clearest responders to SCS. All subjects had to rate the pain (NRS 0-10) they experience due to

their chronic pain condition several times. They rated the average pain during the week with the

SCS mode (BPI), current pain during filling out the BPI (BPI) and current pain at the start of each

session. Whether a subject was a responder was based on 3 measures: 1) the mean of the given

pain scores, 2) the consistency (standard deviation) of the given pain scores and 3) how well they

were capable of rating their pain based on an expert opinion. The mean pain score had to be �4

for responders and �5 for non-responders. All responders and non-responders needed to have a

standard deviation of the given pain scores �1.5 and they had to be capable of rating their pain.

The effective and non-effective groups consisted of subjects that were respectively the five clearest

responders and five clearest non-responders to both tonic and burst SCS, so a responder was part

of the effective SCS group with two MEG sessions (tonic, burst) and a non-responder was part of

the non-effective SCS group with two MEG sessions (tonic, burst). Resulting in group sizes of 10
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for both groups.

2.8.2 Tonic and burst SCS

The second comparison is between tonic and burst stimulation. Each subject received tonic and

burst stimulation, so each subject belonged to both groups.

2.8.3 Effective and non-effective SCS per stimulation mode

The third comparison is between effective tonic and effective burst SCS. The five subjects that

belonged to the effective SCS group received both tonic and burst SCS. For the third comparison

the effective SCS group was split into: 1) effective tonic SCS (n=5) and 2) effective burst SCS

(n=5). Both groups consisted of the same five subjects.

Lastly, the fourth comparison is between non-effective tonic and non-effective burst SCS. The five

subjects that belonged to the non-effective SCS group received both tonic and burst SCS. For the

fourth comparison the non-effective SCS group was split into two groups: 1) non-effective tonic SCS

(n=5) and 2) non-effective burst SCS (n=5). Both groups consisted of the same five subjects.

2.9 Statistical analysis

Statistical analysis was performed using SPSS (version 28) software. To compare the subjective

pain ratings and the power of the ERSPs across the three CPM conditions (before, during and after

CPM) I used a repeated measures ANOVA. Mauchly’s test of sphericity was used to test whether the

assumption of sphericity of the data was met for the repeated measures ANOVA. When the repeated

measures ANOVA revealed statically significant differences, a post-hoc analysis was performed.

The subjective pain ratings and power of ERSPs were compared between groups between the same

CPM condition (e.g. pain rating before CPM of the effective SCS group vs. pain rating before

CPM of the non-effective SCS group). I used a paired samples two-sided t-test for the comparisons

where each subject was in both groups (tonic and burst SCS, effective tonic and effective burst

SCS, non-effective tonic and non-effective burst SCS). I used an independent samples two-sided t-

test for the comparison where the groups consisted of different subjects (effective and non-effective

SCS). Levene’s test was used to test whether the assumption of equal variances was met for the

independent samples t-test.

A difference in pain rating or power of ERSP was regarded statistically significant when the p-value

was below 0.05. No correction was performed for the multiple comparisons made (section 4.5.4).
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3. Results

3.1 Subject characteristics

26 subjects were enrolled in this study and underwent MEG sessions. 9 subjects were excluded for

further analysis due to various reasons: completed only the first MEG session (1); data contamination

caused by dental implants (4); data contamination caused by an insulin pump (1); missing burst

session (1) and data contamination during burst session by an unknown cause (2). This resulted in

17 included subjects for the tonic and burst SCS groups. Figure 7 displays an overview of all groups.

The general subject characteristics are summarized in Table 1 and the session specific characteristics

are summarized in Table 2.

Figure 7: Overview of all evaluated groups. Each subject underwent tonic and burst SCS. Only

the five clearest responders and five clearest non-responders were included in the effective and non-

effective SCS groups, resulting in smaller group sizes for these groups. The N in ’N =’ represents

the number of MEG sessions.

3.2 Effect of CPM on pain ratings

The subjective pain ratings to TS on a NRS scale (0-10) before, during and after CPM are summa-

rized in Table 3. The pain ratings to TS significantly decreased during CPM (Figure 8), except for

the group subjects with non-effective burst SCS. The pain ratings remained significantly decreased

after CPM for subjects with non-effective SCS, where the pain ratings significantly increased again

after removing the CS for subjects with effective SCS (Figure 8a). The pain ratings remained

significantly decreased after CPM for subjects receiving tonic stimulation (Figure 8b).
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Table 1: General subject characteristics. FBSS = failed back surgery syndrome, CPRS = complex

regional pain syndrome, DNP = diabetic neuropatic pain

Table 2: Session specific subject characteristics. PVAQ = Pain Vigilance and Awareness Ques-

tionnaire, PCS = Pain Catastrophizing Score. * 5 subjects that each underwent a tonic and burst

session.

Although we adjusted the TS amplitude prior to each session and aimed for a TS amplitude that

caused a pain intensity score of 5 on a 0 to 10 NRS scale, this was not achieved in every subject

during each session. The subjective pain ratings were higher in the non-effective SCS group in

comparison to the effective SCS group before CPM (difference of 1.6, p = 0.017) and during CPM

(difference of 1.6, p = 0.016). The subjective pain ratings were also higher for the effective group

during burst SCS in comparison with tonic SCS before CPM (difference of 0.9, p = 0.037) and a

trend was observed for a higher pain rating during CPM (difference of 1.3, p = 0.073) and after

CPM (difference of 1.4, p = 0.052).

Although a decrease in pain ratings during CPM was observed on a group level, not every individual

had a pain inhibitory effect by CPM. During tonic stimulation 12 out of 17 subjects presented an

inhibitory effect of CPM on pain, 3 subjects experienced no difference in pain between the before and

during CPM condition and 2 subjects experienced more pain during CPM compared to the before

CPM condition. During burst stimulation 12 out of 17 subjects experienced an inhibitory effect of
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CPM on pain and 5 subjects experienced no difference in pain between the before and during CPM

condition.

Table 3: Mean and standard error (SE) of pain ratings to TS on a NRS scale [0-10] before, during

and after CPM for the different groups. n is the number of MEG sessions.
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(a) Effective and non-effective SCS (b) Tonic and burst SCS

(c) Effective tonic and effective burst SCS
(d) Non-effective tonic and non-effective burst

SCS

Figure 8: Mean and standard error of subjective pain ratings to TS on the NRS scale (0-10) before,

during and after CPM. Difference in pain rating between CPM conditions with a p-value<0.05 for

effective (?), non-effective (}), tonic (�), effective tonic (�), non-effective tonic (�), burst (�),

effective burst (�) or non-effective burst SCS (�). n is the number of MEG sessions.
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3.3 Cortical response in the time domain

Figure 9 displays the averaged (all subjects, all conditions) cortical activation pattern evoked by TS

displayed on a source map. First, activity is observed mainly in the bilateral sensorimotor cortices.

Around 120 ms post stimulus activity is observed in the S2. Note that these source maps are

different from the source map displayed in Figure 5. The source maps of Figure 9 display the

activity (expressed in z-scores) at different points in time, whereas the source map of Figure 5 shows

the sources of beta ERS.

Appendix C.1 displays the cortical activation pattern evoked by TS on source maps before, during and

after CPM. Appendix C.2 displays the extracted time series for the bilateral sensorimotor cortices,

left S2, bilateral ACC and right insula.

Figure 9: Source map showing the average cortical response in the time domain to a nociceptive

stimulus (TS) applied at the right sural nerve, expressed in z-scores relative to the baseline. The

response is averaged over all subjects, stimulation modes and CPM conditions. At t = 0 TS is

applied, the primary and secondary somatosensory cortices (S1, S2), primary motor cortex (M1)

and supplementary motor area (SMA) show increased activity between 60 till 180 ms post stimulus.

View from above and view on the left hemisphere. Note that these source maps show activity over

time and are thus different from the source map in Figure 5 which shows the sources of beta-ERS
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3.4 Cortical response in the time-frequency domain

In the following subsections, the results are shown for the ROI consisting of the S1, M1 and SMA

of both hemispheres (bilateral sensorimotor cortices), since the response was the clearest in this

area and it is expected that this area is the main source of beta ERS (Figure 5). The TF response

was averaged over all subjects and conditions (Figure 10) to determine the start and end times

for each ERSP. Appendix D displays the start and end of beta ERS in the bilateral sensorimotor

cortices determined by the averaged time series. Appendix E shows the start and end time for each

ERSP per ROI. The duration of the stimulus artifact varied between the subjects and was especially

present within the alpha frequency range. Besides, the start and end times of the ERD strongly

varied between the subjects. Beta ERS is the ERSP that is the least influenced by the stimulus

artifact and is less susceptible to subject variability in the start en and times, therefore the following

sections display the results of the average power of beta ERS in the bilateral sensorimotor cortices.

See Appendix F for the results of all ERSPs of each ROI.

In the bilateral sensorimotor cortices alpha ERD 345 till 660 ms post stimulus was observed after

a nociceptive stimulus, followed by alpha ERS 893 till 5020 ms post stimulus. Beta ERD was

observed 190 till 470 ms post stimulus, followed by beta ERS 554 till 2963 ms post stimulus. Table

4 summarizes the average power of beta ERS in this time range for each evaluated group and

condition.

Table 4: Mean and standard error (SE) of average power [z-score] of beta (13-30 Hz) event related

synchronization (ERS) induced by TS before, during and after CPM for the different groups in the

bilateral sensorimotor cortices.

3.4.1 Effective and non-effective SCS

The averaged TF maps for the effective and non-effective SCS groups are displayed in Figure 11.

For both effective and non-effective SCS the power of beta ERS seems to decrease during CPM

(11b, 11e) when compared to the TF map before CPM (11a, 11d). When the CS is removed, the

power of beta ERS seems to increase again (11c, 11f). Figure 12a shows the extracted power of

beta ERS for both groups. The effective SCS group showed a trend towards a decrease in power of

beta ERS during CPM of 0.32 (p = 0.08), a relative decrease with the before CPM condition of
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Figure 10: Averaged time frequency response over all subjects and conditions in the bilateral senso-

rimotor cortices. At t = 0 the nociceptive test stimulus (TS) is applied. The event related spectral

perturbations (ERSPs) are expressed as relative power with respect to the baseline. First event

related desynchronization (ERD) is observed for the alpha (8-12 Hz) and beta (13-30 Hz) frequency

ranges, followed by event related synchronization (ERS). Alongside the measured neuronal activity,

TS also caused a stimulus artifact measured in the data.

53%. For non-effective SCS no statistically significant decrease in power of beta ERS during CPM

was observed.

3.4.2 Tonic and burst SCS

The average power of beta ERS for tonic and burst SCS are displayed in Figure 12b. For burst

SCS the power of beta ERS during CPM decreased significantly with 0.51 (p = 0.02), a relative

decrease of 54%. After removing the CS the power significantly increased with 0.27 (p = 0.04),

a relative increase of 61%. For tonic SCS no differences were observed between the three CPM

conditions. The power of beta ERS before CPM was higher for burst SCS in comparison with tonic

SCS (difference of 0.32, p = 0.045).

3.4.3 Effective and non-effective SCS per stimulation mode

The average power of beta ERS for effective tonic and effective burst SCS are displayed in Figure

12c. For the effective burst SCS group, a trend was observed towards a decrease in power of beta

ERS of 0.57 (p = 0.07), a relative decrease of 74%. For effective tonic SCS the power of beta

ERS seems to remain equal between the before and during CPM condition, however after CPM the

power increases. In comparison with the before CPM condition, the power of beta ERS increased

significantly with 0.40 (p = 0.02), a relative increase of 130%.
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(a) Effective SCS before CPM (b) Effective SCS during CPM (c) Effective SCS after CPM

(d) Non-effective SCS before CPM (e) Non-effective SCS during CPM (f) Non-effective SCS after CPM

Figure 11: Averaged time-frequency maps (TF) maps, z-scored with respect to baseline, for effective

and non-effective SCS per CPM condition for the bilateral sensorimotor cortices. At t = 0 the

nociceptive test stimulus (TS) is applied. First event related desynchronization (ERD) is observed for

the alpha (8-12 Hz) and beta (13-30 Hz) frequency ranges, followed by event related synchronization

(ERS). The average power of beta-ERS is extracted for each condition in the time and frequency

ranges defined by the red box.

During non-effective tonic and burst SCS (Figure 12d) no statistically significant differences were

observed between the CPM conditions.
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(a) Effective and non-effective SCS (b) Tonic and burst SCS

(c) Effective tonic and effective burst SCS
(d) Non-effective tonic and non-effective burst

SCS

Figure 12: Mean and standard error of average power [z-score] of beta event related synchronization

(ERS) induced by TS before, during and after CPM for the different groups in the bilateral senso-

rimotor cortices. Difference in power of beta ERS between CPM conditions has a p-value<0.05 for

effective tonic (�) or burst (�) SCS. n is the number of MEG sessions.
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4. Discussion

The main objective of this thesis was to assess how effective spinal cord stimulation affects the

supraspinal mechanisms of pain modulation in chronic pain patients. Using magnetoencephalography

I assessed the cortical response to a nociceptive stimulus before, during and after conditioned pain

modulation.

4.1 Effect of CPM on pain ratings

During CPM the subjective pain ratings of TS were significantly decreased. The decrease was seen

in all groups, except for the group non-effective tonic SCS. Although the decrease was observed

on a group level, not every subject displayed an inhibitory effect of CPM on the pain ratings. The

variability of the response during CPM has been observed in previous studies as well [53].

Our observations show on average an efficient inhibitory effect by CPM on the pain ratings, whereas

CPM is impaired in chronic pain patients [49, 54]. Therefore, it is suggested that SCS treatment

improves CPM on a group-level based on subjective pain ratings. This finding is in line with

previous studies that reported improved CPM based on the subjective pain ratings during SCS on

in comparison with SCS off [55, 56]. Ramaswamy et al. [57] and Goudman et al. [58] reported an

improved CPM after SCS implantation in FBSS patients, however Kriek et al. [59] did not observe a

change in CPM after SCS implantation in CRPS patients. The most common chronic pain condition

observed in this study is FBSS (15/17 patients), making it comparable to the patient population of

Ramaswamy et al. [57] that showed results in line with our findings.

4.2 Cortical response in the time domain

The source maps displaying the cortical response over time showed that, among other structures,

the contralateral primary (S1) and secondary (S2) somatosensory cortices are activated after a

nociceptive stimulus. This is in line with previous MEG and fMRI studies that studied the cortical

response to nociceptive stimuli [60–67]. The S1 and S2 are both part of the lateral pain pathway

and are thought to play a role in the sensory-discriminative aspect of pain processing. We observed

activation in S1 accompanied by activation in the S2 around 50 ms later, suggesting a serial activation

of the areas which was also observed in other (MEG) studies [66,67].

It seems that during CPM the amplitude of the response is lower in the left S2, bilateral ACC

and right insula when compared to the before and after CPM conditions (Appendix C.2), although

this was not confirmed by statistical analysis. Further exploration of the evoked response by TS

in the time domain was beyond the scope of this thesis. However, since we did observe a clear

response with relatively high z-scores (in comparison to the response observed in the TF domain)

it is recommended to further research the cortical response in the time domain and to compare the

response between effective and non-effective SCS for tonic and burst stimulation modes.

32



4.3 Cortical response in the time-frequency domain

The cortical response to TS in the bilateral sensorimotor cortices was evaluated. TS induced alpha

ERD (345 - 660 ms post stimulus) and beta ERD (190 - 470 ms post stimulus) followed by alpha

ERS (893 - 5020 ms post stimulus) and beta ERS (554 - 2963 ms post stimulus). The ERD might

represent the activation of the bilateral sensorimotor cortices and the ERS the following inhibition of

the same area which can be described as the off-response to a somatosensory stimulus [45,47,48,68].

The observation of ERD followed by ERS in the alpha and beta frequency ranges is in line with

previous studies that reported ERD and ERS in the sensorimotor cortices [46,48,68].

During CPM beta ERS was decreased for some of the evaluated groups. Beta ERS might reflect top-

down modulation of nociceptive stimuli, with less beta ERS representing more top-down modulation

[48]. Our observation of a decreased beta ERS during CPM suggests that the cortical response

to TS was inhibited by applying CS and that the subjects were experiencing top-down modulation.

Only a limited number of studies reported the cortical effects of CPM in the time-frequency domain.

Rustamov et al. [69] observed a decrease in high gamma-ERS (60-100 Hz) 100-300 ms post stimulus.

We also investigated the high gamma frequencies by computing TF maps for the frequency range

from 60 till 100 Hz, however no clear response in this frequency range was observed, see Appendix

H. Two studies observed a decrease in power of delta ERS (1-4 Hz) [70,71], we did not compare the

power of ERS in this frequency band due to the low temporal resolution of the TF analysis for the

lower frequencies and the influence of stimulus artifact. Jin [49] reported a decrease in the power

of beta ERS during CPM for the healthy controls, whereas for the chronic pain patients the power

of beta ERS did not decrease during CPM. Based on the findings by Diers et al. [48] and Jin [49]

it is suggested that beta ERS reflects the supraspinal mechanisms of modulation of pain (top-down

modulation).

The inhibition of beta ERS was observed on a group-level and was not always observed on subject-

level, Appendix G displays the inter-subject variability observed in cortical response to TS in the

bilateral sensorimotor cortices for burst SCS during all conditions.

4.3.1 Effective and non-effective SCS

A trend towards a decrease in power of beta ERS was observed during CPM for the effective SCS

group. The relative observed decrease was 53%. No decrease in power of beta ERS was observed

for the non-effective SCS group. The data suggests that when SCS is effective, subjects exhibit a

stronger inhibitory effect of CPM on the power of beta ERS in the bilateral sensorimotor cortices

than when SCS is non-effective. This finding indicates that during effective SCS more top-down

modulation takes place during CPM.

Furthermore, a trend was observed towards a higher power of beta ERS for the non-effective SCS

group in comparison to the effective SCS group during CPM. Also during the other conditions the

values of the power of beta ERS seemed to be higher for the non-effective SCS group in comparison

with the effective SCS group. Next to the power of beta ERS, also the perceived pain intensity of

TS was higher in the non-effective group (Figure 8a). The perceived pain intensity might be caused
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by a higher stimulus intensity, which is associated with a higher power of ERSP [72]. Although we

aimed for an amplitude of the TS that caused a pain intensity of 5 on a 0 to 10 NRS scale, this was

not achieved in every subject. Accordingly, a possible explanation for the observed higher beta ERS

power for the non-effective SCS group might be that the pain intensity was higher in this group.

Another possible explanation for the higher power of beta ERS is that when SCS is non-effective

I expect that subjects are more bothered by nociceptive stimuli and therefore give more attention

to the TS. This is in line with other studies that reported a higher power of beta ERS or increased

cortical activity when subjects had to direct their attention to the nociceptive stimulus [48,73,74].

4.3.2 Tonic and burst SCS

During burst SCS a significant decrease was observed in power of beta ERS in the bilateral senso-

rimotor cortices. During tonic SCS no decrease was observed in power of beta ERS. This suggests

that burst SCS has a stronger effect on the supraspinal mechanisms of the modulation of pain than

tonic SCS.

The power of beta ERS was higher before CPM during burst SCS in comparison with tonic SCS.

This might be due to the hypothesized higher baseline during tonic SCS than during burst SCS. The

baselines were not compared between tonic and burst SCS, it is recommended to further analyze

whether the baselines indeed differ between the different SCS stimulation modes.

After CPM the power of beta ERS increased in comparison to the during CPM condition for burst

stimulation, but it does not statistically differ from the before CPM condition suggesting the power

of cortical response returned to the before CPM condition. For tonic SCS the power of beta ERS

also increased after CPM and the power was significantly higher than the before CPM condition.

If regarding the power of beta ERS as a measure for the attention given to the TS, this suggests

that in the after CPM condition the subjects’ attention to the nociceptive stimulus increased during

tonic stimulation.

4.3.3 Effective and non-effective SCS per stimulation mode

For the effective SCS group a trend was observed towards a decrease in power of beta ERS during

CPM during burst SCS. For the same subjects no decrease in power of beta ERS during CPM was

observed during tonic SCS, despite the treatment being successful. This suggests that only effective

burst SCS is capable of improving the inhibitory effect of CPM. Possibly the MOA of burst SCS

includes improvement of the supraspinal mechanisms of modulation of pain, whereas tonic SCS is

not capable of doing this. This suggests that tonic and burst SCS have a (partly) different MOA

which was suggested previously [10,20,75].

For the non-effective SCS group, both stimulation modes did not show a clear inhibitory effect of

CPM on the power of beta ERS. Suggesting that only effective burst SCS is capable of improving

the inhibitory effect of CPM on the power of beta ERS and thereby of improving the top-down

modulation of subjects.

The subjects in the effective SCS group were responders to both tonic and burst SCS and the non-
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effective SCS group consisted of non-responder to both tonic and burst SCS. One subject in this

study was a responder to burst, but a non-responder to tonic SCS (PTN05). Appendix G (Figures

34j, 34k and 34l) display the response in TF domain in the bilateral sensorimotor cortices before,

during and after CPM for PTN05. For this subject a clear decrease in power of beta ERS is observed

during burst SCS, whereas this was not observed during tonic SCS. Again suggesting that burst SCS

is capable of improving the supraspinal mechanisms of modulation of pain, which possibly explains

why this subject experienced effective treatment by burst SCS but lacked effective treatment by

tonic SCS.

4.4 Response in other cortical areas

Time-frequency analysis was performed in multiple ROIs, including cortical areas related to the

medial pathway of pain (ACC, MCC, PCC, insula, DLPFC and OFC). The cortical response in the

bilateral sensorimotor cortices was displayed in this report. For the other ROIs no large differences

were observed between the investigated groups of subjects and for many ROIs a low power of response

was observed. Two possible explanations for the lower power of the responses observed in these areas

are that: 1) these areas are less activated in comparison with the bilateral sensorimotor cortices and

2) these areas are further away from the MEG sensors resulting in a higher signal-to-noise (SNR)

ratio.

The same method that was used for the bilateral sensorimotor cortices to calculate the start and end

times of the ERD and ERS was applied to all other ROIs, including the same threshold of a z-score

of 0.4 (section 2.7). Due to the lower power of response this sometimes resulted in very short time

ranges (see Appendix E) used to calculate the average power for that ERSP, making the average

power dependent on a smaller time window. I decided to use the same method for consistency,

however this might not have been the most optimal threshold for all ROIs.

4.5 Limitations

4.5.1 Number of subjects

One of the main limitations of this study was the limited number of subjects. We collected MEG

recordings of 26 subjects, unfortunately, 9 subjects had to be excluded due to contamination of the

data by (dental) implants or missing data. The subjects had to be divided into an effective SCS and a

non-effective SCS group. Since not every subject was a very clear responder or non-responder to SCS

treatment, we could not include every subject in the effective vs. non-effective SCS comparison.

This left us with small group sizes of only 5 subjects per group. To increase the power for the

effective and non-effective groups, tonic and burst SCS were combined resulting in 10 recordings for

each group. However, to specifically analyze the differences between effective tonic and burst SCS

the group size was limited to 5. For future research comparing effective and non-effective SCS, it is

recommended to select clear responders and non-responder to SCS treatment.
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4.5.2 Computation of time-frequency analysis

I computed TF decomposition on the ROI averaged signal instead of computing the TF decompo-

sition on the signal of each vertex of the ROI separately and then averaging the TF maps. The

second method is preferred, since computing TF decomposition on an averaged signal might result

in information loss, especially for the higher frequencies [76]. The first method was chosen due to

limited computational power. To minimize information loss, I divided the bigger ROIs into smaller

sub-ROIs. However, computing the TF on the averaged signal may have influenced the results.

Computing a TF decomposition per vertex might increase the SNR, which might result in a clearer

response which is useful, especially for the ROIs that are currently showing little to no response to

the nociceptive stimuli.

4.5.3 Influence of experiment- and subject-related factors on CPM

During the CPM experiment it is almost inevitable that other pain modulating factors influence the

pain perception, such as habituation and psychological-cognitive factors [69, 71, 77–83]. We tried

to correct for these factors by for example randomizing the inter-stimulus interval and not giving an

expectation of the effect of CPM. However applying the CS could potentially act as a distraction,

which is a factor with a pain inhibiting effect. Moont et al. [81] investigated the effect of distraction

with and without CPM and concluded that CPM has an additive effect. Thus, although distraction

may add to pain inhibition, it cannot alone explain the observed pain inhibiting effect of CPM. It

could be debated whether the supra-spinal mechanisms of CPM are distinct from the other pain

modulating factors. Or that those factors are part of the supra-spinal mechanisms of CPM.

A systematic review by Herman et al. [53] evaluated subject-related factors that influence CPM.

They reported an increased pain inhibitory effect by CPM for subjects with male gender, younger

age, ovulatory phase and carrier of the 5-HTTLPR long allele. The average age of the subjects

in the effective SCS group was 48 years, whereas the average age for the non-effective SCS group

was 58 years. The higher inhibitory effect on the power of beta ERS in the effective SCS group in

comparison with the non-effective SCS group, might not only be attributed to the SCS being effective

but the higher age might also play a role. The subject-related factors might have contributed to the

inter-subject variability observed in the cortical response to TS (Appendix G).

Next to the inter-subject variability, the intra-subject variability should also be taken into account.

Other studies that investigated CPM on separate days, reported a poor agreement in the classifi-

cation of a subject as CPM responder or non-responder. therefore they suggested a considerable

intra-subject variation in CPM [84,85]. Future research should further investigate the intra-subject

variation in CPM, possibly the variability might be an indication of the top-down modulation capacity

of an individual.

Given the influence of experiment-related factors and subject-related factors, which introduce inter-

and intra-subject variability it is recommended to evaluate CPM data on a group-level instead of

subject-level.

36



4.5.4 Multiple comparisons

We decided due to the exploratory nature of this research, not to compensate for the multiple

comparisons made. Making multiple comparisons increases the risk of finding false statistically

significant differences.

4.5.5 Stimulus and linear interpolation artefact

Around t = 0 a clear artifact was visible in the averaged TF maps. The stimulus artifact was removed

from the raw recordings using linear interpolation, however there still may be some remaining stimulus

activity. The artifact visible in the TF maps probably was caused by the remaining stimulus activity,

but also the application of linear interpolation caused an artifact. See Appendix I for an evaluation

of the effect of stimulus activity and linear interpolation on the TF analysis.

4.6 Future directions

4.6.1 SCS and the supraspinal mechanisms of modulation of pain

This data suggests that effective burst SCS is capable of improving the supraspinal mechanisms of

modulation of pain in a chronic pain patient, whereas effective tonic SCS was not. Future research,

using larger subject groups, should further clarify whether burst SCS indeed is capable of improving

the supraspinal mechanisms of modulation of pain and if tonic SCS indeed does not improve these

mechanisms.

If tonic SCS is not capable of improving the top-down modulation despite being effective, this could

clarify the ’chicken or egg’ question regarding CPM and chronic pain. If tonic SCS abolishes the

ongoing chronic pain but does not improve CPM, then chronic pain is not the only cause of a deficit

CPM. In that case, a deficit CPM might be related to the development of chronic pain, although

a deficit CPM does not necessarily lead to chronic pain. Regarding a deficit CPM as a risk factor

for the development of chronic pain is in accordance with findings by Yarnitsky et al. [37] who

investigated CPM in patients (without a chronic pain condition) before they underwent surgery.

During follow-up the patients were monitored to see if they developed chronic pain as a result of the

surgery. They showed that people with a less efficient CPM had a higher risk of developing chronic

pain, also suggesting that a deficit CPM may be a risk factor for the development of chronic pain.

Although this does not rule out that experiencing an ongoing chronic pain state also contributes to

a less efficient CPM, due to the chronic CPM state these patients may experience a flooring effect

on the experimental CPM. Therefore, I suggest that having a less efficient CPM is a risk factor for

the development of chronic pain and that having chronic pain further enhances a less efficient CPM

due to the flooring effect.

In addition, further research focusing on how SCS improves the supraspinal mechanisms of pain

modulation should explore CPM in patients before undergoing SCS implantation and after SCS

implantation. The (intra-subject consistency of) CPM efficiency of an individual before SCS im-

plantation could perhaps be a predictor for the success of SCS implantation, which thereby could

improve the selection process of individuals suitable for SCS treatment. MEG recordings during
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CPM before SCS implantation were available for two subjects of this study. Appendix J displays

the TF maps and power of beta ERS before, during and after CPM of both subjects before and

after SCS implantation. One of the subjects expressed no inhibitory effect by CPM on the cortical

response in the time domain before SCS implantation and during tonic SCS, however during burst

SCS a strong inhibitory effect of CPM was observed on the power of alpha and beta ERS.

4.6.2 Thalamus

The thalamus is an important structure involved in the processing of pain, the thalamus is part of

both the lateral and medial pathways. The thalamus acts as a relay station that the somatosensory

inputs pass on their way to the cerebral cortex [86]. Accordingly, the thalamus is one of the

areas that is very consistently activated by nociceptive stimuli as observed in human brain imaging

studies [87–90]. The thalamic response to a nociceptive stimulus is limitedly investigated [91].

The thalamus is a deeper brain structure making it hard if not impossible to image using EEG, MEG

however offers the potential to reach the deeper structures and to image activity in the thalamus.

Several other studies have shown to be able to image deeper structures such as the hippocampus

and the amygdala [92–94].

For future research I recommend to further investigate the role of the thalamus in the processing

of pain. The same dataset as used in this thesis can be used to evaluate the thalamic response

to a nociceptive stimulus in patients receiving SCS. A volume model should be used instead of a

cortical model. The response can be regarded in time and TF domain. The 22 stimuli of each

CPM condition can be averaged to evaluate the thalamic response to a nociceptive stimulus during

SCS. The thalamic response can also be compared between the three CPM conditions to evaluate

how the thalamic response is affected by CPM and whether this is different during (effective and

non-effective) tonic or burst SCS.

Figure 13: The thalamus: a deep brain structure that acts as an important relay station in the

processing of nociceptive stimuli. The thalamus is an interesting structure to image using MEG in

future research focusing on the processing of pain. Figure from Rehab [95].
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4.6.3 Dynamic functional connectivity analysis

It is clear that pain is not processed by one specific area of the brain, but that the processing

encompasses a lot of different brain areas. All these brain areas communicate with one another

through a complex network. Functional connectivity (FC) analysis can contribute to unraveling the

connections within this network. Dynamic functional connectivity (dFC) methods extend this analysis

by measuring the changes over time and thereby unraveling the dynamics within the network [96].

Since MEG offers a brain imaging modality with a good spatial and temporal resolution, this is a very

suitable technique to apply dFC analysis and can be performed using the Brainstorm software [97].

Therefore, I recommend for future research not only to review the brain response to a nociceptive

stimulus in a specific ROI, but also to unravel the dynamics of the complex pain network in the

brain using dFC analysis.

39



5. Conclusion

In this thesis project I investigated the effect of spinal cord stimulation (SCS) on the supraspinal

mechanisms of pain modulation in chronic pain patients. To evaluate the supraspinal mechanisms

of pain modulation I used magnetoencephalography (MEG) to assess the cortical response in the

time and time-frequency domain during conditioned pain modulation (CPM). I compared effective

and non-effective SCS for tonic and burst SCS stimulation modes. Despite a lot of inter-individual

variabilities, we observed that the effective burst SCS group displayed, on a group-level, a decrease

in power of beta event-related synchronization (ERS) in the bilateral sensorimotor area during CPM

in comparison with the before CPM condition. Beta ERS might be a measure for the modulation of

pain through supraspinal mechanisms. Therefore, this observation suggests that effective burst SCS

is capable of improving the supraspinal mechanisms of pain modulation of chronic pain patients,

whereas effective tonic SCS is not capable of doing so. This suggestion indicates that tonic and

burst SCS have a different mechanism of action (MOA), next to other shared spinal and possibly

additional supraspinal MOAs.

Future research should focus on: 1) validating that effective burst SCS improves the supraspinal

mechanisms of pain modulation, using larger group sizes and evaluating the cortical response during

CPM before and after SCS implantation; 2) exploring the thalamic response to nociceptive stimuli in

the time and time-frequency domain and 3) exploring the dynamic functional connectivity between

the complex network of brain structures involved in the processing of pain.
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Appendices

A. Pre-processing of MEG recordings

Figure 14: Steps of pre-processing the raw MEG recordings
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B. Region of interests

The response in multiple ROIs was evaluated. Figure 15 displays an overview of the projections of

all ROIs on the source map.

(a) S1 left hemisphere,

view from above

(b) S1 left hemisphere,

view from side

(c) S1 right hemisphere,

view from above

(d) S1 right hemisphere,

view from side

(e) M1 left hemisphere,

view from above

(f) M1 left hemisphere,

view from side

(g) M1 right hemisphere,

view from above

(h) M1 right hemisphere,

view from side

(i) SMA left hemisphere,

view from above

(j) SMA left hemisphere,

view from side

(k) SMA right hemi-

sphere, view from above

(l) SMA right hemi-

sphere, view from side

(m) S2 left hemisphere (n) S2 right hemisphere
(o) Superior parietal lob-

ule left hemisphere

(p) Superior parietal lob-

ule right hemisphere
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(q) ACC left hemisphere (r) ACC right hemisphere (s) MCC left hemisphere
(t) MCC right hemi-

sphere

(u) PCC left hemisphere
(v) PCC right hemi-

sphere

(w) DLPFC left hemi-

sphere

(x) DLPFC right hemi-

sphere

(y) OFC left hemisphere
(z) OFC right hemi-

sphere
() Insula left hemisphere

() Insula right hemi-

sphere

Figure 15: All regions of interest (ROIs), projected on the source map, in which the response to TS

was evaluated.
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C. Cortical response in the time domain

C.1 Cortical activation patterns

Figure 16 shows the cortical activation pattern evoked by TS on a source map before, during and

after CPM. During all conditions first activity is observed in the S1, M1 and SMA in mainly the left

hemisphere. Around 120 ms post stimulus activity is observed in the S2. No statistical analysis was

performed to compare the different CPM conditions.
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(a) Before CPM

(b) During CPM

(c) After CPM

Figure 16: Source map showing the cortical response in the time domain to a nociceptive stimulus

(TS) applied at the right sural nerve, expressed in z-scores relative to the baseline. The response

is displayed per CPM condition, averaged over all subjects and stimulation modes. At t = 0 TS is

applied, the primary somatosensory cortices (S1, S2), primary motor cortex (M1) and supplementary

motor area (SMA) show increased activity between 60 till 180 ms post stimulus. View from above

and view on the left hemisphere.
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C.2 Extracted time series per ROI

Figure 17 shows the extracted time series of several ROIs before, during and after CPM. The

amplitude seems to be lower during CPM in the left S2, the bilateral ACC and the right insula,

although this was not confirmed by statistical analysis.

(a) Bilateral sensorimotor cortices

(b) Left S2
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(c) Bilateral ACC

(d) Right insula

Figure 17: Extracted time series before (cpm1, green line), during (cpm2, red line) and after (cpm3,

blue line) CPM for ROIs: the bilateral sensorimotor cortices (S1, M1, SMA), the left secondary

somatosensory cortex (S2), the bilateral anterior cingulate cortices (ACC) and the right insula. At

t=0 the nociceptive test stimulus (TS) is applied. Note the different time and amplitude ranges

on the x- and y-axes. Also note that the response is the norm of three orientations, resulting in

only positive values for the amplitude, meaning that negative deflections of the evoked response are

expressed as positive values.
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D. Determine start and end time ERSP

The start and end times of each ERSP were calculated using the averaged TF map of all subjects

and conditions per ROI. From this averaged TF the time series was extracted per ROI. The time

range of the ERD was marked when the z-score was smaller than 0.4. The time range of the ERS

was marked when the z-score was larger than 0.4. Figure 18 displays the time series of the beta

frequency range for the ROI of the S1, M1 and SMA of both hemispheres. The time range for the

ERD was defined where the power was below the threshold of 0.4. The time range for the ERS was

defined where the power was above the threshold of 0.4.

Figure 18: Averaged time series of the power in the beta frequency range of all subjects and

conditions in the bilateral sensorimotor cortices. At t = 0 the nociceptive stimulus is given. First

event related desynchronization (ERD) is observed, followed by event related synchronization (ERS).

The time range for ERD and ERS are defined where the power is respectively below or above the

threshold for the z-score of +/- 0.4.
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E. Overview start and end times per ERSP

per ROI

Table 5 displays the start and end times of each ERSP per ROI.

Alpha ERD Alpha ERS Beta ERD Beta ERS

ROI
Start

time [s]

End

time [s]

Start

time [s]

End

time [s]

Start

time [s]

End

time [s]

Start

time [s]

End

time [s]

S1, M1, SMA bilateral 0.34 0.66 0.89 5.02 0.19 0.47 0.55 2.96

S1, M1, SMA left 0.34 0.65 0.84 3.34 0.18 0.47 0.54 3.03

S1, M1, SMA right 0.35 0.67 0.93 5.04 0.20 0.47 0.57 2.35

S1 left 0.32 0.69 0.91 3.26 0.18 0.48 0.55 3.02

S1 right 0.32 0.72 0.99 5.06 0.19 0.49 0.58 2.95

M1 left 0.33 0.66 0.82 5.05 0.18 0.47 0.54 3.08

M1 right 0.35 0.69 0.90 5.06 0.20 0.48 0.58 2.35

SMA left 0.37 0.58 0.73 3.40 0.19 0.44 0.53 3.02

SMA right 0.41 0.60 0.88 3.72 0.20 0.45 0.55 2.26

S2 left 0.34 0.59 0.72 2.33 0.17 0.48 0.62 1.95

S2 right 0.39 0.54 0.79 1.77 0.20 0.46 0.60 1.88

Superior parietal lobule left 0.29 0.74 1.00 3.02 0.17 0.50 0.59 2.99

Superior parietal lobule right 0.33 0.78 1.11 5.00 0.19 0.51 0.69 1.77

Insula left - - 0.61 1.94 0.25 0.32 0.57 1.24

Insula right 0.37 0.55 1.36 2.23 0.23 0.34 0.60 1.84

ACC bilateral 0.42 0.52 1.04 2.60 - - 0.62 1.16

MCC bilateral 0.38 0.58 0.92 2.48 0.21 0.39 0.56 1.87

PCC bilateral 0.35 0.62 0.95 5.12 0.19 0.46 0.56 2.23

ACC, MCC bilateral 0.40 0.55 0.99 2.57 0.26 0.31 0.60 1.58

ACC, MCC, PCC bilateral 0.38 0.57 0.97 2.64 0.22 0.37 0.58 1.61

DLPFC left - - 0.68 2.21 - - 0.59 1.57

DLPFC rigth 0.45 0.52 1.36 1.57 0.27 0.35 0.62 1.11

OFC left - - - - - - - -

OFC right 0.41 0.48 2.03 2.16 - - - -

Table 5: The start and end times of each ERSP per ROI. - = no z-score above or below the ERSP

threshold of 0.4 is detected.
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F. Power of event related spectral

perturbations for all regions of interest

The following pages contain an overview of the average power of each ERSP (alpha ERD, alpha

ERS, beta ERD, beta ERS) for each investigated ROI before, during and after CPM. The frequency

ranges used to determine the average power are 8 till 12 Hz for alpha activity and 13 till 30 Hz

for beta activity. The time ranges, used to determine the average power, are defined by applying

a threshold of 0.4 to the response in the ROI averaged over all subjects, stimulation modes and

conditions (Appendix D). If the threshold of 0.4 was not passed by the averaged response, no ERSP

was detected and therefore no graph is displayed. None of the four ERSPs was detected in the ROI

OFC of the left hemisphere, therefore no graphs are displayed for this ROI. The cortical response in

the TF domain in the S1, M1 and SMA showed quite similar results, therefor in this appendix only

the results of the combined ROIs (left, right and bilateral sensorimotor cortices) are displayed. The

results of the S1, M1 and SMA separately can be provided by the author.
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Figure 19: Mean and standard error of average power [z-score] of alpha ERD, alpha ERS, beta ERD

and beta ERS before, during and after CPM for the different groups in the ROI consisting of the

S1, M1 and SMA of both hemispheres.
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Figure 20: Mean and standard error of average power [z-score] of alpha ERD, alpha ERS, beta ERD

and beta ERS before, during and after CPM for the different groups in the ROI consisting of the

S1, M1 and SMA of the left hemisphere.
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Figure 21: Mean and standard error of average power [z-score] of alpha ERD, alpha ERS, beta ERD

and beta ERS before, during and after CPM for the different groups in the ROI consisting of the

S1, M1 and SMA of the right hemisphere.
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Figure 22: Mean and standard error of average power [z-score] of alpha ERD, alpha ERS, beta ERD

and beta ERS before, during and after CPM for the different groups in the ROI consisting of the S2

of the left hemisphere.
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Figure 23: Mean and standard error of average power [z-score] of alpha ERD, alpha ERS, beta ERD

and beta ERS before, during and after CPM for the different groups in the ROI consisting of the S2

of the right hemisphere.
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Figure 24: Mean and standard error of average power [z-score] of alpha ERD, alpha ERS, beta ERD

and beta ERS before, during and after CPM for the different groups in the ROI consisting of the

superior parietal lobule of the left hemisphere.
63



Figure 25: Mean and standard error of average power [z-score] of alpha ERD, alpha ERS, beta ERD

and beta ERS before, during and after CPM for the different groups in the ROI consisting of the

superior parietal lobule of the right hemisphere.
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Figure 26: Mean and standard error of average power [z-score] of alpha ERD, alpha ERS, beta ERD

and beta ERS before, during and after CPM for the different groups in the ROI consisting of the

insula of the left hemisphere.
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Figure 27: Mean and standard error of average power [z-score] of alpha ERD, alpha ERS, beta ERD

and beta ERS before, during and after CPM for the different groups in the ROI consisting of the

insula of the right hemisphere.
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Figure 28: Mean and standard error of average power [z-score] of alpha ERD, alpha ERS, beta ERD

and beta ERS before, during and after CPM for the different groups in the ROI consisting of the

ACC of both hemispheres.
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Figure 29: Mean and standard error of average power [z-score] of alpha ERD, alpha ERS, beta ERD

and beta ERS before, during and after CPM for the different groups in the ROI consisting of the

MCC of both hemispheres.
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Figure 30: Mean and standard error of average power [z-score] of alpha ERD, alpha ERS, beta ERD

and beta ERS before, during and after CPM for the different groups in the ROI consisting of the

PCC of both hemispheres.
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Figure 31: Mean and standard error of average power [z-score] of alpha ERD, alpha ERS, beta ERD

and beta ERS before, during and after CPM for the different groups in the ROI consisting of the

DLPFC of the left hemisphere.
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Figure 32: Mean and standard error of average power [z-score] of alpha ERD, alpha ERS, beta ERD

and beta ERS before, during and after CPM for the different groups in the ROI consisting of the

DLPFC of the right hemisphere.
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Figure 33: Mean and standard error of average power [z-score] of alpha ERD, alpha ERS, beta ERD

and beta ERS before, during and after CPM for the different groups in the ROI consisting of the

OFC of the right hemisphere.
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G. Inter-subject variability of cortical response

in bilateral sensorimotor cortices

We observed a large inter-subject variability in cortical response in the bilateral sensorimotor cortices

to the TS. Figure 34 displays the TF maps of the subjects PT02 (non-responder SCS), PTN05

(responder burst SCS, non-responder tonic SCS) and PTN09 (responder SCS) during tonic and

burst SCS for all CPM conditions.

(a) PT02 tonic SCS before CPM (b) PT02 tonic SCS during CPM (c) PT02 tonic SCS after CPM

(d) PT02 burst SCS before CPM (e) PT02 burst SCS during CPM (f) PT02 burst SCS after CPM
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(g) PTN05 tonic SCS before CPM (h) PTN05 tonic SCS during CPM (i) PTN05 tonic SCS after CPM

(j) PTN05 burst SCS before CPM (k) PTN05 burst SCS during CPM (l) PTN05 burst SCS after CPM

(m) PTN09 tonic SCS before CPM (n) PTN09 tonic SCS during CPM (o) PTN09 tonic SCS after CPM

(p) PTN09 burst SCS before CPM (q) PTN09 burst SCS during CPM (r) PTN09 burst SCS after CPM

Figure 34: Time frequency (TF) maps, z-scored with respect to baseline, for three subjects during

burst SCS per CPM condition in the bilateral sensorimotor cortices. At t = 0 the nociceptive stimulus

is given. The red box indicates the time and frequency range used to determine the average power

of beta ERS.
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H. Time frequency analysis high gamma

(60-100 Hz)

Time-frequency analysis was also performed for the high gamma frequencies (60-100 Hz). No

gamma ERSPs were observed following a nociceptive stimulus in the time-frequency response. Also

when z-scoring the time-frequency map with respect to the baseline no ERSPs became visible, as

can be seen in Figure 35. Only the stimulus artifact is noted around t = 0.

(a) Non z-scored power

(b) Z-scored power with respect to baseline

Figure 35: Averaged time frequency response for the frequency range 60-100 Hz in the left primary

somatosensory cortex for all subjects and conditions.
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I. Stimulus and linear interpolation artefact

Figure 36a displays the effect of linear interpolation on the TF decomposition. The TF map shows a

TF decomposition of a noise recording with at t = 0 linear interpolation applied. Figure 36b displays

the effect of stimulation activity on the TF decomposition. The TF map shows a TF decomposition

of 22 trials before CPM of subject PTN04, without removing the stimulation artifact using linear

interpolation. The noise recording and the recording of PTN04 are both pre-processed following the

same steps as described in the methods.

Figures 36c and 36d show the TF maps with the color range set to the local maximum. As can

be seen from the color bar the artifact caused by the stimulation activity has a much higher power

(z-score of +/- 2000) in comparison to the artifact caused by linear interpolation(z-score of +/-

25). Therefore I recommend to always cut out the stimulation artifact by for example using linear

interpolation. Using the linear interpolation method it should always be kept in mind that this also

introduces an artifact and therefore it is not possible to draw reliable conclusions about the first

hundreds of ms in the time-frequency domain, especially for the lower frequencies.
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(a) Linear interpolation artifact, colormap range [-2,

2]
(b) Stimulation artifact, colormap range [-2, 2]

(c) Linear interpolation artifact, colormap range [-25,

25]
(d) Stimulation artifact, colormap range [-2500, 2500]

Figure 36: Time frequency maps displaying the effects of linear interpolation and stimulation activity

on the TF decompositions.
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J. CPM before and after SCS implantation

Two subjects of this study underwent another MEG session with CPM measurements before SCS

implantation. Figure 37 displays the TF maps of the two subjects before and after SCS implantation

before, during and after CPM. Subject PT08 was a SCS responder and PTN11 was a tonic SCS

responder and experienced some pain relief during burst SCS although she reported a NRS � 4 and

was therefore not included in the effective SCS group. PT08 seems to express a small inhibitory

effect by CPM on the cortical response for all sessions. PTN11 seemed to express no inhibitory effect

by CPM on the cortical response before SCS implantation and during tonic SCS, however during

burst SCS a strong inhibitory effect by CPM is observed on the power of alpha and beta ERS.
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(a) PT08 before SCS implantation

before CPM

(b) PT08 before SCS implantation

during CPM

(c) PT08 before SCS implantation

after CPM

(d) PT08 tonic SCS before CPM (e) PT08 tonic SCS during CPM (f) PT08 tonic SCS after CPM

(g) PT08 burst SCS before CPM (h) PT08 burst SCS during CPM (i) PT08 burst SCS after CPM
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(j) PTN11 before SCS implantation

before CPM

(k) PTN11 before SCS implanta-

tion during CPM

(l) PTN11 before SCS implantation

after CPM

(m) PTN11 tonic SCS before CPM (n) PTN11 tonic SCS during CPM (o) PTN11 tonic SCS after CPM

(p) PTN11 burst SCS before CPM (q) PTN11 burst SCS during CPM (r) PTN11 burst SCS after CPM

Figure 37: Time frequency (TF) maps, z-scored with respect to baseline, for two subjects that

underwent three MEG CPM sessions (before SCS implantation, during tonic SCS and burst SCS) in

the bilateral sensorimotor cortices. At t = 0 the nociceptive stimulus is given. The red box indicates

the time and frequency range used to determine the average power of beta ER
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