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ABSTRACT 
This paper is a call to the field of human-robot interaction to focus 
research efforts on the development and repair of trust within 
human-robot teams. To guide this effort, this paper describes the 
initial development of a framework for trust development in 
human-robot interaction research with a specific focus on trust 
repair. This framework identifies several unique trust-dyads 
within an example domain of Urban Search and Rescue 
Operations (USAR) that are suitable relationships for study. We 
conclude with several areas of research that should be addressed 
under a trust repair framework including trust measurement, 
model development and validation, mutual dynamic trust 
calibration, and long term trust development. 
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1. INTRODUCTION 

Autonomous capabilities of robots are increasing daily, causing 
the eventual rise of true human-autonomy teams. Relationships 
between robots and people within these teams may mimic those 
between humans [1] and face similar challenges. For instance, 
autonomous robots may not perform perfectly, fail to meet 
expectations, or have goals that are miss-aligned with human team 
members. Surprises may occur on a regular basis causing potential 
threats to maintaining a productive trust relationship. Thus, there 
is a need to design and equip robots with abilities to repair trust 
when it is broken.  

Currently, there are no frameworks that describe the development 
and repair of trust within human-robot teams. Some have 
suggested that to characterize and understand these mixed-
initiative teams, research in human-human teams can be used as a 
template [2], [3]. Several human-human studies have examined 
which methods are most effective for repairing trust. This research 
has focused primarily on the role of apologies from the 
transgressor’s perspective [4] and predictors that stimulate 
forgiveness from the victim’s perspective such as likeability, 
blame attribution, probability of future violations, and generating 
empathy [5]. 
As a thought experiment, we use the urban search and rescue 
domain to think about how trust repair situations may develop for 
different trust-dyads within that team context. This will allow for 
scenario development and a prediction of future research issues.  

2. TRUST DEVEVELOPMENT IN USAR 
2.1 Human-Robot Teams 

The USAR domain is an active area of research and development. 
Robots have been critical in assisting rescue workers to retrieve 
victims. Operators control robots remotely, communicate with 
commanders on the ground, and sometimes even communicate 
with victims through robots [6]. 

2.2 Trust-Dyads 
Several trust dyads can be identified that are unique to a USAR 
scenario. Figure 1 shows the people involved with robots within a 
typical USAR hierarchical organizational [7]. Each relationship 
represents a unique interaction in which trust can develop, break 
down, or repaired.  

 
Figure 1. Initial framework of human-robot trust 

development. 

2.2.1 Operator-Robot Trust 
With increases in levels of autonomy and number of vehicles to 
manage, trust will play a more critical role and will mediate the 
relationship between robot and operator. Breakdowns in trust can 
possibly be restored by increasing the transparency of a system, 
providing trust cues, or situation-specific training to operators.  

2.2.2 Commander-Operator Trust 
Less is known about the trust relationship between the 
commander of a USAR team and the operator controlling the 
vehicles. Trust in both the operator’s ability and trust in the 
various robotic platforms play a role in this setting. Some unique 
issues can occur that affect the trust relationship such as a delay in 
communications. Trust repair may be challenging when it is 
unclear if the robot or the operator is to blame for sub-optimal 
performance.  

2.2.3 Team-to-Team Trust 
A distinguishing feature of a good team is the ability to develop 
and sustain report between teammates [3]. It is not clear how 
autonomous entities affect this type of report building. It may be 
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that these teams have varying trust dynamics analogous to human-
dog teams or management teams. 

2.2.4 Victim-Robot Trust 
This relationship involves a robot that is actively interacting with 
a victim for an extended period of time. It differs from the first 
trust dyad in that the human is not an expert and does not control 
the robot. A victim encountered by a robot may be in a highly 
vulnerable state both physically and psychologically. Trust 
development in this situation can reveal information to the robot 
that may expedite the rescue process and the survivability of the 
victim.  

2.3 Challenges for Human-Robot Trust 
Development 
In addition to the challenges identified in each of the trust dyads, 
three additional overarching challenges require specific mention.  

2.3.1 Mutual Dynamic Trust Calibration 
Robots of the future will have many abilities to adjust their 
behavior towards human partners. This would facilitate mutually 
adaptive trust calibration, or the re-calibration of trust of both the 
robot and the human partner. Previous work has indicated the 
need for describing the adaptation of the robot to the human as 
well as the human to the robot [8], [9].   

2.3.2 Long-term Team Trust Development 
Robots will be integrated in human-teams. Of great interest is how 
these relationships change over an extended period of time [10]. 
For example, the trust dynamics between victim and robots is 
much shorter and immediate than between the operator and robot. 
Trust dynamics between humans also develop differently because 
human team members function in a social organizational 
structure.  

2.3.3 Interactions between Trust Dyads 
Lastly, trust between each of the dyads will also affect each other. 
For instance, a breakdown in operator-robot trust may affect 
commander-operator trust. These types of interactions are unique 
and should be explored in more detail. 

3. Recommendations for Future Research 
We propose several methodologies and approaches that HRI 
researchers can use to start research in this area [10]. 

3.1 Field Exercises and SME Interviews 
Field exercises with robots often reveal unique insights into 
human-robot collaboration. HRI researchers should use field 
exercises to increase a sense of risk and realism to their studies, 
essential for the emergence of trust relationships.   

3.2 Ontology and Model Development 
There is a great need to develop a method that allows for 
reasoning about humans and robots alike. We are developing such 
an ontology. This ontology defines the vocabulary and semantics 
of the multimodal human-robot communication and is the basis of 
the reasoning of the robot agent [11]. Furthermore, a 
computational model of trust development and repair that makes 
quantitative predictions would help to focus and integrate research 
within the HRI community.  

3.3 Trust Measurement Development 
Trust measurement remains a key issue for human robot 
interaction [12], [13]. It is important to know how trust is 

initiated, how it develops, how it breaks down, and how it 
recovers. This requires a convergence of behavioral, subjective, 
and physiological measures and correlates [13].  
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