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Abstract

A sociotechnical systems lens on Al is often used to bring attention
to the human factors and societal impacts that are often neglected
through technical abstraction. However, abstraction is also a gen-
eral principle of sociotechnical systems, where functional objectives
(e.g. fair hiring decisions) are operationalised into low-level imple-
mentations (e.g. fair algorithms, recourse, legal basis). The trouble
with abstraction arises when critical contextual factors are erro-
neously neglected, leading to an impoverished representation of
the problem space. De-contextualisation can render the resulting
solutions problematic when they are re-contextualised back into
the site of use, where misabstractions may produce safety haz-
ards, harms, moral wrongs, and context frictions. Despite growing
recognition that context matters for how sociotechnical systems
operate in practice, the normative implications of abstraction are
still understudied. In this paper, we propose misabstraction as an
analytic framework for thinking about the perils and challenges of
sociotechnical abstraction. We use the framework to analyse the
requirements specification outlined in the procurement tender of
a recommender system for public employment services and show
how misabstractions cascade through the sociotechnical stack, pro-
ducing ripple effects that implicate hidden and neglected contextual
factors across multiple frames (e.g. institutional, organisational, op-
erational, and algorithmic). Misabstraction can help policymakers,
system designers, critical scholars, and civil society alike to attend
to the political conditions that shape design, and their implications
for understanding and addressing systemic risk in sociotechnical
Al systems.
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1 Introduction

Algorithmic and data-driven systems are increasingly being used
to address complex societal and policy challenges in critical sec-
tors such as education [67], healthcare [21], criminal justice [3, 55],
and employment [32]. By virtue of their capacity to reveal pat-
terns among vast volumes of data, these applications promise to
remove human bias [59], increase service efficiency, augment ex-
isting capabilities, and alleviate the burdens of under-resourced
public services [72]. At the same time, a growing body of evidence
demonstrates how many of these deployments have resulted in
undesirable outcomes such as entrenching societal biases [15, 30],
eroding caseworker discretion [31, 43], supercharging discrimina-
tory policies [80], and trapping citizens in Kafkaesque “digital cages”
[84, 89]. These consequences are often a result of abstracting away
contextual factors of the wider system in which they are embedded
[5, 77, 106], and thus failing to adequately address the underlying
issues they are supposed to solve [2, 95].

There is growing recognition that context matters for how so-
ciotechnical systems operate in practice. Algorithmic systems are
fundamentally sociotechnical in nature, requiring technical and
social components to be jointly designed for [20, 24, 38]. As such,
their potential negative impacts must be understood across the span
of their technical and social components [108]. Even algorithmic
harms that can be reasonably described within a technical frame
can have ripple effects with consequences that propagate across
various contexts [36, 90, 92]. There is a need to recognise the lim-
itations of technical methods for ensuring Al safety [36], and to
expand our toolkit to consider interventions which acknowledge
the influence of social factors at operational, organisational, and in-
stitutional levels across the sociotechnical stack [18, 19, 48, 82]. We
also need a systemic approach to determine appropriate safety in-
terventions which can account for the ripple effects which give rise
to harms [90, 106]. A central challenge to achieving this is interfac-
ing between contexts which are siloed by disciplinary boundaries
[14, 99, 121] constructed through different epistemic and ontolog-
ical commitments [6, 7, 37, 49, 75]; divided by different technical
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languages specific to their domain [58]; with different methodolog-
ical approaches to understanding the negative outcomes of these
systems, how to identify them, and how to address them.
Information transfer between such siloed disciplinary contexts
necessarily results in abstraction. Abstraction is a general princi-
ple of software development, which allows simplifying complex
problems into manageable sub-problems by hiding or neglecting
low-level details [1, 56, 64]. However, abstraction can also remove
nuance which is often important for understanding social prob-
lems. Selbst at al [106] described how algorithmic abstractions of
social problems (e.g. fairness) are riddled with conceptual traps
which frustrate algorithmic approaches to addressing fairness in
sociotechnical systems. However, abstraction is not only confined
to the technical components of a sociotechnical system. It is also
endemic to complex multi-actor systems beyond their technological
strata [70, 115]. Systems such as healthcare or public employment
services, for example, require various forms of abstraction in order
for workers across departments to carry out their own assigned
functions. Systems engineering disciplines have long acknowledged
the virtues and challenges of abstraction in sociotechnical systems
[70, 115]. Abstractions help to simplify rich contextual information
in order to relay the minimum viable information load to each sub-
sequent actor or process in the system so that they can fulfill their
own functional and safety objectives within the wider system [70];
and to do so in a safe manner without complicating or disrupting
the objectives and operations of other actors within the system.
However, despite the central role of abstractions in informing the
design and analysis of algorithmic systems, a shared language and
actionable understanding of its effects on algorithmic harm remains
elusive. In this paper, we build on recent efforts in this direction
with an emphasis on two foundational aims and contributions:

(1) Contributing to conceptual bases for sociotechnical frames
for algorithms in their sociotechnical context to inform ab-
straction practices

(2) Developing a framework for identifying shortcomings in ab-
stractions (i.e. “misabstractions”) that are central in the design
or (harm) analysis of sociotechnical systems

The rest of the paper is structured as follows. In Section 2, we
discuss related work and open challenges in articulating harms in
sociotechnical systems, and corresponding mitigation strategies.
We cover core background on abstraction as a fundamental char-
acteristic of systems-theoretic analyses of complex sociotechnical
systems, and observe that the normative implications of sociotech-
nical abstraction are still understudied. In Section 4, we introduce
an ontology for understanding algorithms as part of sociotechnical
systems across four different frames; algorithmic, operational, orga-
nizational and institutional. In Section 5, we propose a framework
for identifying forms of misabstraction across the various sociotech-
nical frames. In Section 6, we apply the framework to a case study
of a recommender system for public employment services. In Sec-
tion 7, we discuss how misabstraction can help system designers
and scholars alike to think through the normative implications of
abstraction, and we reflect on the limitations of the framework.
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2 Core Challenges in Understanding and
Addressing Algorithmic Harm

In this section, we cover relevant work on understanding and ad-
dressing algorithmic harm in the context of sociotechnical algorith-
mic systems. We do so along three inherent challenges that relate
to the complex sociotechnical nature of harm.

2.1 Harm is an emergent system phenomenon

Alongside efforts to address the societal impacts of algorithmic
systems through technical interventions (e.g. discrimination in re-
source allocation, fair ranking, etc. [15, 42, 45, 111]), there is a
growing awareness of the ripple effects that technical safety haz-
ards create in the wider sociotechnical systems in which they are
embedded [90, 106]. For example, in job recommender systems,
an algorithmic harm, such as being shown fewer relevant job op-
portunities due to predictive models reproducing biased hiring
practices learned from training data, often triggers harms which
can be better understood beyond the technical frame as sociotech-
nical harms, such as alienation, loss of opportunity, loss of agency,
etc. [16, 45, 108]. These ripple effects implicate other actors, organ-
isations, and institutions, thus broadening the contextual frame
that is salient to harm prevention efforts. For example, applicants
may demand explanations from frontline caseworkers [32], or seek
recourse through the hiring platform [120], and will require an
appropriate legal basis to plead their case [13, 93, 97]. Furthermore,
hiring agents may feel alienated from their job as it becomes in-
creasingly mediated through opaque decision support tools they
feel unprepared to contest [32, 116, 123], caseworkers or hiring
organisations may be burdened by addressing complaints [72], and
employers may reach fewer qualified applicants [45], thus defeating
the alleged virtues of these systems. Thus, these harms are emer-
gent in sociotechnical systems resulting from technical, social and
institutional components and factors and their interactions [68].

Furthermore, beyond just harms, Al systems may produce other
undesirable outcomes such as safety hazards [39], moral wrongs
[35], and tensions [118] that do not necessarily produce harms or
result from a moral deficiency, but are nevertheless undesirable.
Misunderstandings, misalignment of mental models, vague require-
ments specifications all contribute to sociotechnical systems simply
not working as intended [95].

2.2 Addressing sociotechnical harms requires
distributed efforts and coordination

Ensuring Al safety requires preventative and reactive interventions
that span across technical, operational, organisational, and insti-
tutional contexts [18, 19, 71, 82], including e.g. legal reform [117],
regulation [85], oversight [9, 50, 96], enforcement [54, 85, 114],
civic advocacy [91], shifting organisational culture [33, 39], afford-
ing users meaningful discretionary power to correct erroneous
outputs [123], providing organisational mechanisms for recourse
[22, 23, 46, 63], facilitating dissent [11, 37, 52, 119] and more. For
example, to ensure that decision-support tools in public services
don’t produce undesirable outcomes, not only do they need to be
algorithmically ‘fair’, but they also need to integrate well into ex-
isting service design workflows [74, 123]; responsive channels for
complaint should be in place in case something does go wrong [37];
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and we require adequate laws and regulation [93, 117], along with
means of enforcement and the power to penalise infractions [54].
A narrow view on the technical safety of the artifact overlooks the
various operational, organisational, and institutional mechanisms
that need to be in place for the system to work [94].

The harms emerging from sociotechnical systems can materi-
alise at different sites, depending on what contextual factors are
brought into focus [90, 108]. Sociotechnical harms can emerge due
to unsafe conditions and mechanisms that occur at different sites
of the sociotechnical stack, which compound before eventually
producing in an actual harm [69].

The interventions to eliminate or mitigate the risk of harm there-
fore require responsibility and accountability structures that are
inherently distributed across different actors requiring ongoing co-
ordination and management through both formal and informal in-
stitutional interventions.

2.3 Understanding harm requires integration of
different forms of knowledge, expertise and
experience

We still lack a means of understanding the ripple effects of systemic
risks in AL Thankfully, ripple effects have been widely studied
in other fields such as disaster response, resilience engineering,
and supply chains [60, 78, 102]. In order to deal with ripple effects,
there needs to be coordination among actors to effectively address
the emergent systemic issues. Coordination requires alignment of
mental models [39], declaring assumptions [25, 62], clearly com-
municating requirements [58, 109], negotiating priorities to work
towards common objectives [51, 98], and working with proxies in
light of uncertainty [88].

However, intervention practices to mitigate harms are typically
“siloed” [14, 99, 121], undertaken by different actors with different
priorities [57], specialised technical language [58], and varying
degrees of access to a system [51, 96, 110], while operating with
different mental models of a system that reflect their situated aware-
ness of salient contextual factors [26, 39, 110]. Crossing disciplinary
boundaries may be complicated by a communication gap created
by technical language (e.g. legalese, tech-speak) [58], different epis-
temic and ontological commitments [6, 7, 37, 49, 75], and erroneous
assumptions about other actors [48, 110]. Given the complexity of
many sociotechnical Al systems, most actors operate with vary-
ing granularity of focus into different aspects of the system, from
low-level detail in their areas of expertise, to higher-level views of
adjacent disciplines. Thus, before effective interventions for harms
can be developed, an understanding of the system must be con-
structed through the integration of different forms of knowledge,
expertise and experience across different actors. This necessitates
a shared language for modeling and addressing harm. In order to
develop this language, abstractions are required to negotiate, com-
municate, validate and enforce particular system design constraints.
Good abstractions are crucial for coordinating across sociotechnical
systems and ensuring the efficacy of safety interventions.

3 Abstraction in Sociotechnical Systems

In this section, we cover literature and core insights and aspects of
abstraction in the analysis, design and governance of sociotechnical
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systems. We do so, covering two core purposes of abstraction as
well as its connection to context.

3.1 Abstraction for simplification

The word ‘abstraction’ originates from the Latin abstrahere, liter-
ally, “to draw away". Abstraction is a general principle of software
development [1, 56, 64], defined by Ousterhout as “a simplified
view of an entity, which omits unimportant details" [87, p.33] —
a phenomenon known as information neglect [27], whereby for-
mal models are constructed by selecting and discarding features
of interest to the modeller. Software abstractions allow low-level
details to be encapsulated into a form that can be orchestrated to
satisfy some high-level functionality — a phenomenon known as
information hiding [27], which allows programmers to only think
about a function’s behaviour and ignore the details of its imple-
mentation. Similar to mathematical functions in the form f(x),
programming functions allow the mechanics of a routine to be
obscured behind a mapping of inputs to outputs, which can be
interfaced with other functions. Poor abstractions can lead to mis-
matched interfaces between functions, resulting in program failure
and undesired outcomes [28]. Information hiding and information
neglect are fundamentally political choices about what contextual
factors are considered important or not, and how to represent them.
As such, abstractions may have significant social implications.

While abstracting away social context can make it easier to
render social problems calculable, they may also fundamentally
reconfigure the context of use in the process [5, 10], even redefining
the original problem to suit the proposed (techno)solution [61, 109].
This can also create impoverished representations of the problem
that we are trying to solve. Technical abstractions of social problems
can create conceptual traps that make seemingly sound technical
solutions fall apart in practice [2, 17, 71, 106]. A narrow technical
frame also risks losing sight of the downstream sociotechnical
harms that emerge in the wider context in which these technical
solutions are embedded [108]. However, abstractions are not only
produced in the technical system, but are also an intrinsic aspect
of sociotechnical systems.

3.2 Abstraction for information sharing

A growing community of scholars is drawing on the discipline of
system safety engineering to bring a sociotechnical systems lens to
the study of Al safety [34, 39, 94, 100] System safety is a discipline
that has grappled with sociotechnical systems by accounting for
technology, institutions, and processes across multiple contexts
including technical, operational, organisational, and institutional
domains. Leveson [69] frames system safety through the lens of con-
trol theory, whereby a system is kept safe through monitoring feed-
back signals and responding with control signals in order to keep
the system within a safe operating state. Leveson [69]’s systems
ontology for safety is built upon Vicente & Rasmussen’s Abstrac-
tion Hierarchy in systems engineering [115] which describes how
high-level functional purpose (e.g. ensuring safety) is realised at
lower-level system operations (e.g. a safety mechanisms such as de-
biasing techniques or procedures for filing complaints) through the
propagation of design specifications transacted across stakeholders
including management, customers, systems engineers, component
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engineers, and system operators [115]. Abstractions help to sim-
plify rich contextual information in order to relay the minimum
viable information load to each subsequent actor or process in the
system so that it can fulfill its own functional objectives within the
wider system [70]. Abstraction can thus also be understood as a
fundamental building block of sociotechnical systems, extending
beyond their technical strata.

An actor’s positionality with respect to the broader system in-
forms their visibility and understanding of it. This informs their
mental model of the system. Different actors will have different
mental models of the same system. For example, consider a data
scientist and a caseworker, both working in public employment
services. Each will have differing levels of visibility, exposure, and
understanding of different components of the system. These will
inform their own situated knowledge and thus, their distinct men-
tal models. Effective abstractions allow socially situated actors to
establish sufficient shared understanding for coordination, so that
they can fulfill their own functional objectives within the wider
system. For example, model explanations are abstractions which
can create a shared understanding of model logic that both data
scientists and caseworkers can use to inform their own decisions.
Conversely, poor abstractions can lead to misaligned mental models
(e.g. false assumptions, misunderstandings, information asymmetry,
etc.) and frustrate coordination.

3.3 Context is constructed, dynamic and
negotiated

Determining what to account for in abstractions requires under-
standing what is relevant contextual information, and what can be
left out. Efforts at embedding some notion of “context-awareness"
in technical systems often adopt a representational view of context,
whereby contextual factors can be rendered measurable and calcula-
ble [4]. However, context is constantly shifting [46, 66] and cannot
simply be captured in a static representation [40, 105]. In line with
the core challenges identified in Section 2, that harm is emergent,
requires distributed and coordinated efforts across various actors
and the integration and negotiation of stakes and expertise, Dourish
argues that we need an interactional view which acknowledges that
context is negotiated, contested, continually (re)constructed, and
subject to continual processes of interpretation and reinterpretation.
Context is therefore politically contingent and relative to the situ-
ated perspective of whoever is defining the frame of relevance. As
such, it is crucial to critically reflect on where that system boundary
is drawn, how the notion of what is deemed ‘relevant’ context is
defined, and by who.

In the next section, we introduce canonical frames for represent-
ing algorithmic systems in an increasingly interactional fashion,
moving from the algorithmic frame to a rich sociotechnical frame.
These then serve as a basis to develop a framework for identifying
misabstraction in sociotechnical systems in Section 5.

4 Framing the sociotechnical stack

In this section, we draw on the history of sociotechnical systems
theory to situate Al systems within their broader social, organi-
sational and institutional context. Taking a systems view allows
us to examine abstraction across three forms of design, namely
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technological design, institutional design, and process design [65].
Below, we propose a lexicon for framing the different contextual
layers that make up the sociotechnical stack. We begin with (1) the
algorithmic frame, and then expand Selbst et al’s notion of the so-
ciotechnical frame [106] to include (2) the operational frame, (3) the
organisational frame, and (4) the institutional frame. We develop
these frames by drawing on the sociotechnical systems ontology of
software-based automation developed in the system safety litera-
ture [39, 69]. At each frame, we introduce some of the core artifacts
that contribute to the broader operational process of the system.

4.1 The algorithmic frame

The algorithmic frame concerns the technical artifacts and sub-
systems such as the algorithmic model, input data, target labels,
model outputs; as well as the software that constructs, contains,
and interfaces with the model; and the hardware and infrastructure
necessary for development and deployment. This frame also con-
cerns the measures of performance of these components, such as
evaluation benchmarks, performance metrics, fairness criteria, etc.

While certain aspects of harm can be related to model errors or
bias or other technical malfunctioning in the algorithmic frame, ac-
tual harms occur and are experienced in the actual use and operation
of the algorithmic model and, as such, cannot be fully understood
in the algorithmic frame [39]. As Selbst et al. argued, the algorith-
mic frame was the basis for most early scholarship on fairness in
algorithmic systems, and richer sociotechnical frames were lacking
[106]. In the following, we build on lessons in sociotechnical sys-
tems theory to build out the sociotechnical frame incrementally
across three subframes: the operational, the organisational, and the
institutional. {20, 65, 115].

4.2 The operational frame

To describe the operational dynamics and factors that contribute
to algorithmic harm, we need to extend our frame to consider
the core operational process and the associated operational control
and decision-making functions [39, 69]. Within this frame lies the
operational system, which can be described as the controlled process,
the controller, and their coupling.

The controlled process refers to the operational process which is
to be maintained within a safe operating margin through the appli-
cation of control actions by the controller. For example, in a hiring
context, the controlled process may be a decision-support tool that
makes hiring recommendations, while the frontline caseworker
acts as a controller in using the tool and overseeing its operation.
In the system safety literature, the coupling between the two is
expressed through complementary reference and control channels.
The reference channel represents the relay of information from the
controlled process to the controller, describing its operating state.
The control channel represents the means by which the controller
maintains the underlying controlled process within a safe operating
margin (e.g. that the recommendations or predictions made by the
decision-support tool are fair, seem reasonable, etc.).

This frame allows us to see the direct factors which contribute to
the operation of the controlled process, namely the human-machine
interactions which govern the technical artifacts in the algorithmic
frame. However, this frame hides the indirect factors which create
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the context in which these interactions are orchestrated. In order
to understand the conditions that shape the operational frame, we
need to expand the sociotechnical frame further to capture the
organisational and institutional factors that constitute the broader
sociotechnical system [65, 69].

4.3 The organisational frame

The organisational frame describes the broader set of processes sur-
rounding the operation and maintenance of an algorithmic system.
These processes include, for example, design activities, manage-
ment of operators, best practices, and the provision of complaint
procedures [68]. These indirect factors provide the context in which
operational and algorithmic processes in the preceding frames un-
fold.

Organisations are typically composed of formal hierarchical
structures, including vertical lines of command and horizontal re-
lations across teams [70]. Bringing these factors into view allows
us to examine how functional objectives can be operationalised
in practice [115]. This requires understanding what objectives are
prioritised, how mental models are formed [39], what assumptions
are held by different actors [25, 62], how requirements are commu-
nicated [58, 109], how design processes are documented, and so
on. These relations and practices are defined by institutions: the
written and unwritten social rules and norms that structure the
behaviour and interaction of actors, processes, and systems.

The organisational frame can capture multiple interdependent
organisations, such as the organisation that publishes a public pro-
curement tender, and the organisation that is awarded the project.
As such, the organisational frame allows us to map both intra-
organisational relations (such as between business units or indi-
vidual workers), as well as inter-organisational relations (such as
contracts for the procurement and maintenance of systems).

4.4 The institutional frame

Institutions are rules that structure and constrain human behaviour.
These can be both formal (e.g. laws, standards, rights) and informal
(e.g. codes of conduct, norms) [81]. Institutions shape and inform
the design and operation of both the technical and the social com-
ponents of sociotechnical systems [65, 83].

Formal institutions inform the design of processes such as the
operational process (e.g. by mandating some norm on human over-
sight), and oversight and maintenance procedures (e.g. by setting
requirements on how a risk assessment should be done ). Infor-
mal institutions can also determine the shape and efficacy of the
core processes, both within organisational control mechanisms (e.g.
mobilising informal leadership to enforce a norm) as well as in
the design of processes itself (e.g. practising one’s discretionary
power to ignore a particular norm and await enforcement or legal
procedures).

Expanding the sociotechnical frame to account for institutions
allows us to develop a richer understanding for both the inter-
relations between system components, as well as the underlying
conditions which give rise to certain system configurations (and
not others). Furthermore, institutions allow us to articulate the
normative dimensions of sociotechnical systems by probing design
choices, social relations, and governance mechanisms.
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5 Misabstraction: a reflexive analytic
framework for system-theoretic abstraction

In Section 3 we presented abstractions as an intrinsic property of
complex sociotechnical systems. We now focus on abstractions
that are problematic in reference to the sociotechnical subframes
introduced in Section 4. In this section we introduce the concept of
a misabstraction.

We define a misabstraction (noun) as a representation of an entity,
phenomenon, or procedure that omits critical contextual information
and renders that representation problematic when it is reintegrated
into the context of the sociotechnical system for which it has been
made. To misabstract (verb) is then the process(es) by which such
misabstractions are produced.

Misabstraction occurs through a two-stage process of (i) de-
contextualising information from the target site, and (ii) recontextu-
alising an intervention back into the site. During de-contextualisation,
salient contextual factors from the target site are neglected or hidden
in order to simplify the problem space into a design task “in the
lab" [48]. Following the design of the artifact or intervention at the
site of development. it is re-contextualised back into the target site,
where it is exposed to those contextual factors that were neglected
or hidden. The process through which misabstraction takes place is
illustrated in figure 1.

Contextual fracture takes place when the designed intervention
is confronted with contextual factors that were not accounted for
during design. As a result, prior linkages between contextual factors
may be broken. For example, introducing a decision-support tool to
mediate interactions between caseworkers and their clients may in-
terrupt the face-to-face communication they would have had prior,
through which they may have developed a better understanding of
the client’s particular situation or circumstances. Here, the impor-
tance of the interpersonal rapport between the caseworker and the
jobseeker is the social factor that was misabstracted, resulting in a
fractured context in which their communication is impoverished,
thus potentially frustrating the functional objective of providing
jobseekers support in navigating their options, given their personal
circumstances.

5.1 A recipe for misabstraction analysis

A misabstraction analysis can be performed by following the schema
outlined in Figure 1 and specifying the following elements:

(1) a contextual frame within which misabstraction is taking
place

(2) a contextual factor that is abstracted away in the transfer of
information to the site of design

(3) the resulting misalignment between the site of design and
the site of use

(4) a limitation of the intervention that causes contextual frac-
ture when it is re-contextualised back into the site of use

(5) a consequence of the limitation (e.g. a safety hazard, harm,
moral hazard, or friction), including ripple effects across
other contextual frames.

We apply this recipe to a case study below.
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A. The design process de-contextualises RS

the artifact in order to develop it within
a simplified context.

Within a contextual frame (1), some
contextual factors (2) are considered
and others disregarded.

SITE OF DESIGN

SITE OF USE

Whole
context

Contextual
factors
considered

C. The intervention creates a fractured context at
the site of use, breaking interrelations between
the contextual factors that were disregarded or
accounted for in the design process.

Consequences (5) emerge between the cracks
of the fractured context.

de Troya et al.

el B. The deployment process re-contextualises

the artifact back into the site of use.

Misalignment (3) between the contextual
factors accounted for in the site of design
(<>) and the context of the site of use (-] ")
produces limitations (4) in the artifact.

Fractured
context

Figure 1: Misabstractions are abstractions that are made about contextual factors in the site of use during the design process (e.g.
simplified representations of entities, phenomena, or procedures which rely on incorrect or incomplete assumptions), which
have negative consequences when redeployed back into those sites (e.g. sociotechnical harms, safety hazards, moral wrongs, and
frictions). In the figure, the circles represent the whole context of the real world; the squares represent the contextual factors
that are taken into account at design time; while the discrepancy between the two may give rise to negative consequences. Steps
A, B, C outline the process of de-contextualisation, re-contexualisation, and context fracture. Numbers (1) - (5) correspond to
the elements of the recipe for misabstraction analysis in section 5.1.

6 Case study: a public procurement tender for a
Skills-Matching System at a Public
Employment Service

In this section, we apply the misabstraction framework to a partic-
ular context of coordination between different actors working to-
wards the design of an algorithmic system for a Public Employment
Service (PES) in The Netherlands (Uitvoeringsinstituut Werkne-
mersverzekeringen or UWV). We look at a tender process between
the PES and possible external developers. We first present our
dataset (tender documentation giving a specification of the intended
system), and review known harms and factors for similar algorith-
mic systems. We then apply the misabstraction framework relative
to the different sociotechnical frames from Section 4.

6.1 Tender documentation

We consider misabstraction in the design specification of a skills-
matching system (SMS) at a PES. To do this, we obtained publicly
available documentation through an online portal for public pro-
curement tenders in the Netherlands, https://www.tenderned.nl/.
These materials reveal what aspects of system design are considered
relevant to the PES. The public procurement tender documenta-
tion for the SMS [113] (hereafter, the tender) was made up of 17
documents, including system requirements, process requirements

1834

(including labour standards, security guidelines, etc.), and adminis-
trative paperwork (including application forms, financial declara-
tions, etc.). In our analysis we focus on the documentation related
to system requirements, which amounted to 6 separate documents,
the contents of which are summarised in Table 1 (see Appendix A),
annotated as [D1] - [D6] in the remainder of the paper.

6.2 Description of the system specification

The tender describes a skills-matching system which is meant to
support jobseekers in reintegrating into the labour market. The
stated functional requirements [D1. pp. 6-9] include “search and
find", “matching”, “knowledge management", “analysis of distance
to the labour market", “reducing mismatch", “profiling and segmen-
tation", “data enrichment and analysis". The system achieves this by
profiling and segmenting job candidates based on a skills taxonomy,
CompetentNL (similar to existing taxonomies such as ESCO). The
taxonomy serves as an interoperable standard which can be used by
different public and private parties, including software developers
and the national Public Employment Service.

The tender includes procedures for reporting security incidents,
including breaches of personal information, with reference to GDPR
Articles 4(12), 33, and 34 [44] [D4]. While the tender has a strong
emphasis on security and privacy, as we note in our analysis below,

there is a distinct lack of attention to algorithmic discrimination.
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6.3 Alin hiring

Al tools have been used to address a range of challenges in hiring,
such as candidate sourcing, screening, selection, and evaluation
for employers [45]; unemployment risk prediction for caseworkers
[103, 124]; or job and training recommendation for jobseekers [53].
While some champion Al as a means of eliminating human bias in
hiring decisions [59], it is no surprise that these systems machine
learn societal biases and reproduce them at scale [16, 45, 47, 107].
Beyond algorithmic biases, these systems produce other forms of
sociotechnical harms and moral wrongs, such as loss of agency
in representation [8, 104]; performing better for individuals that
conform to stereotypes well-represented in sample populations
[86, 122]; obfuscating decision-making logic such that caseworkers’
discretionary power is undermined by their reluctance to disagree
with the computer [112]; alienating caseworkers when AI tools
don’t fit into existing workflows [116, 123]; operationalising aus-
terity politics that marginalise people predicted to be at risk of
unemployment [80]; codifying the notion of an ideal candidate
through prioritisation regimes [41]; unhelpfully reducing individu-
als” employment needs to risk statistics [12, 123]; and more.

While in this paper we will focus on a case study public employ-
ment services, we will also draw on literature on private sector
applications as those practices tend to be eventually inherited by
the public sector. For example, while recommender systems are
commonplace in commercial hiring platforms, their adoption in
Public Employment Services is still in its infancy [53, 79].

6.4 Results: applying the misabstraction
framework to the case study

We now apply the misabstraction framework to the case study. We
consider how misabstractions of critical contextual factors occur
across each of the four contextual frames (algorithmic, operational,
organisational, institutional). We show how (i) these misabstrac-
tions ripple across (are inherited by) the other frames , and (ii) how
the nature of their problematic nature may shift in the process,
for instance, first producing a safety hazard in one frame before
materialising as a sociotechnical harm in another frame. We fol-
low the recipe for misabstraction analysis outlined in section 5.1
and enumerate the components of the recipe accordingly for the
misabstractions we have identified.

6.4.1 Misabstraction in the algorithmic frame: evaluation criteria
missing. The tender makes no reference to evaluating the perfor-
mance of the recommender system. The text suggests that “the
quality of the results [...] is increased”, but provides no basis on
which to demonstrate that claim:

“UWYV collects data about vacancies and profiles to en-
able searching, finding and matching. The quality of
the results of searching, finding and matching is
increased by standardizing and using data based on
taxonomies or ontologies [...]" [D1, p.1]

This claim is not substantiated by any choice of metric or dec-
laration of a minimum threshold of acceptable performance. For
example, there is no mention about whether the system should be
able to provide accuracy comparable to or better than a human
caseworker. Phrased differently, the tender provides no guideline
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regarding the acceptable operating margins for reliability. As such,
the algorithmic system may be delivered while giving altogether
unhelpful recommendations. There is essentially no requirement
that determines an acceptable quality of system performance.

Furthermore, this exclusion also means that there is no require-
ment to provide a stratified evaluation of model performance based
on different candidate profile segments, e.g. demographic charac-
teristics or job sector (which may be a proxy for demographics
[30]). This would be a first step in auditing for bias, but is missing
here. As a result, the system may work better for some users than
for others. In this sense, the omission of evaluation criteria is a
normative blind spot, because it fails to address the inequitable
distribution of system errors and their subsequent social impacts.

Following the recipe outlined in 5.1, the contextual factor being
abstracted from the algorithmic frame <1> is quality assurance
<2>. This requirement is de-contextualised from the problem site
by omission from the tender <3>. Since this requirement is not
communicated to the supplier (the ‘solution owner’), their mental
models will be misaligned with the procurer’s mental model of the
problem context (the ‘problem owner’). Since the tender does not
specify this as a design requirement, the supplier does not need to
take this factor into account when they design the system in order
to be compliant with the tender. As a result, when the system is re-
contextualised back into the site of use, the system will fracture the
context by not meeting normative expectations of quality assurance
which, while not communicated in the tender, will nonetheless be
present <4>. As a consequence <5>, it is possible that the system
will perform inequitably for different populations, which may result
in sociotechnical harms such as opportunity loss that are distributed
in a discriminatory manner.

6.4.2 Misabstraction in the operational frame: unclear if sufficient
interpretability given to provide meaningful feedback. In the opera-
tional frame <1>, the tender specifies that caseworkers can suggest
“structural adjustment of match results by providing feedback to the
supplier about the search results" [D1, p.8] [113] However, it’s not
clear whether there will be any facility provided to caseworkers
that enables them to interpret why certain matches were given.
The contextual factor that is abstracted away is the fact that case-
workers need to be able to interpret the model in order to provide
meaningful feedback <2>. System developers are not made aware of
caseworkers’ information needs and situated expertise (information
hiding), and thus may not account for these at the site of design
<3>. As such, caseworkers may be limited in their analytic capacity
to identify and contest problematic model outputs <4>. This lim-
itation may prevent them from surfacing patterns of algorithmic
discrimination <5>.

6.4.3 Misabstraction in the organisational frame: complaints pro-
cedure missing. In the organisational frame <1>, the tender does
not specify any mechanisms through which jobseekers may file
a complaint or provide feedback about their experience with the
system. Jobseekers’ potential need to contest perceived unfair treat-
ment is thus abstracted away from the design specification <2>.
While it may be possible that such a complaints mechanism is al-
ready in place at UWYV, it is not integrated into the tender’s system
design specification such that complaints may be more directly
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coupled with the actual system functionality <3>. This also sug-
gests that any staff currently responding to complaints may not be
knowledgeable enough about the system to provide an adequate
response to emergent issues that may be specific to the nature of
the algorithmic system. Furthermore, there is no mention that staff
at the existing complaints department should undergo training to
field complaints about this new system. If jobseekers need to file a
complaint through existing channels that are not designed into the
system, it may create friction when trying to describe the situation
they are experiencing, without support from the system to help
situate the source of a complaint. This may make it more difficult
for jobseekers to file their complaint or may discourage them from
raising an issue altogether <4>. As a result, sociotechnical harms,
e.g. opportunity loss due to poor job recommendations, may emerge
and lack adequate response mechanisms <5>.

6.4.4 Misabstraction in the institutional frame: omission of anti-
discrimination regulation. In the institutional frame <1>, we find
that while the tender makes note of appropriate regulation pertain-
ing to the processing of personal information [D3, D4], it does not
make reference to non-discrimination law <2>. This omission is
particularly salient given the known potential for discrimination in
both algorithmic systems such as recommender systems, as well as
in the hiring context more generally (with or without algorithmic
intermediation). Algorithmic discrimination in the hiring context
has been widely documented, both directly through protected at-
tributes such as age and gender, as well as through proxies such as
occupational history (see section 6.3).

While the organisation may claim that they generally abide by
extant employment regulation, including non-discrimination law,
it is nevertheless not made an explicit design requirement in the
tender. As such, while UWV may claim to abide by such laws, this
obligation is not communicated to the suppler in the system specifi-
cation <3>. This institutional neglect further manifests itself in the
marked absence of any requirements for the recommender system
to be audited for potential biases at any point in its pipeline. As a
consequence of this lack of bias measurement, there is evidently
no mention of bias mitigation measures in place in the event that
such biases may emerge. This omission leaves the organisation alto-
gether unprepared for the eventuality of algorithmic discrimination
produced via the recommender system <4>, as the supplier is not
required to ensure that be appropriate response mechanisms are in
place to resolve these challenges when they do arise <5>.

6.5 Sociotechnical stack trace: context fracture
beyond harms

Given the nature of the case study — a tender for a system that has
yet to be built —, it can help us to appreciate the fact that no material
(or immaterial) harms have yet to be produced. Nevertheless, it is
evident that the resulting consequences of these misabstractions are
still undesirable. Our analysis allows us to probe how misabstrac-
tions give rise to conditions that may result in harms downstream.
Understanding these conditions also invites us to expand the scope
of inquiry to other undesirable consequences beyond harms, such
as safety hazards, moral wrongs, and frictions. We here introduce

1836

de Troya et al.

the concept of a sociotechnical stack trace to follow how a misbas-
traction’s ripple effects propagate across contextual frames before
their consequence finally emerge.

In the algorithmic frame, the exclusion of evaluation criteria
presents a safety hazard by not providing a measure through which
harmful outcomes such as algorithmic discrimination may be identi-
fied and mitigated prior to deployment. While the hazard originates
in the algorithmic frame, the consequent harms of the potential
algorithmic discrimination will be experienced by the jobseeker in
the operational frame.

In the operational frame, the lack of attention to caseworkers’
information needs may cause friction which may make it difficult
for caseworkers to provide meaningful feedback to the system
developers. As such, system developers may have a false impression
that their system works well simply because caseworkers are not
submitting feedback, whereas in reality, they may simply not feel
empowered to do so. These frictions may cause safety hazards to
go undetected, eventually producing tangible harms.

In the organisational frame, the lack of a complaints procedure
through which jobseekers may raise concerns may similarly result
in friction by which jobseekers will struggle to voice their concerns
with the system. This misabstraction in the organisational frame
may lead jobseekers to raise their frustrations directly with the
caseworker in the operational frame.

In the institutional frame, the lack of anti-discrimination regula-
tion is a neglect of a moral wrong. This neglect fails to draw system
developers’ attention to the potential for algorithmic discrimina-
tion, and what legal bounds they must ensure the system operates
within. As before, the consequence of this wrong will eventually be
felt as a harm to the jobseeker in the operational frame.

By expanding our scope of interest beyond harms to also include
safety hazards, moral wrongs, and frictions, we can better appreci-
ate how undesirable consequences of abstraction have ripple effects
throughout the sociotechnical stack. The four sociotechnical frames
help us to trace the normative dimensions of abstraction as they
traverse the sociotechnical stack.

7 Discussion
7.1 Surfacing unknown knowns

In the case study examined above, the tender serves as a vehi-
cle for communicating the social needs that the resulting sys-
tems should address. Omitting critical contextual factors (e.g. anti-
discrimination law, complaints procedures, caseworkers’ informa-
tion needs, evaluation criteria) precludes the downstream develop-
ment teams from incorporating them into their own mental models
of the site of use, thus preventing them from considering those
factors at the design site. The specification is itself an abstraction
which should hide irrelevant details but not neglect critical ones.
The actors involved in constructing and issuing the tender there-
fore have a responsibility to ensure that abstraction contains all the
critical contextual factors for any resulting intervention to correctly
fit into the target site.

Consideration of the sociotechnical context is often proposed as
a solution to avoiding harms created by technical abstractions [106].
The tender analysed in our use case lays out what may be described
as a sociotechnical specification, in the sense that it accounts for the
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Misabstraction

Frame

(moral wrong)

Neglect of anti-discrimination regulation
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Ripple effects Consequence

Designers not made aware
of moral implications

Discrimination
(harm)

Algorithmic discrimination
potential not considered
(safety hazard)

Figure 2: A sociotechnical stack trace can help to show how misabstractions ripple across contextual frames before their
consequences emerge. In this figure, we map one of the misabstractions identified in section 6.4.4 and see how a misabstraction
can begin as a moral wrong before becoming a safety hazard, thus creating the conditions for a harm to emerge.

joint design of technical and social components of the system [20].
However, as we have shown, critical contextual factors are missing
across each of the algorithmic, operational, organizational, and
institutional frames. This illustrates the challenge of considering
the sociotechnical context. It is unknown by each actor exactly
what is known by other actors. A directed approach is needed
to identify the contextual factors that are important to facilitate
sufficient sharing of information.

Misabstraction analysis can serve as a directed reflexive device
for domain experts to surface and attend to those factors that should
be accounted for in order to prevent context fracture. It can be used
internally to identify problematic exclusions or mischaracterisa-
tions from a design specification based on existing norms and best
practices. While the framework won’t necessarily surface all the
contextual factors that need to be included, it facilitates a reflective
design process for tracing the ripple effects and consequences of
abstracting contextual factors.

7.2 Do abstractions have politics?

Cause and effect of misabstractions across sociotechnical frames. In
section 6 we show how abstractions in a single frame have ripple
effects through other frames. Abstractions in one frame may have
consequences that emerge in other frames. However, misabstrac-
tions are not the beginning of these causal chains. They themselves
are the consequences of prior conditions across the four frames.
This is observed in the results of our analysis. For example, in the
algorithmic frame, the omission of evaluation criteria is a normative
blind spot or moral hazard, because it fails to address the inequitable
distribution of system errors that emerge due to potential algorith-
mic discrimination in the algorithmic frame. The consequences
of this omission may be felt in the operational and organisational
frames where actors are not familiar with the limitations and vul-
nerabilities of algorithmic tools (designers, caseworkers, jobseekers,
and others alike).
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In contrast, the tender considers security and privacy concerns in
detail. This reveals an organisational blind spot for institutionalised
discrimination, that is not present for security and privacy. This is
caused by underlying conditions in the organisational or institu-
tional frames. For example, there could be a culture of hesitation to
address issues of discrimination for fear of judgment or reprimand
for failing to solve issues that are only partly caused by these design
choices [33]. This demonstrates that it is not sufficient to analyse
misabstraction within a single frame. Instead, the ripple effects
of misabstractions suggests that we need an integral view of the
system to identify the causes and consequences of misabstractions.

Misabstractions reveal and circumscribe power. Identifying the causes
of misabstractions requires an understanding of the power dynam-
ics within a system. What is (mis)abstracted is determined by who
has the power to make abstractions and to delineate system bound-
aries within which to do so. Abstraction can be a way of capturing
(in Agre’s sense [5]) a system according to one’s specific agenda or
priorities.

Abstractions are political; a product of choices made by socially
situated actors [29, 110]. Those who hold power — to make decisions,
to set agendas, to raise awareness [73] — can impose their priorities
onto a system through abstractions informed by their own men-
tal models, whether intentionally or not. These abstractions make
choices about possible worlds, and close off other possible systems
[5]. The resulting system configurations then enable and constrain
the behaviours and actions of its users and subjects according to
the consequences of the abstraction. As such, abstractions form the
grammar of the ‘scripts’ [10] which actors must follow in order to
engage with an artifact or system. In this way, power is enacted and
translated through abstractions and their ripple effects. It is impor-
tant to note that this power may be wielded unknowingly, and not
necessarily with malicious intent. Nevertheless, the consequences
of how decision-making, agenda-setting, and awareness-raising
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produce abstractions beckons us to understand the conditions that
give rise to certain representations and not others.

In addition to minding the politics of those who make abstrac-
tions, we must also attend to the experiences of those who bear
their burdens. In the case study we examined, we focused less on
who made the misabstractions in the tender, and more so on those
actors downstream, such as design teams receiving the tender as
a system specification; caseworkers using the system in practice;
and jobseekers subject to the system. Identifying the actors im-
plicated across the different contextual frames allows us to ask
questions about how misabstractions are experienced, identified,
and addressed. Whose voices are heard? What response do they
get (if any)? Who is responsible for resolving misabstractions when
they are made known? How do power relations across the sociotech-
nical system facilitate or obstruct the identification and resolution
of misabstractions? Epistemic diversity and ontological reflection
are critical in order to understand how to determine which con-
textual factors are critical at specific junctures. The sociotechnical
stack trace (Section 6.5 and Fig. 2) allows us to begin to unpack the
origins, ripple effects, and consequences of misabstraction, and to
identify which actors we may engage with in order to address these
issues.

Our analysis has made evident the need for a more approach to
understand and analyse systems across the various sociotechnical
frames, in order to better track how conditions created by misab-
stractions ripple throughout the stack. Lessons from system safety
make evident the need for understanding harms as an emergent
phenomenon that requires a systemic approach, including estab-
lishing a safety culture within the organisation, which promotes
better understanding, coordination, and resolution of misabstrac-
tions and their consequence. This includes considering how power
relations within the problem specification and design process are-
nas privilege certain mental models over others, at the expense of
misasligning situated perspectives that could be more integrally
coordinated.

7.3 Future work

In this paper, we focused on a tender for a sociotechnical system for
introducing a technical artifact into an organisation. While build-
ing such a system requires interventions beyond the algorithmic
frame, in the case study we examined, those are ultimately intended
to support the introduction of the algorithmic system itself. We
invite scholars, practitioners, policymakers, and civil advocates
alike to reflect on misabstractions in other kinds of sociotechnical
interventions, such as in the development and implementation of
governance instruments.

At a political level, the misabstraction framework may help to
articulate the deficiencies introduced in Al regulation by the influ-
ence of private interests, as in the European Commission’s General-
Purpose Al Code of Practice for determining the obligations of
model providers for identifying and addressing systemic risks [76].
For practitioners, the misabstraction framework may help to un-
derstand how to better account for the perspectives of impacted
stakeholders in the design of governance interventions. For ex-
ample, algorithm registers still struggle to meet the transparency
needs of socially situated actors [101]. Misabstraction can help to

1838

de Troya et al.

highlight the implications of hiding or neglecting certain forms of
information from such registers.

Lastly, we also invite further conceptual and empirical research
on how to determine appropriate degrees of abstraction in design,
development, and deployment alike. In addition to exploring these
questions in site-specific studies, it may also be interesting to ex-
plore more general design patterns, similar to the recipe and so-
ciotechnical stack trace we provided here.

8 Conclusion

In this paper, we advanced our understanding of the normative im-
plications of abstraction in sociotechnical systems. We introduced
the concept of misabstraction as a means of understanding how
the exclusion of critical contextual factors from the design process
can render the resulting interventions problematic when they are
introduced into the site of use. We provided a conceptual frame-
work, made actionable through an analytic procedure, and applied
it to a case study of algorithmic systems in public employment
services (PES). Our treatment of the case study revealed a set of
systemic misabstractions that may inform a more rigorous tender
coordination through critical reflection on the emergence and im-
plication of abstraction practices. To achieve this, we built on core
challenges in understanding and addressing harm in such systems,
developing a conceptual basis of sociotechnical frames for situating
algorithmic systems within their sociotechnical context, accounting
for technical, operational, organisational, and institutional factors.

Awareness of misabstraction can support the specification and
implementation of sociotechnical systems by shedding light on the
normative dimensions of design choices and their consequences.
Misabstractions contribute not only to the production of harms,
safety hazards, moral wrongs, and frictions, but also to shortcom-
ings in harm prevention and mitigation efforts. Understanding sys-
temic risks requires understanding systemic misabstractions. The
concept of misabstraction helps us to understand how sociotechni-
cal harms are a product of factors and dynamics that accumulate
and cascade throughout a broader system, and, as a result, allows us
to identify what interventions, practices, resources, and capacities
are needed to anticipate, prevent, and adequately address harm in
sociotechnical systems.
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A Materials:
procurement tender documentation for a skills-matching system at a Public Employment Service

Table 1: Tender documents used in the analysis (source: [113]).

Document Description

D1. Program Requirements & Wishes General specification & requirements

D2. Secure Software Development (SSD) requirements System security specifications

D3. Security and Processing Agreement Processing of personal information, incl. GDPR

D4. Procedure for reporting a Security Indicent by Processor ~ Procedure for reporting breaches of personal information;
in reference to GDPR Art. 4, 33, 34

D5. General Purchase Conditions ICT 2019 Personal data processing, maintenance requirements, and other

D6. Applicant’s questions, with PES’s answers Table of questions submitted by one tender applicant,
including responses by the PES
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