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Summary

Ultrasound imaging is a widespread clinical tool, known best for prenatal examinations of
developing human embryos. Recently, a technological breakthrough has revolutionized the
field of ultrasound imaging by enabling imaging at thousands of frames per second. This
increase in temporal resolution has opened the door to many new applications, such as
monitoring the subtle motion of heart walls, measuring electromechanical waves in muscles
and detecting the stiffness of organs. Furthermore, the fast frame rates have significantly
improved ultrasound sensitivity to small vessels and enables monitoring of local changes
in blood flow. This has let to the development of functional ultrasound imaging (fUS) in
2011.

Functional ultrasound is a new neuroimaging modality that allows imaging of brain
function at high spatial and temporal resolution. fUS measures variations in cerebral blood
flow that occur in response to neuronal activation, a phenomenon known as neurovascular
coupling, and therefore provides an indirect measure of brain activity. The underlying
principle is similar as what is measured in functional magnetic resonance imaging (fMRI),
the current clinical standard for brain imaging. Compared to fMRI, fUS offers several
advantages, it is portable, cost-effective, higher temporal resolution, and higher sensitivity
to cerebral blood flow. This makes it a promising tool for both preclinical neuroscience,
and clinical application. However, there remain significant challenges to overcome before
fUS can be widely adopted in clinical settings.

First, the brain is protected by the skull, which poses a barrier for ultrasound waves.
The skull bone distorts and attenuates ultrasound signals, leading to decreased transcranial
image quality. Therefore, most studies to date are restricted to animal models, where
the skull can be surgically removed or thinned. In humans, fUS has been applied during
intraoperative procedures, where the skull is removed, and the brain is exposed. Sec-
ond, fUS generates enormous amounts of data, which complicates its use in real-time
applications.

This thesis addresses both challenges. It focuses on enhancing transcranial image
quality, bringing us closer to fully noninvasive, high resolution brain imaging. In addition,
it introduces methods for reconfigurable functional imaging, aimed at reducing data rates
to enable real time decoding of brain activity into actionable outputs. Together, these
advances increase the translational potential of fUS and lower the barrier for clinical and
neuroscience adoption.

The field of aberration correction consist in improving image quality by compensating
for distortions caused by the medium through which the ultrasound waves travel. In this
thesis, we apply aberration correction to restore transcranial image quality. Aberration
correction starts with knowing the exact properties of the ultrasound probe. Chapter 2
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introduces a simple method to estimate the speed and thickness of the silicone lens on 1D
transducers. This calibration is essential to accurately estimate the speed of sound in a
medium, independent of imaging depth and transmission parameters. Using optimal lens
parameters, and the estimated sound speed, we demonstrated an improvement in image
resolution and contrast.

In chapter 3, attention shifts to the challenge of restoring transcranial image quality.
An adaptive aberration correction approach is presented, using ray tracing through four
tissue layers: transducer lens, skin, skull, and brain. This model estimates wave speeds in
each layer, then reconstructs images based on the actual (refracted) wave paths. Applied to
Doppler imaging in rats, the method improves both resolution and sensitivity, especially in
cortical areas where skull induced aberrations are strongest.

Chapter 4 takes on the problem of high data rates in 3D imaging. Since functional
activation in the brain is typically sparse, volumetric imaging often captures unnecessary
data. Here, a new technique called selective-plane fUS is introduced. It combines focused
wave transmission with a Row-Column Addressed (RCA) transducer to target only the
brain regions of interest. This significantly reduces the computational and data transfer
load and potentially paves the way for lightweight, portable brain-machine interfaces based
on fUS.

In chapter 5, the thesis explores imaging of cellular activity and capillary flow using
ultrasound contrast agents. We introduce a technique called Nonlinear Sound-sheet Mi-
croscopy (NSSM), that enables high resolution imaging of contrast agents within thin
planes. This approach captures both vascular and gene expression data in living tissue and
extends ultrasound imaging toward cellular resolution in opaque organs.

Together, these chapters lay the technical foundation for next-generation functional
and biomolecular ultrasound: systems that are more accurate, less invasive, and better
suited for high resolution brain imaging in real time. By addressing both the physical
challenges of wave distortion and the computational load of volumetric data, this thesis
brings fUS a step closer to clinical and translational neuroscience applications.
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Samenvatting

Echografie is een alom beschikbaar klinisch hulpmiddel, wat vooral bekend is van prenatale
onderzoeken van ontwikkelende embryo’s. Recentelijk heeft een technologische doorbraak
het vakgebied van echografie ingrijpend veranderd door beeldvorming met duizenden
beelden per seconde mogelijk te maken. Deze toename in temporele resolutie heeft de deur
geopend naar veel nieuwe toepassingen, zoals het monitoren van subtiele bewegingen van
hartwanden, het meten van elektromechanische golven in spieren, en het detecteren van
de stijfheid van weefsel. Bovendien hebben de hoge framerates de gevoeligheid voor kleine
bloedvaten aanzienlijk verbeterd en maken ze het mogelijk om lokale veranderingen in
bloedstroom in kaart te brengen. Dit leidde in 2011 tot de ontwikkeling van functionele
echografie (fUS).

Functionele echografie is een nieuwe neuroimagingmethode waarmee hersenfuncties
met een hoge ruimtelijke en temporele resolutie in beeld kunnen worden gebracht. fUS
meet variaties in de cerebrale bloedstroom die optreden als reactie op neuronale activatie,
een fenomeen dat bekend staat als de neurovasculaire koppeling. fUS biedt daarom een
indirecte meting van hersenactiviteit. Het onderliggende principe is vergelijkbaar met wat
wordt gemeten bij functionele magnetic resonance imaging (fMRI), de huidige klinische
standaard voor hersenbeeldvorming. Vergeleken met fMRI biedt fUS verschillende voor-
delen: het is mobiel, kosteneffectief, heeft een hogere temporele resolutie en een hogere
gevoeligheid voor de cerebrale bloedstroom. Dit maakt het een veelbelovend instrument
voor zowel preklinische neurowetenschappen als klinische toepassingen. Er zijn echter nog
aanzienlijke uitdagingen die moeten worden overwonnen voordat fUS breed kan worden
toegepast in klinische setting.

Ten eerste, de hersenen worden beschermd door de schedel, en die vormt een barriére
vormt voor ultrageluidsgolven. Het schedelbot vervormt en verzwakt ultrageluidssignalen,
wat leidt tot een verminderde transcraniéle beeldkwaliteit. Daarom beperken de meeste
onderzoeken zich tot nu toe tot diermodellen, waarbij de schedel chirurgisch kan worden
verwijderd of verdund. Bij mensen is fUS alleen nog toegepast in onderzoek, en gelimiteerd
tot intraoperatieve ingrepen, waarbij de schedel deels wordt verwijderd en de hersenen
worden blootgelegd. Ten tweede genereert fUS enorme hoeveelheden data, wat het gebruik
ervan in real-time toepassingen bemoeilijkt.

Dit proefschrift behandelt beide uitdagingen. Het richt zich op het verbeteren van
de transcraniéle beeldkwaliteit, waardoor we dichter bij volledig niet-invasieve, hoge-
resolutie hersenbeeldvorming komen. Daarnaast introduceert de thesis een methode voor
herconfigureerbare functionele beeldvorming, met als doel het verlagen van benodigde
datasnelheden, om zo uiteindelijk hersenactiviteit in real-time te kunnen decoderen naar
bruikbare signalen. Samen verhogen deze ontwikkelingen het translationele potentieel van
fUS en verlagen ze de drempel voor klinische en neurowetenschappelijke toepassing.
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Aberratiecorrectie bestaat uit het verbeteren van de beeldkwaliteit door te compenseren
voor vervormingen die worden veroorzaakt door het medium waardoor de ultrageluidsgol-
ven zich voortplanten. In dit proefschrift passen we aberratiecorrectie toe om de transcra-
niéle beeldkwaliteit te herstellen. Aberratiecorrectie begint met het identificeren van de
exacte eigenschappen van de ultrageluidstransducer. Hoofdstuk 2 introduceert een eenvou-
dige methode om de snelheid en dikte van de siliconenlens op 1D-ultrageluidstransducer te
bepalen. Deze kalibratie bleek essentieel om de geluidssnelheid in een medium nauwkeurig
te kunnen bapen, onafhankelijk van de beelddiepte en ultrageluid transmissieparameters.
Met behulp van de gevonden optimale lensparameters en medium geluidssnelheid hebben
we een verbetering in beeldresolutie en contrast aangetoond.

In hoofdstuk 3 verschuift de aandacht naar de uitdaging van het herstellen van de
transcraniéle beeldkwaliteit. Er wordt een adaptieve aberratiecorrectiemethode gepresen-
teerd, die gebruikmaakt van raytracing door vier weefsellagen: de lens van de transducer,
de huid, de schedel en de hersenen. Dit model schat de golfsnelheden in elke laag en
reconstrueert vervolgens beelden op basis van de werkelijke (gebroken) golfpaden. Toege-
past op Doppler-beeldvorming bij ratten verbetert de methode zowel de resolutie als de
gevoeligheid, met name in corticale gebieden waar door de schedel veroorzaakte aberraties
het sterkst zijn.

Hoofdstuk 4 behandelt het probleem van hoge datasnelheden in 3D-beeldvorming.
Omdat functionele taak gerelateerde activatie in de hersenen doorgaans gelokaliseerd is,
legt volumetrische beeldvorming vaak onnodige data vast. We introduceren een nieuwe
techniek geintroduceerd, genaamd selective-plane fUS. Deze combineert gefocusseerde
golftransmissie met een Row-Column Addressed (RCA) transducer om alleen de relevante
hersengebieden te targeten. Dit vermindert de reken- en dataoverdrachtsbelasting aanzien-
lijk en maakt mogelijk de weg vrij voor lichtgewicht, draagbare hersen-machine-interfaces
op basis van fUS.

In hoofdstuk 5 onderzoeken we de beeldvorming van cellulaire activiteit en capillaire
stroming met behulp van ultrageluidscontrastmiddelen. We introduceren een techniek
genaamd Nonlinear Sound-sheet Microscopy (NSSM), die hoge-resolutiebeeldvorming van
contrastmiddelen in dunne vlakken mogelijk maakt. Deze aanpak legt zowel vasculaire als
genexpressiegegevens vast in levend weefsel en breidt ultrageluidsbeeldvorming uit naar
cellulaire resolutie in ondoorzichtige organen.

Samen leggen deze hoofdstukken de technische basis voor de volgende generatie
functionele en biomoleculaire echografie: systemen die nauwkeuriger, minder invasief en
beter geschikt zijn voor real-time beeldvorming van de hersenen met hoge resolutie. Door
zowel de fysieke uitdagingen van golfvervorming als de rekenkracht van volumetrische
data te adresseren, brengt dit proefschrift fUS een stap dichter bij klinische en translationele
neurowetenschappelijke toepassingen.



Introduction

1.1 Functional Neuroimaging

When an ice skater waits at the starting line, the brain prepares to react to the start shot
with extreme speed and coordination. The process begins when the starting gun fires and
the sound is captured by the ears. Within the ear, mechanical vibrations are converted
into neural impulses by sensory hair cells, and these impulses are then transmitted via the
auditory nerve to the primary auditory cortex in the temporal lobe, where the sound is
registered and identified. This process happens within the first 10 to 30 milliseconds after
the sound is heard.

Once the start signal is recognized, activity quickly shifts to brain areas involved in
planning and initiating movement. Even before the movement starts, the premotor cortex
and supplementary motor area begin preparing the body for action based on previous
training and the urgent need to explode off the line [1]. Interestingly, this preparation
doesn’t start from zero, since many neurons in the motor cortex already show anticipatory
activity before any cue appears. Some of these neurons ramp up their firing rate in
anticipation, while others decrease their activity, likely to keep the system balanced and
prevent making a false start.

Once the motor system receives the go-ahead, these planning areas activate the primary
motor cortex, which transforms the prepared plan into precise motor commands. These
commands travel down the brain stem and spinal cord, and reach the motor neurons, that
finally trigger muscle contractions throughout the body. This entire sensory-to-motor
sequence, from detecting the sound to initiating movement, typically happens within 100
to 150 milliseconds. While the skater’s muscles contract and push off the starting line,
the body simultaneously sends feedback signals about muscle force, length and velocity
measured with the sensors in the muscles (such as muscle spindles and Golgi tendon organs
[2, 3]) to the spinal cord. Here the signals are feed into reflex loops that enable rapid motor
corrections. Shortly after, the feedback also reaches the cerebellum and somatosensory
cortex, where it contributes to more refined control. This sensorimotor feedback loop
continues throughout the movement, allowing quick adjustments that keep the skater
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stable and composed, as they launch into the race with precision and flair.

Of course, the smooth execution of a race start on ice skates isn’t always guaranteed,
even for elite athletes. Physical and mental factors can disrupt the sensory-motor flow that
makes explosive motion possible. Stress, for example, can interfere with focus and decision-
making, altering how the brain processes the start signal or prepares the movement. Fatigue
from a long season may dull neural responsiveness or slow the fine-tuned muscle control
needed for balance and power. Emotional states like anxiety or over excitement can throw
off timing or lead to rushed, poorly coordinated starts. Even when the athlete has trained
the motion countless times, these internal states can subtly impair performance. In the
high-stakes environment of competition, where milliseconds matter, the ability to regulate
these influences becomes just as crucial as strength or technique, and show that starting a
race is truly a whole-brain event. In daily life, the complexity only increases as we interact
with family, friends, colleagues, different environments, and continuously make decisions
in a wide range of contexts and internal states.

While stress and fatigue can disrupt motor control in otherwise healthy individuals, for
many, the challenges go far deeper. A wide range of neurological conditions can severely
impair the brain’s ability to process sensory input, plan actions, or control movement. For
instance, people with hearing impairments may not register a start signal at all, making
it challenging to synchronize actions with external cues. Others may suffer from motor
cortex damage due to stroke, trauma, or degenerative diseases, which can impair the brain’s
ability to plan and execute voluntary movement. Even if the legs are physically capable,
the coordination required to initiate and control motion may be lost.

To understand how the brain works, and what goes wrong when it doesn’t, we need tools
that can capture brain activity when it happens. The field of neuroengineering is dedicated
to develop technologies that can record, analyze, and interpret brain signals. Achieving this
understanding requires technologies capable of capturing brain activity across different
spatial and temporal scales, from the firing of individual neurons to the dynamics of large-
scale brain networks. Cellular-resolution techniques, like single-cell electrophysiology or
two-photon imaging, are typically performed in animal models and reveal the rapid, precise
dynamics of individual neurons. At the other end of the spectrum, imaging methods such as
functional magnetic resonance imaging (fMRI) allows measurement of large-scale activity
patterns across the human brain. But between these extremes lies a critical translational
gap, since it is hard to link the cellular findings in animals to the whole brain measurements
in humans [4, 5].

In the following section, I will describe electrophysiology to measure single-cell activity,
fMRI to measure whole-brain activity, and finally functional ultrasound (fUS) imaging,
which is a new technique that can bridge the gap between these two scales.

1.1.1 Single cell activity: electrophysiology

The most direct way to detect brain activity is through electrophysiology. When a neuron
fires, it generates an action potential, a short electrical pulse. A single spike may not
carry much information on its own, but together, the timing and frequency of many action
potentials form patterns that encode how the brain processes and transmits information.
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Electrophysiology measures these firing patterns directly, and therefore provides a direct
readout of the bioelectrical messages that are passed between neurons.

Electrophysiology is used across various organs to monitor electrical activity. For
example, electrocardiography (ECG) captures heart signals, electromyography (EMG)
detects muscle activity, and electroencephalography (EEG) measures brain activity. These
methods rely on electrodes placed on the skin or scalp and thus capture the summed
activity of many cells firing at once. In the case of EEG, signals must pass through the
skull, which is a poor conductor of electricity. This causes substantial attenuation and
distortion, limiting both the spatial resolution and the ability to detect deep brain activity.
As a result, EEG is unable to isolate the activity of small neural populations or neurons
located in subcortical regions.

To measure the electrical activity of individual or small groups of neurons, you need to
bring electrodes directly into contact with the brain [6]. Implanting electrodes is highly
invasive, requiring surgery that carries risks such as infection, inflammation, or hemorrhage,
and is therefore limited to animal studies or patient populations.

Despite its invasiveness, implanted electrophysiology offers several key advantages.
It provides millisecond-level temporal resolution and high spatial precision, allowing re-
searchers to isolate signals from single neurons. The recording hardware is relatively
compact, making the technique well-suited for chronic or mobile setups. However, over
time, the immune system can form scar tissue around the electrodes, degrading signal
quality [7]. Additionally, electrodes only record from the regions they physically con-
tact, requiring deep implantation to reach subcortical areas [8]. The spatial coverage is
also limited, making it difficult to capture large-scale interactions between distant brain
regions.

Clinically, electrophysiology it is used to monitor neural activity during surgeries such
as tumor resections [9], and forms the foundation of brain-machine interface technolo-
gies that allow paralyzed individuals to control robotic limbs or computer cursors with
their brain activity [10, 11]. Summarizing, electrophysiology provides incredibly detailed
information at the single neuron level, it is characterized by a limited brain coverage and
cannot look at the large scale interactions between brain regions.

1.1.2 Whole brain recording: fMRI

One of the most widely used techniques to detect whole brain activity is functional magnetic
resonance imaging (fMRI). Unlike electrophysiology, fMRI does not measure neuronal
activity directly through electrical signals, but instead, it detects changes in blood flow
and oxygenation, known as the blood-oxygen-level dependent (BOLD) signal [12]. When
a brain region becomes active, it demands more oxygen, triggering a localized increase
in blood flow, known as the neurovascular coupling (see detailed description in section
1.2.2). fMRI captures these changes using strong magnetic fields, which interact with the
hydrogen atoms in water molecules throughout the body. Since these fields pass harmlessly
through soft tissue and the skull bone, there is no need for surgery or implanted devices.
Importantly, fMRI also avoids the use of ionizing radiation, unlike imaging techniques such
as CT or PET scans, which expose the body to X-rays or radioactive tracers. This allows
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researchers and clinicians to image the human brain in a completely non-invasive way,
even in deep regions that are inaccessible to surface electrodes.

fMRI offers a millimeter spatial resolution, and covers the entire brain, and can measure
large-scale network dynamics across cortical and subcortical regions. However, its temporal
resolution is relatively low, in the range of seconds, since it measures hemodynamic
responses rather than direct neural firing. There exists a trade-off between spatial and
temporal resolution. Higher spatial resolution can be achieved, but often at the cost of
slower temporal sampling. This balance can be tuned depending on the application, whether
the goal is to image the whole brain or focus on specific localized regions. Furthermore,
fMRI is not portable, requires large and expensive equipment, and typically confines
participants to a lying position inside a scanner, where they must keep their head as still
as possible to avoid motion artifacts that can degrade the quality of the data.

Despite these limitations, fMRI has been a key imaging technique in modern neuro-
science. It has helped map functional brain networks, and has deepened our understanding
of cognitive control, language, memory, emotion, and consciousness [13]. It is used clin-
ically to map functional brain regions and guide surgical planning for tumor resection,
helping to minimize the risk of impairing critical functions such as movement, language,
or sensation [14].

1.1.3 Bridging the translation gap: fUS?

A critical problem in translational neuroscience, is how to link the cellular findings in
animals to the whole brain measurements in humans. Since fMRI and electrophysiology
are fundamentally different techniques, and measure different signals, it is difficult to
directly compare the results and translate findings [4, 5]. This is where fUS is emerging as
a powerful modality in preclinical neuroimaging [15].

Like fMRI, fUS leverages neurovascular coupling, using changes in cerebral blood
volume (CBV) as an indirect measure of neural activity. However, thanks to recent advances
in ultrafast ultrasound imaging, fUS achieves much higher sensitivity to slow blood flow,
enabling it to detect fine-grained hemodynamic changes in tiny vessels at frame rates of
thousands of images per second. Therefore, f{US measured CBV increases are in the order
of 20%, whereas fMRI measured BOLD fluctuations are in the order of a couple percents
[16].

fUS offers a unique combination of high spatial resolution (down to 100-300 um) and
temporal resolution in the 100 ms range, which is significantly faster than fMRI while
still covering relatively large areas. The required equipment is compact and portable,
allowing integration in a wide range of experimental setups, including awake, behaving
animals or even freely moving animals when an ultrasound probe is mounted to the head.
fUS is compatible with many cellular resolution techniques, such as calcium imaging,
optogenetics, and electrophysiology, allowing simultaneous readout of cellular activity and
hemodynamics in animal models [5]. fUS has shown many promising results in preclinical
research, but there are still several challenges that need to be addressed before it can be
widely adopted in neuroscience research and clinical practice.

One major hurdle is formed by the skull. Although the skull does a fantastic job of
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protecting the brain, it is a nuisance for ultrasound imaging. The skull bone is a dense
structure, that has a high speed of sound and density compared to soft tissues. This
causes distortion of the ultrasound signal (further detailed in section 1.3.1), and makes
it challenging to image through the skull. Therefore, most preclinical studies rely on
surgical removal of a part of the skull to create an acoustic window. This hampers the
clinical translation of fUS to humans, and currently restricts human fUS to guide tumor
resection surgeries [17, 18], through the fontanel in newborns [19, 20], or in patients with
a hemicraniectomy (chronic partial skull removal) [21].

A challenge in volumetric fUS imaging is caused by the large amounts of data it
generates, which makes real-time processing difficult. Recently, f{US has attracted growing
interest from the brain-machine interface (BMI) community, after demonstration that 2D
fUS can decode movement intentions from neural activity in non-human primates [22, 23].
While 2D imaging can successfully capture activity from neural populations within a single
imaging plane, it inherently misses activations occurring outside that plane. Capturing
these additional signals can lead to improved decoder accuracy, and can increase the set of
possible actions of the BMI. To access these additional signals, you can apply volumetric
fUS, however, the jump to 3D comes with a substantial increase in data throughput. This
significantly complicates real-time processing and poses a major hurdle for implementing
closed-loop fUS based BMI systems.

1.2 Ultrasound Functional Neuroimaging

Functional ultrasound imaging is relatively new, with its first introduction by Macé et al. in
2011 [24]. It relies on ultrafast ultrasound, a high frame rate ultrasound technique, that is
fundamentally different from conventional clinical ultrasound imaging. Before we dive into
the specifics of functional ultrasound imaging, it is worth taking a moment to understand
how ultrafast imaging works, and describe how it differs from the conventional clinical
approach.

1.2.1 Clinical vs Ultrafast Ultrasound

Ultrasound is one of the most widely used imaging techniques in clinical medicine. Most
people know it from the familiar black-and-white images seen in hospitals in typical use
cases like detecting muscle and tendon injuries, assessing cardiac function, evaluating
abdominal organs, and to monitor the development of a fetus during pregnancy. These
applications rely on ultrasound’s ability to generate anatomical images of soft tissues
in real time, making it an invaluable tool across many clinical disciplines. Interestingly,
ultrasound exams do require significant expertise and are therefore carried out by dedicated
ultrasonographers, rather than general radiologists. The operator must skillfully position
the probe and mentally interpret anatomical structures in three dimensions from an imaging
plane, which makes technique highly operator dependent.

In most clinical ultrasound applications, images are being formed by sending focused
ultrasound waves into the body. These waves are reflected back by tissue interfaces, such as
the boundary between skin and muscles, or between blood and heart muscle, referred to as
backscatter or echoes. In addition, backscatter also comes from small-scale inhomogeneities
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within organs, such as collagen fibers or other cellular structures that contribute to the
overall ultrasound signal. By measuring the time it takes for these echoes to return to the
probe, and delaying the received echoes by this time, an image line can be reconstructed.
Although one line can be informative, it is not a full image, and therefore a next focused
wave is transmitted at a slightly shifted position to form the next line. This process is
repeated until an entire plane is imaged, and can be continuously repeated to allow real
time imaging at typically 30-100 frames per second. Since the image formation depends on
the travel time of the sound waves through the medium, there exists a trade-off between
frame rate and imaging depth, with lower frame rates for deeper imaging. The propagation
speed depends on the speed of sound in the medium, which is typically 1540 m/s in soft
tissue. Focused wave imaging yields high-resolution and contrast anatomical images, that
are invaluable for clinical diagnosis. However, due to the low frame rates, applications
were mostly restricted to imaging relatively slow or static physiological processes, such as
organ anatomy, or fetal development, until recently...

Over the past two decades, ultrasound imaging has taken a radically different direction.
Instead of sending narrow, focused beams one line at a time, researchers began transmitting
unfocused, angled plane waves [25]. A plane wave is a broad wave front that insonifies the
entire field of view in a single shot, and subsequently, echoes from the entire field of view
are recorded. Echoes from multiple angled plane waves are combined to form an image by
synthetically focusing, using a technique called delay-and-sum beamforming [26]. This
change in approach marks a fundamental shift in how images are formed: the focus that
was handled acoustically by transmitting focused waves is now handled computationally
by synthetic focussing. Because of this, standard clinical scanners cannot run ultrafast
modes, as they lack the necessary computational power and memory bandwidth.

In comparison, plane wave imaging can reduce the number of transmits by at least
a factor 10 without significant loss of image quality [25]. Since images can be formed
by significantly fewer transmissions, frame rates in the kilohertz range are now possible.
This dramatic increase in temporal resolution compared to conventional methods is what
earned it the name ultrafast ultrasound imaging. Although the higher frame rates lead to
significantly increased data rates, advances in computational power, especially with the
advent of graphics processing units (GPUs) [27], now make it possible to process this data
in real time.

The benefits of ultrafast imaging are profound. The ability to image tissue dynamics at
high frame rates has opened the door to a range of new applications that were previously
out of reach [28]:

» Shear wave elastography: Ultrafast imaging enables the generation and tracking
of shear waves propagating through tissue, allowing clinicians to measure tissue
stiffness non-invasively. This technique has been applied in breast cancer diagnosis by
identifying stiff lesions [29], assessing cardiac stiffness to evaluate diastolic function
and myocardial remodeling [30], and staging liver fibrosis, where increased stiffness
indicates progression of chronic liver disease [31].

+ Tendon and muscle motion tracking: By capturing the fine-scale dynamics
of tissue motion, ultrafast ultrasound allows researchers to measure how muscles
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contract and tendons elongate in real time. This has provided new insights into joint
mechanics, injury mechanisms, and musculoskeletal coordination during natural
movements [32-34].

« Electromechanical wave imaging: Ultrafast imaging enables the tracking of
electromechanical waves, the mechanical response of tissues following electrical
activation. In the heart, this allows visualization of the propagation of electrical
impulses through the myocardium, offering a new window into arrhythmias and
conduction abnormalities [35]. In skeletal muscle, it can reveal how neural activation
leads to contraction patterns. This holds promise in assessing muscle contraction
efficiency, monitor the progression of neuromuscular diseases, and determine the
efficacy of new treatment options. [36, 37].

« High-sensitivity blood flow imaging: Ultrafast Doppler techniques significantly
improve sensitivity to slow and small-vessel blood flow. This enables visualization
of microvascular networks, tumor perfusion, and measuring brain activity [24, 38].

These advances in ultrafast ultrasound imaging laid the technical foundation for a
new class of applications, including functional ultrasound neuroimaging, which leverages
ultrafast Doppler to measure cerebral blood flow as a proxy for neural activity [24, 39]. In
the following sections, I introduce the physiological and physical principles behind fUS,
its implementation, and how it is transforming our ability to image brain function at the
mesoscopic scale.

1.2.2 The relation between blood flow and brain activity

When neurons become active, they quickly demand more oxygen and energy to support
their function. The brain does not have a place to store energy, so to meet demand, the
brain responds by increasing blood supply to the region where activity occurs. This is
known as the neurovascular coupling, and involves the dilation of nearby blood vessels,
leading to a localized rise in both blood flow [40]. It is the fundamental mechanism that
links brain activity to blood flow and forms the physiological mechanism underlying many
functional imaging techniques.

The exchange of energy between the brain and the blood takes place in the capillary bed,
while arterioles control the energy supply by regulating local blood flow. Together they
form the smallest vessels in the body, with diameters ranging from 5 to 100 micrometers and
flow speeds between 0.1 and 10 mm/s in rodents [41]. The arterioles are the first vessels to
dilate after neuronal activation, and after a delay of a few hundred milliseconds, the blood
flow starts to increase, peaking a few second after activation [42] (see Fig. 1.1).

To detect this response, imaging systems need to track subtle changes in blood flow over
time. Because the flow changes occur in such small vessels, with relatively low velocities,
this requires a modality with both high sensitivity and spatial resolution. If these conditions
are met, blood flow in the capillary bed can serve as a reliable, although indirect measure
of neural activity, turning blood flow imaging into functional imaging.




8 1 Introduction

Neurons ® Transfer function = Vascular response
AF Ca* (a.u.) ARBC velocity (%)

50 ® 50 %
f? =

5s

Figure 1.1 — The neurovascular coupling. When a neuron fires, it generates an electrical signal
called an action potential. This electrical activity can be measured using electrophysiology, where
electrodes detect the voltage changes of neurons. After this, neurons release signaling molecules
that boost local blood flow, ensuring a fresh supply of oxygen and glucose to restore energy levels.
This vascular response peaks with a delay of a few seconds relative to the initial neural activity. This
means that that imaging blood flow can be used as an indirect measure of neural activity, and is the
physiological phenomenon that underlies functional ultrasound. Figure adapted from [43].

1.2.3 Imaging blood flow

fUS leverages high frame rate plane wave ultrasound to achieve high sensitivity to blood
flow. The core principle behind imaging blood flow is the Doppler effect, the observed
change in frequency of a wave when there is relative motion between the wave source and
observer. In simpler terms, fUS relies on the same effect that makes the pitch of a passing
ambulance siren appear to change.

If we transmit a single plane wave in a simple medium, with one vessel and a moving
red blood cell, we see that we receive a single echo from the blood cell, arriving at a
time that depends on the distance between the transducer and the blood cell, and the
sound speed in the brain (Fig 1.2a). When we send another pulse the echo arrives at a
slightly different time due the movement of the red blood cell. We repeat this process,
of sending and receiving ultrasound pulses at a known frame rate, and can see how the
blood cell moves over time (Fig 1.2b). If we look at the signal at a fixed depth, we see a
time-varying signal, which is called the Doppler signal (Fig 1.2c). The frequency of this
signal is proportional to the velocity given by the Doppler frequency shift,

fo =2 cos(@) 1 @)

with v, the velocity of the blood cell, € the angle between the blood cell and the ultrasound
beam, fys the ultrasound frequency, and c the speed of sound in the brain. If the particle is
moving towards the transducer, the frequency shift is positive, and if it is moving away, the
frequency shift is negative. These Doppler frequencies are collected in a Doppler spectrum
(Fig 1.2d).

In the brain, we do not have a single vessel with one blood cell, but a complex network of
vessels with many blood cells moving in different directions, at different speeds. Therefore,
our Doppler spectrum is a linear combination of the Doppler frequencies corresponding to
each red blood cell (Fig 1.2e,f). From this we can take the summation of the intensity at
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Figure 1.2 - Imaging blood flow with ultrasound using the Doppler effect. (a) A single
red blood cell moves through a vessel, and is hit by an ultrasound pulse. Its echo is received by a
single transducer element. (b) As the blood cell moves through the vessel, and we keep sending and
receiving ultrasound pulses, we see that the depth of the echo changes, where depth corresponds to
the arrival time of the echo. (c) If we look at the echo signals at a fixed depth, we see a time-varying
signal, which is called the Doppler signal. The frequency of this signal is proportional to the velocity
of the blood cell. (d) By computing the frequency spectrum of the Doppler signal, we can estimate
the Doppler frequency of the red blood cell, and determine its velocity. A positive frequency indicates
that the cell is moving toward the transducer, while a negative frequency means it is moving away.
(e) When there are multiple blood cells at different velocities, the Doppler spectrum is a linear
combination of all the individual Doppler spectra. (f) Same when there are multiple vessels. (g)
Other tissue surrounding the blood cells also reflect ultrasound waves, and contribute to the Doppler
spectrum. These tissues are moving at a much slower speed, but are not entirely static, due to
natural vibrations in the body caused by the heartbeat, breathing, and movement. The velocities are
lower than the blood flow velocities, and are captured in the Doppler spectrum as clutter around
the 0 Hz frequency. (h) To visualize blood flow, we can filter out the clutter signal, and isolate the
Doppler signal of the blood cells. Figure adapted from [44].

each frequency, which gives of the power Doppler signal and is proportional to the number
of red blood cells at our fixed depth. Therefore, the power Doppler signal measures the
cerebral blood volume (CBV).

There are other tissues, like gray matter, white matter, and vessel walls, that reflect
ultrasound waves, and contribute to Doppler spectrum. If these tissues were static, they
would end up around the 0 Hz frequency in the Doppler spectrum. However, in real life
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measurements, everything is moving due to vibrations in the body caused by the heartbeat,
breathing, and movement (Fig 1.2h). We are typically not interested in these vibrations,
but they are captured in the Doppler spectrum and are called clutter. To remove clutter, we
can apply frequency filtering on an individual voxel basis, to isolate the Doppler signal of
moving blood cells. However, there exists an overlap between the blood spectrum of slow
flow and the spectrum of clutter, which makes it challenging to separate them by frequency
filtering. The blood flow most closely linked to brain activity occurs in the capillaries,
where velocities are relatively slow, typically between 0.1 and 10 mm/s [41]. Luckily there
exist a different kind of filter that helps us in keeping as much of the slow blood flow as
possible, while removing the clutter.

To better isolate blood signals from clutter, we can apply a filter that leverages spatio-
temporal coherence [45]. Clutter signals tend to be highly coherent across neighboring
voxels, while blood signals are less coherent. By applying singular value decomposition
(SVD), we can separate these components: the coherent clutter ends up in the lower-rank
singular values, while the less coherent blood flow appears in the higher-rank components.
Filtering out the lower ranks effectively suppresses clutter and enhances sensitivity to slow
flow. This method has become the gold standard in functional ultrasound imaging.

To generate vascular brain, or angiograms, images, a sequence of angled plane waves is
transmitted into the brain. Each wave is reconstructed into a low-resolution image, and by
combining multiple angles, a single high-resolution image is formed. The image acquisition
is repeated at high frame rates around 1 kHz, to form a Doppler ensemble. Typically,
the length of this ensemble is chosen to capture a full cardiac cycle, to average out the
pulsatile blood flow. The ensemble of frames is then filtered using the spatio-temporal SVD
method, and we end up with a vascular map, or angiogram, in which each pixel intensity
is proportional to the cerebral blood volume (Fig 1.3).

1.2.4 Revealing brain activity

While a single angiogram provides a high-resolution map of the brain’s vasculature, it
does not by itself reveal neural activity. Ultrasound imaging can become a neuroimaging
tool when we go beyond static blood volume maps and start tracking dynamic changes
in cerebral blood volume (CBV) over time. To capture this, fUS imaging is performed
continuously over a period of time, for example during a behavioral task or while presenting
a specific stimulus. The result is a time series of angiograms, in which each pixel reflects
not just the baseline blood volume, but how the CBV changes throughout the experiment.
By analyzing these CBV fluctuations, we can reveal which regions of the brain were active
over time.

To turn the variations in CBV over time into activity maps, the CBV time course in
each pixel is compared to timing of a stimulus or task, using correlation-based analysis
or linear regression. Regions where CBV strongly correlates with the stimulus are as-
sumed to be involved in processing it. Because fUS has both high spatial resolution and
sub-second temporal resolution, it allows us to localize brain activity at the mesoscopic
scale, capturing fine-grained patterns that would be missed by slower or lower-resolution
techniques.
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Figure 1.3 - Visualizing blood flow in a Doppler ensemble. [46]

fUS has been used in a variety of neuroscience applications, spanning from small animal
studies to human brain imaging. In rodents, it enables high-resolution imaging of whole-
brain activity while the animals are awake and head-fixed, for example during visuomotor
tasks where specific brain regions can be tracked in 3D as they activate in response to visual
stimuli and motor actions (Fig. 1.4a). fUS has also been adapted for freely moving animals,
allowing researchers to correlate brain activity with natural behaviors like running, using
correlation maps that highlight activation of neural circuits across different brain planes
(Fig. 1.4b). In non-human primates, fUS can target deep cortical structures during cognitive
tasks, for instance, decoding neural activity in macaques performing a reaching task,
allowing to predict movement intentions (Fig. 1.4c). In humans, fUS has shown promise in
neonatal care by imaging brain activity at the bedside through the fontanelle, providing
noninvasive 3D maps of vascular structure and functional connectivity in newborns (Fig.

1.4d).

Summarizing, functional ultrasound transforms detailed vascular imaging into a dy-
namic map of brain function, providing a powerful tool for studying how neural activity
unfolds across space and time.

1.2.5 Volumetric functional imaging

Until now, we discussed 2D ultrasound, that relies on 1D arrays with elements along a
single line. To create 2D images with a 1D array, we use time as second dimension, that
can be converted into space via the speed of sound in tissue. To create a 3D image with a
1D array, you could do a motorized sweep of the probe [47, 48]. Although this solution
has its merits, it is not able to sample the whole brain at once and makes ultrasound less
portable.

Recent developments in transducer technology have made it possible to extend func-
tional ultrasound imaging into three dimensions, enabling the visualization of brain activity
across the entire volume of the rodent brain in real time [49-51]. This is achieved using 2D
matrix transducers, which allows transmission and reception of ultrasound waves in 3D
field of view. As a result, activity from the whole rodent brain can be measured simultane-
ously, with the perspective of revealing how their interactions give rise to behavior.

Matrix arrays open many new possibilities for neuroscientific experiments, but come
with significant hardware challenges. First, fabrication of matrix arrays is currently chal-
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Figure 1.4 - Applications of fUS in preclinical and clinical studies. (a) 3D brain activation in
awake, head-fixed rodents during visuomotor tasks. (b) Functional maps in freely moving animals
during natural behaviors. (c) Deep cortical imaging in non-human primates during cognitive tasks.

(d) Bedside imaging in human neonates revealing vascular structure and functional connectivity.
Figure adapted from [44].

lenging, and their sensitivity is lower than 1D arrays, which have been under development
for much longer. Furthermore, a matrix requires N? independent channels to fully address
the aperture, which quickly becomes complex to manage in terms channel availability,
memory, data bandwidth, and processing speed. To work around this, current systems
rely on multiplexing strategies, sequentially activating parts of the array [49], resulting in
lower frame rates. Alternatively, multiple ultrasound scanners can be linked to increase
the number of channels [52], which compromises the portable and cost-effective properties
of ultrasound imaging.

To overcome the limitations induced by the high channel count, researchers have
developed an alternative: Row-Column Addressed (RCA) arrays [53, 54]. Instead of using
a full matrix of elements, RCA transducers consist of two orthogonal 1D arrays with long,
thin elements that span the full aperture in one direction. This design drastically reduces
the number of required channels from N? to 2N, enabling large field-of-view volumetric
imaging with a single ultrasound scanner.
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RCA-based systems have already shown promising results in 3D anatomical imaging
[55] and whole-brain fUS in rats [51]. However, achieving high sensitivity and resolution
for fUS still requires numerous plane wave transmissions [51], which means that data load
and computational demand remain critical bottlenecks.

1.3 Transcranial functional imaging

The skull bone distorts and attenuates ultrasound waves, which degrades image quality
when trying to visualize the anatomy or blood flow inside the brain. To overcome this, most
preclinical studies in rodents or other animals rely on craniotomies, a surgical procedure
in which part of the skull is removed to create an acoustic window (see Fig. 1.5) [56]. The
skull section is often replaced by an acoustically transparent plastic material, to protect the
brain. Although craniotomies are effective for improving signal quality, this approach is
highly invasive, and raises serious ethical concerns regarding animal welfare. Even though
craniotomies are performed by trained personnel and under anesthesia and analgesia, the
procedure still exposes animals to pain, stress, and discomfort.

If the ethical concerns were not enough, there are also scientific drawbacks. Once
the skull is removed, the brain is exposed to inflammation, infection, and chronic tissue
changes, which limits the feasibility of longitudinal studies. That’s unfortunate, because
repeated imaging of the same animal over time is essential for studying processes like
learning, recovery, and disease progression, insights that are lost if imaging can only
happen over a limited time.

Finally, the need for skull removal is a major barrier in bringing fUS to the clinic.
In adult humans, the only viable acoustic skull window is the temporal bone, which is
thinner than the rest of the skull but still presents a significant challenge. As a result,
current human fUS applications are largely restricted to intraoperative imaging during
brain surgery [17, 18], to patients with chronically implanted cranial windows [21], or to
newborns, who naturally have an acoustic window through the fontanel [19, 20].

Developing effective transcranial fUS methods is key to expanding its use in both
animal research and clinical neuroimaging. In the following sections, we will discuss the
physics that underlie the problem in transcranial imaging, and see how different methods
can tackle part, but not the full problem.

1.3.1 The skull problem: aberrations

The skull bone presents a major obstacle for ultrasound imaging due to its physical proper-
ties. Compared to soft tissue, bone is much denser and has a significantly higher speed
of sound. Soft tissue like brain and skin typically has a speed of sound of 1540 m/s and
density of 1000 kg/m3. In contrast, the speed of sound in bone is around 3000 m/s, and the
density is around 2000 kg/m>. The large differences in both density and speed of sound
produce a strong acoustic impedance mismatch at the interface between soft tissue and
skull. This acoustic impedance mismatch causes several distortions, being multiple reflec-
tions, attenuation and refraction, together called aberrations. These aberrations degrade
image quality and reduce the sensitivity of ultrasound imaging through the skull.
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Figure 1.5 — Surgical procedure to create an acoustic window to the rodent brain for
functional ultrasound imaging. Adapted from [56].
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When the transmitted wave reaches the outer skull surface, a significant portion reflects
immediately back to the transducer. These reflections become trapped between the skull
and the transducer, and start bouncing back and forth multiple times. Each time the trapped
reflections hit the transducer, they will be recorded as an echo. This leads to the appearance
of reverberation artifacts, often seen as stripe-like patterns in the image (see Fig. 1.6), that
overshadow the underlying brain structures and reduce image quality.

Attenuation

The portion of the wave that does enter the skull is subject to strong attenuation [58, 59].
One component of attenuation is absorption, the conversion of ultrasound energy into heat.
Absorption is frequency dependent, with higher frequencies being absorbed more strongly
than lower frequencies. Heat conversion only accounts for a fraction of the attenuation,
the majority is caused by (multiple) scattering and mode conversion.

The skull bone is not a uniform layer but rather a sandwich structure consisting of an
outer and inner cortical layer with diploé in between (see Fig. 1.7). The diploé is a spongy
trabecular bone layer and typically constitutes about one-fifth of the total skull thickness
[60, 61]. Due to the heterogeneous microstructure of the trabecular bone, ultrasound waves
scatter in many directions, reducing the strength of the signal that reaches the brain, and
causing a loss in focus of the wave. Additionally, when ultrasound enters the bone, part
of the longitudinal wave energy is converted into shear waves, which are more strongly
attenuated and do not efficiently transmit through fluid interfaces.

These effects cause substantial energy loss and distortion of the wavefront, leading to
weaker and less focused signals beyond the skull. Taken together, scattering, reflection, and
mode conversion dominate the attenuation profile, especially at ultrasound frequencies
used in functional imaging.
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Figure 1.6 — Simplified simulation of ultrasound imaging through the skull. (a) The sim-
ulated medium, with an artificial skull bone with high speed of sound surrounded by soft tissue.
Below the skull are three point scatters to illustrate the effect of skull aberrations. (b) If we do a
conventional delay-and-sum (DAS) image reconstruction, the propagation velocity through the skull
is underestimated, and the skull bone shows up too thin. In addition, the point scatters are out of
focus, and show up at the wrong location. (c) If we apply a refraction correction to account for
the higher speed of sound in the skull, the skull bone shows up with the correct thickness and the
scatters are in focus and at their intended location. (b,c) In both conventional reconstruction and
refraction correction, we see multiple reflections due to the skull bone.

Refraction

In addition to multiple scattering and attenuation, ultrasound waves also undergo refraction
as they enter and exit the skull. Refraction occurs because of the difference in the speed
of sound between soft tissue and bone. Since the wavelength of sound depends on the
speed of sound in the medium, the wavefront must bend to remain continuous across the
interface. This bending of the wave is described by Snell’s Law:

sin(6;) _ sin(6y)
C1 B C2

, 1.2)

where 0, and 6, are the angles of incidence and refraction, and ¢; and c; are the speeds
of sound in the two media. In the context of transcranial imaging, this means that as the
wave enters the skull, it bends due to the higher sound speed of bone. When it reaches the
inner skull surface, it is refracted again, bending in the opposite direction as it exits into
the brain.

This two-step refraction alters the wave’s path compared to what is assumed in ho-
mogeneous media. The true path of the ultrasound beam deviates from the straight-line
assumption typically used in image reconstruction. Moreover, because the time of flight
depends on the speed of sound in each tissue layer, ignoring the higher wave speed in
bone leads to underestimation of the actual travel time. The result is an image that is out
of focus and suffers from a distorted aspect ratio.

In refraction, an important parameter is the critical angle, which is the angle of incidence
at which the refracted wave travels along the interface. When the angle of incidence exceeds
this value, total internal reflection can occur, preventing any transmission of the wave into
the next medium. This effectively limits the range of angles that can be used for imaging,
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outer and inner cortical layers, and the diploé in between. Adapted from [57].

particularly in systems relying on plane wave compounding.

1.3.2 Overcoming skull induced aberrations
Several strategies have been developed to address skull-induced aberrations, but no single
solution currently resolves all challenges across different imaging contexts.

Overcoming attenuation

As an alternative to surgical removal of the whole skull, skull thinning can be applied to
reduce the effect of aberrations [62]. Alternatively, you can raise the echo signal that comes
from the blood by using ultrasound contrast agents (UCA) [63]. Microbubbles are the
most common UCA, and are small gas-filled bubbles that are injected into the bloodstream.
When hit by an ultrasound wave, the bubbles oscillate and reflect sound strongly, due to
the high acoustic impedance mismatch between blood and the gas. This enhances the
visualization of blood flow and vascular structures.

A downside is that the echo enhancement is short-lived, due to gradual elimination
of the contrast agent. Therefore, you would require a continuous administration for
sustained enhancement in the context of functional imaging. Additionally, microbubbles
introduce random fluctuation in the functional signal, making it harder to pinpoint whether
a change in the signal is due to neural activity or the acoustic response of the contrast
agent [64].

Aberration correction methods

Instead of directly tackling the problem of ultrasound wave attenuation, another approach
is to improve the focus of the wave using aberration correction techniques [65]. In other
words, even if part of the wave energy is lost, we can still sharpen the image by correcting
for how the wavefront has been distorted during its journey.
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Most classical methods to correct this distortion treat the problem as if all the error
happens at a single "virtual" layer, right where the transducer sends out the wave. This is
known as the near-field phase screen model [66]. In this model, we imagine there’s a thin,
invisible barrier at the transducer surface that distorts the ultrasound wavefront before it
even enters the body. If we can figure out how this distortion happened, we can undo it by
shifting the timing (delays) for each individual transducer element.

These delays are typically estimated using strategies such as: Maximizing correlation
between neighboring elements [67], maximizing spatial coherence [66], or maximizing
speckle brightness [68]. One major benefit of this method is its versatility, it works with both
bright, isolated reflectors (like injected microbubbles) [69-71] and with diffuse scatterers
[72, 73]. However, while these methods can improve image clarity, they typically don’t
correct for positional errors (where the structure appears in the wrong location), depth
compression (where distances appear squashed), or distorted aspect ratios (where objects
appear stretched). Especially in the precense of strong aberrations caused by the skull, the
near-field phase screen model is limited in its ability to accurately correct for these effects
[74].

To go beyond these limitations, some researchers have turned to modeling the actual
path the ultrasound wave takes as refracts through the layers of tissue and bone. This is a
more physics-based approach, and while it’s more complex, it allows correction of large
phase aberrations.

To make this work, you need two things: Accurate model of the wave speeds of
different tissue types, and an accurate delineation of tissue boundaries. This model can
be obtained in a few different ways. One option is to use ultrasound imaging itself, and
use autofocusing to test different wave speeds per layer, and maximize the focus in the
image [75-77]. Alternatively, you can combine ultrasound with CT imaging, which gives
high-resolution structural information and allows you to extract the skull geometry and
sound speed profile [78-80]. The downside of using CT is that it introduces extra cost and
potential co-registration errors when combining data from ultrasound and CT.

Once you have the full sound speed map, you can determine how an ultrasound wave
would travel through the tissue using the Eikonal equation, which describes how waves
bend and slow down through a medium with varying speed of sound. Another option is
two-point ray tracing [81], which finds the fastest refracted path between each transmitter,
receiver and image point. This technique has been successfully applied in simulations,
phantom studies, and even in ex vivo skull specimens [75, 82-84]. Once the actual travel
times (called aberrated delays) are calculated for each transducer pair, these can be plugged
directly into traditional beamforming algorithms like delay-and-sum (DAS) to reconstruct
sharp, geometrically accurate ultrasound images [26].
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1.4 Thesis outline

The chapters follow a progression from fundamental ultrasound system calibration, through
improved brain image quality through the skull in preclinical models, to reconfigurable
ultrasound for functional and cellular imaging. Each chapter contributes to the broader
goal of making ultrasound a more accurate, versatile, and scalable tool for imaging dynamic
biological processes.

Chapter 2: Estimation Transducer Parameters

A prerequisite for transcranial aberration correction is a well-calibrated transducer. 1D
transducers often have a silicone rubber lens with a lower sound speed than soft tissue,
causing wave refraction that’s typically ignored in image reconstruction. In this chapter,
we introduce a simple method to characterize lens speed and thickness, and show how
accurate lens parameters are essential for recovering the correct wave speed in the medium
and maximizing spatial resolution and contrast.

Chapter 3: Transcranial Doppler imaging of the brain

In chapter 3, we use refraction correction to improve transcranial Doppler imaging of the rat
brain. We present an adaptive aberration correction method based on ray-tracing through
four tissue layers: transducer lens, gel and skin, skull, and brain. The method estimates
wave speeds in each layer and corrects phase aberrations using a ray-tracing beamformer
that accounts for refraction. It consistently outperforms conventional delay-and-sum
Doppler imaging in both resolution and sensitivity.

Chapter 4: Selective-plane fUS

In chapter 4, we shift focus from transcranial imaging to addressing data bottlenecks in
volumetric functional ultrasound. Since functional activations in the brain are sparse,
transmitting plane waves across the whole volume results in a lot of redundant information.
Instead, we combine the RCA architecture with focused wave transmission to target
selective planes at high frame rates. This approach reduces computational load, enhances
sensitivity, and opens the door to multi-region fUS based brain-machine interfaces.

Chapter 5: Sound Sheet microscopy

In chapter 5, we continue the philosophy of adapting the transmit beam to the imaging
task, now for nonlinear contrast-enhanced imaging. We introduce nonlinear sound-sheet
microscopy (NSSM), which enables fast, volumetric imaging of molecular and vascular
targets using tailored ultrasound beams and amplitude modulation. NSSM reveals tumor
gene expression and resolves capillary-scale blood flow, pushing ultrasound toward cellular
imaging in opaque tissues.
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The influence of the transducer lens on image reconstruction is often overlooked. Lenses usually
exhibit a lower sound speed than soft biological tissues. In academic research, the exact lens
sound speed and thickness are typically unknown. Here we present a simple and nondestructive
method to characterize the lens sound speed and thickness as well as the time to peak of the
round-trip ultrasound waveform, another key parameter for optimal image reconstruction.
We applied our method to three transducers with center frequencies of 2.5, 7.5 and 15 MHz.
We estimated the three parameters with an element-by-element transmission sequence that
records internal reflections within the lens. We validated the retrieved parameters using an
autofocusing approach that estimates sound speed in water. We show that the combination of
our parameters estimation method with two-layer ray tracing outperforms standard image
reconstruction. For all transducers, we successfully improved the accuracy of medium sound
speed estimation, spatial resolution and contrast. The proposed method is simple and robust
and provides an accurate estimation of the transducer lens parameters and of the time to peak
of the ultrasound waveform which leads to improved ultrasound image quality.

2.1 Introduction

Delay-and-sum (DAS) is the most common technique for medical ultrasound image re-
construction [26]. In DAS, the recorded echo signals are summed along the estimated
round-trip travel times from the transmit sub-aperture to the image pixel and back to the
receive sub-aperture. The pulse-echo travel time can be divided in three components: the
travel time in the transducer lens, the travel time in the scanned medium, and the time to
peak of the round-trip ultrasound waveform. Because these three components are rarely
accurately known, DAS is often applied using approximated travel times which leads to
suboptimal image resolution and contrast.

The travel time through the transducer lens depends on the geometry and acoustic
properties of the lens, i.e. the sound speed and thickness of the lens. However, transducer
manufacturers rarely report accurate values for the lens sound speed and thickness. Instead,
a lens travel time correction flens cor is often reported to account for the difference in sound
speed in the lens and the scanned medium [26]. A transducer lens is usually made of
silicone rubber and its sound speed is lower than that of soft tissue (cjens = 1000m/s [86]
Versus Csoft tissue = 1540m/s). The lens thickness typically measures 2 to 7 ultrasound
wavelengths (1) in water. Lenses are typically used to focus the ultrasound beam in the
elevation direction for 1D arrays. Recent advances in acoustic lenses for 2D arrays show
that 2D arrays where each element has its own diverging lens leads to increased sensitivity
and focusing capabilities [87]. Due to the different sound speed in the lens and in the
scanned medium, an ultrasound ray between a transducer element and a point in the
scanned medium is refracted (Fig. 2.2c). Modeling the travel time through the lens as a
time offset neglects the dependence of the traveling distance in the lens on the ultrasound
ray angle and ignores wave refraction at the interface between the lens and the scanned
medium.

Ultrasound scanners typically transmit short sine-bursts with few cycles of vibration
at the center frequency of the ultrasound probe. For accurate image reconstruction, it is
important to account for a delay equal to the time to peak () of the received imaging
waveform envelope (Fig. 2.1a). The time to peak is usually estimated based on a simulated
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Figure 2.1 - (a) At time ¢ = 0 the transducer emits a short ultrasound pulse, and the scanner starts
to record echo signals. In the recorded echo signals (red solid line), the time to peak corresponds to
the max in the envelope of the echo signals (red dashed line). (b) Schematic representation of the
internal lens reflection when firing the transducer in air. The lens thickness typically corresponds to
2-7 ultrasound wavelengths (1) in water. (c) Simulated internal lens reflection echo signals using a
modelled L6-24D transducer. Dashed line indicates the calculated arrival time of the envelope peak,
calculated using the estimated transducer parameters. (d) Measured echo signals from internal lens
reflection with a L6-24D transducer firing in air. Dashed line indicates the calculated arrival time of
the envelope peak, calculated using the estimated transducer parameters. The signal recorded after
3 us is a secondary reflection. (e-g) The normalized coherence of the numerically generated echo
signals (panel c) along the arrival time hyperbolas for different tested values for lens thickness, lens
sound speed and time to peak. The estimated transducer parameters are indicated by the red cross.

waveform using the convolution of the two-way impulse response of a transducer and
the driving electrical signal. But such simulated backscattered waveforms do not always
exactly resemble the experimentally received pulse due to inaccurate knowledge of the
transmit and receive impulse responses and the driving electrical signal. An inaccurate
time to peak leads to an additional source of error for the delays used in DAS.

To the best of our knowledge, no nondestructive method to estimate the transducer
parameters has been reported. Gray & Coussios [88] proposed a method to characterize
the lens parameters by partially cutting away the silicone rubber lens, and interrogating
the imaging transducer with a focused transducer in a calibration setup. By comparing the
arrival times of the focused transmit for the cutaway section and the intact section, they
could assess the lens thickness and sound speed. However, the time to peak could not be
assessed using this method.

Here we present a simple nondestructive method that enables accurate estimation of
the lens thickness, the lens sound speed and the time to peak of the backscattered imaging
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Table 2.1 — Overview of transducers properties of used transducers.

P4-1 L12-3v  L6-24D

Array Type Phased Linear  Linear
Pitch (mm)  0.295 0.200 0.135

Center frequency (MHz) 2.5 7.5 15

Number of elements 96 192 192

Elevation focus depth (mm) 80 20 12
Transmit Frequency (MHz) 25 8.93 15.625

Default Parameters

Time to peak tipm (1s) 0.83 0.22 -
Lens correction flens cor,m (us) 3.33 1.60 -

waveform. The method leverages internal lens reflections recorded using a synthetic
aperture imaging sequence with single-element transmissions [89], and does not require
any calibration setup. We validated our method with numerically generated echo signals
and experimentally by estimating the sound speed in water with a known speed of sound,
using an autofocusing method [76, 77, 90-93]. Finally, we demonstrate that the accurate
estimation of transducer parameters leads to improved ultrasound imaging resolution and
contrast, using thin wires immersed in water.

The MATLAB (The MathWorks Inc., Natick, MA) code to estimate transducer param-
eters and example data for two transducers is available on Github: https://github.com/
MarescaRenaudLabs/ProbeParameterEstimation.

2.2 Methods

2.2.1 Calibrating transducer parameters

Experimental data acquisition

We characterized the lens properties of three ultrasound transducers with different frequen-
cies and pitch, including a 2.5 MHz phased array transducer (P4-1 ATL/Philips, Bothell, WA,
USA), a 7.5 MHz linear array transducer (L12-3v, Verasonics Inc., Kirkland, WA, USA) and a
15 MHz linear array transducer (L6-24D, GE Healthcare, Frankfurt, Germany). An overview
of transducer specifications is provided in table 2.1. All experimental data acquisition was
performed with a programmable ultrasound imaging system (Vantage, Verasonics Inc.,
Kirkland, WA).

To calibrate the acoustic and geometric lens properties and the time to peak of the ul-
trasound waveform, we record the internal lens reflections, while the probe is coupled with
air. We used a synthetic aperture imaging sequence [89] with single-element transmissions
and recorded with all elements (Fig. 2.1b). Each single element is electrically excited with
a one-cycle signal at the center frequency. The sampling frequency of the recorded echo
signals was equal to 4 times the ultrasound center frequency. To avoid overheating the
transducer arrays, acquisitions in air were done at a low pulse repetition frequency of 100
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Figure 2.2 - Validation of the calibrated transducer parameters. (a) Conventional DAS image

reconstruction using uncalibrated transducer parameters, called "Default parameters" in this work.

(b) The "Default Parameters" reconstruction approach using calibrated transducer parameters. (c)
The "two layer ray tracing" reconstruction approach using calibrated transducer parameters. (d)
The temperature of the water was converted to the ground truth sound speed of the water by using
a calibration curve as published in [94]. (e) The validation setup consisting of three thin wires at
a vertical distance of 30-40A submerged in water. The transducer position was slightly changed
between each of the 10 acquisition repeats. The temperature of the water was measured using a
high-accuracy thermometer. (f-i) B-Mode images reconstructed using the two layer ray tracing
approach and the calibrated transducer parameters. In the images 4 regions of interest (ROls) are
defined, three around the individual wires, and a fourth larger ROI that contained all the wires.

Hz. Received data was averaged 200 times to improve the signal-to-noise ratio of internal
lens reflections.

Next, we combined multiple single-element transmits into one averaged dataset. We
selected sub-apertures of an odd number of elements N, . For a transducer with N, elements,
we define N, — Np + 1 symmetric sub-apertures that could be averaged. The resulting
averaged echo signals are shown in Fig. 2.1d. In the present study, we used N, between 41
and 51 for all transducers.

Estimation of transducer parameters

We estimated the lens sound speed Cjeps, lens thickness fllens and time to peak fttp of the
transducer with a grid search approach by computing the arrival times for the first internal
reflection and maximizing the coherence of the echo signals across receive channels. When
the correct lens sound speed ciens, lens thickness hjens and waveform time to peak ty, are
used the calculated arrival time hyperbolas of the internal reflection will match the peak
envelope of the measured echoes, and lead to maximum coherence.

We define the analytic echo signal for receiving element i as s; obtained by Hilbert
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transform of the averaged echo data. The round-trip travel time 7,; for the primary
reflection in the lens is given by,

2 Ax; \
Trt(Axi): <x> +hlenszs (21)

Clens 2

with Ax; = xix; — %% the lateral distance between the transmitting and receiving element.
Then, the arrival time hyperbola r; is obtained by adding the time to peak fy;, to the
round-trip travel time ;¢ (7; = typ + 7rt). Then, we compute the coherence weighted by the
signal power C,, as,

sl(Tl

()|

ZI sl (2.2)

During the grid search, we compute the coherence C,, for all tested values for lens
sound speed Clens, lens thickness hjeng, and the time to peak #;p. The lens sound speed
was varied from 900 to 1100 m/s, considering the wave speed of silicone rubber is around
1000 m/s [86]. The lens thickness was varied from 2to7 ultrasound wavelengths (in water),
and the time to peak was varied from % - T to J}IC + f , with f, the transducer center

frequency and N, the number of cycles in transmit.

Numerical simulation of internal transducer lens reflections

To validate the method to calibrate transducer parameters, we simulated a L6-24D trans-
ducer with the numerical wave solver k-Wave [95] which consists of 128 elements with a
pitch of 0.135 mm. The lens was modeled as a 0.6 mm thick layer of silicone rubber with a
sound speed of 1000 m/s and a density of 1000 kg/m> [86]. Below the lens, a layer of air
mimicking material was modeled with a sound speed of 341 m/s and a density of 600 kg/m?>.
Note that the density was chosen higher than the actual density of air (1.2 kg/m?) to avoid
numerical instabilities in the simulation.

For numerical stability and to minimize numerical dispersion, we used a small grid step
(Ax = 1.18 pum) that corresponds to 80 grid points per wavelength in water and a Courant-
Friedrichs-Lewy condition of 0.3. The thickness of the perfectly matched layer (PML) was
set to 4 wavelengths in water. The element in the center of the array transmitted a 4 cycle
pulse centered at 15 MHz with a Hanning envelope. The numerically-generated echo
signals were decimated to 4 samples per period (same sampling rate as the experimental
data). The simulated echo signals are shown in Fig. 2.1c.

2.2.2 Validation of the estimated transducer parameters
To validate the calibrated transducer parameters we performed a sound speed estimation
of water with known sound speed using an autofocusing approach [76, 92].

Image Reconstruction Approaches

Throughout the paper, three image reconstruction approaches are compared. All reconstruc-
tion approaches rely on Delay-and-Sum (DAS) beamforming [26], however, the approaches
differ in the calculation of the round-trip travel times tpas. In the following, the subscript
m denotes a manufacturer reported variable, the subscript o denotes a literature value, and
the circumflex " denotes a variable calibrated with the proposed method.
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Image reconstruction with default parameters This approach is most prevalent and
is schematically represented in Fig. 2.2a. The travel time for DAS is given by,

IDAS = ttof T+ Litp,m Tt tlens cor,m- (2.3)

The first term, t;of is the round-trip travel time in the medium as if the lens did not exist.
The round-trip travel time depends on the transmitter position, the receiver position, the
coordinates of the image pixel and the sound speed in the medium cpedium,0- This approach
assumes a straight ultrasound ray between an array element and an image pixel. In this
approach, typical literature medium sound speed will be used, e.g. 1480 m/s for water
[96, 97].

The value for the time to peak #p, will be taken as the estimated value provided
by the scanner manufacturer. The lens correction term tjens corm is also taken from the
manufacturer and corrects for the fact that the ultrasound wave travels through a lens layer
with lower speed of sound than the medium. Therefore, tjens corm does not represent the
round trip travel time through the lens, but rather the difference caused by underestimation
of the round trip travel time.

Image reconstruction with optimized parameters In this approach (Fig. 2.2b), the
travel time for DAS is given by,

IDAS = trof T titp Tt tens cors (2~4)

with fttp the calibrated value for time to peak of the waveform. The calibrated round trip
lens correction term fieps cor is defined by,

R 1 1 N
Hens cor = 2 < - ) hlens- (2-5)

Clens  Cmedium,0

Where Clens is the calibrated lens sound speed, cpedium,o 1S @ literature value for the medium
sound speed, and leens is the calibrated lens thickness. Like with the Default Parameters
approach, this second approach assumes a straight ultrasound ray between an array element
and an image pixel, and #,f denotes the round trip time of flight as if the lens did not
exist.

Image reconstruction with two-layer ray tracing In this approach, two layer ray
tracing is used to account for the phase aberration caused by the transducer lens (Fig. 2.2c).
By using ray tracing, Snell’s law of refraction is imposed on the lens-medium interface to
find the refracted wave path. The first layer has a thickness ﬁlens and speed of sound Cjeps,
and the second layer has a sound speed Cppedium. To find the refracted wave path, we perform
two point ray tracing using Fermat’s principle [81]. The travel time is computed for every
transducer element and image point pairs, and used as an input for the delay-and-sum
reconstruction algorithm. The travel time for DAS is given by,

IpAS = tttp + tRayTracer (hlens’ élenSa émedium) > (2~6)
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with fttp the calibrated value for time to peak of the waveform, ¢jeps the calibrated lens
sound speed, Credium the calibrated medium sound speed as found by autofocusing (see
2.2.2). The round trip travel time computed by the ray tracer trayTracer inherently includes
the travel time through the lens and in the scanned medium. The ray tracing algorithm is
described in detail in [76].

Experimental setup and data acquisition

A tank with an acoustic absorbing layer at the bottom was filled with pure water (milli-Q).
In this tank we submerged a phantom with 3 vertically positioned wires, spaced with an
inter-wire vertical distance of 30-40A (see Fig. 2.2e). The wire phantom for the P4-1 had
50 pm diameter copper wires, for the L12-3v and the L6-24D nylon wires with a diameter
of 10 pm were used. Next, the probe was positioned above the wires at a distance of 30-
404, and the wires were imaged using a synthetic aperture sequence with single-element
transmissions. The acquisition was repeated 10 times, and in each trial the angle of the
probe in the imaging plane was slightly varied.

At the start and end of the imaging session, the temperature of the water was measured
with a high accuracy thermometer (PT100 thermocouple, accuracy +0.04 °C, Greisinger
electronics, Germany). To obtain the ground truth sound speed of the water, the temperature
was converted to sound speed using a calibration curve (Fig. 2.2d) [94].

Estimation of the sound speed of the medium using autofocus

The sound speed of water was estimated using autofocusing [76, 92]. To start, an initial
reconstruction using the two layer ray tracing approach with an initial estimate of the
sound speed cpedium,0 =1480 m/s was done. In the images, the locations of the three wires
were detected using peak finding, and around the center of each wire, a 20 x 204 region
of interest (ROI) was defined (see Fig. 2.2f-i). A fourth ROI that contained all wires was
defined.

Autofocusing was done per ROI and for each acquisition repeat. The sound speed was
estimated by reconstructing a ROI with a range of speed of sound values, and computing a
focus quality metric for each tested value. During image reconstruction for autofocusing
purposes, it is important to use the largest aperture possible. As focus metric, a combination
of the image intensity and two metrics of image sharpness was used as validated before in
[76, 92]. The intensity of the ROI image was calculated as the sum of the squared amplitude
of the image envelope. The sharpness was assessed with two metrics, the Brenner gradient
and the normalized variance [92]. Each focus metric was individually normalized by
dividing by the maximum value, and the three normalized focus metrics were summed
with equal weights to compute focus quality. The estimated water sound speed Cpedium 1S
the value that maximizes focus quality.

Impact of transducer lens correction on image quality

To assess the impact of the lens on B-mode imaging, we compared images of the wire targets
using the three reconstruction approaches. Images were reconstructed with F-number
2.0. We assessed the axial and lateral resolutions using the full width at half maximum
(FWHM) of the point spread function (PSF). We assessed contrast of the PSFs using the
cystic resolution [98]. The cystic resolution is used to quantify the capacity for detecting
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Table 2.2 - Estimated transducer parameters using the proposed method.

L6-24D
e Wave L6-24D P4-1 L12-3v
blens  (m/s) 997.0 1015.2 924.7 1009.6
Rlens  (mm) 0.600 0.615 1.236 0.663
frip (ns) 166.5 331.8 742.9 486.9
flenscor  (118) 0.39 0.38 1.00 0.42

an anechoic cyst within a uniformly scattering medium. It is defined as the ratio of energy
outside a circular region centered around the PSF with radius r, normalized by the total

energy of the PSF,
E
C(r) = 10log /M. 2.7)
Etotal

To obtain a single metric from the C(r)-curve, you can find the relative intensity for a
particular cyst size or determine the size needed to reach a specific relative energy. In this
study, contrast is assessed using a fixed radius of 2.5 ultrasound wavelengths [99].

Simulation of the effect of lens correction as a function of depth

To assess the impact of accurate transducer lens parameters on sound speed retrieval and
image quality, we simulated the acquisition of echo signals backscattered by three small
targets with the L6-24D transducer using the numerical wave solver k-Wave [95]. The
simulation parameters are described in section 2.2.1. Below the lens layer, we defined a layer
of water with a sound speed of 1480 m/s and a density of 1000 kg/m>. We modelled three
wire targets with a diameter 10 times smaller than the wavelength submerged in water at
three depths corresponding to 40, 80 and 120 ultrasound wavelengths. We simulated an
element-by-element transmission scheme for synthetic aperture imaging. The echo signals
were decimated to obtain a sampling frequency of 4 fi« (like the experimental data), where
fix is the ultrasound transmit frequency.

The Optimized Parameters and Two Layer Ray Tracing approaches were used to
estimate the sound speed in the simulated water layer. The sound speed was estimated
using the autofocusing approach described in section 2.2.2. The calibrated sound speed
was compared to the ground truth sound speed of water. Next, we reconstructed B-mode
images and assessed the image quality in terms of resolution and contrast, described in
detail in section 2.2.2.

2.3 Results

2.3.1 Calibration of transducer parameters

Simulation results

We used the k-Wave simulation of the internal lens reflections (Fig. 2.1c) to validate our
proposed method. In simulation, no multiple reflections are visible in the echo signals
since we modeled a semi infinite medium. The coherence score for the tested values of lens
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Figure 2.3 — The normalized coherence of the RF along the travel time hyperbolas for different
tested values for lens thickness, lens sound speed and time to peak in the grid search. The estimated
transducer parameters are indicated by the red cross.

thickness, lens sound speed and time to peak in the grid search is shown in Fig. 2.1ef,g.
The estimated transducer parameters are shown in table 2.2. The error for the retrieved
parameters was 3.03 m/s for the lens sound speed, below 0.1 pm for the lens thickness and
0.71 ns for the time to peak.

Experimental results

We calibrated the three transducer parameters using the proposed method. The echo
signals and the results of the parameter optimization for all three transducers is shown in
Fig. 2.3. The estimated transducer parameters can be found in table 2.2.

2.3.2 Validation of estimated transducer parameters with autofocus-
ing in water

We validated transducer lens parameters estimated in simulation and experimentally by

performing autofocusing with the two-layer ray tracing reconstruction approach in a water

medium with a known speed of sound.
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Table 2.3 - Mean (standard deviation) error in estimated water sound speed (m/s), found by
autofocusing using the three different reconstruction approaches. Negative numbers indicate
underestimation. We compare the error for the different regions of interest (ROI) defined in Fig.2.2

Speed of sound error (m/s)

Default Optimized 2 Layer
Parameters Parameters Ray Tracing

ROI 1 -46.7 0.5
= E ROI 2 -25.5 0.2
2 = ROI 3 -17.2 0.3
R X ROI4 -445 0.5
ROI 1 -37.4 (5.2) 2.4 (1.4)
S roiz 209(24)  09(0.2)
:! ROI 3 -16.1 (1.4) 0.7 (0.3)
ROI 4 -33.7 (5.5) 2.3 (1.3)
ROI1  41.9(1.7) -16.8 (0.9) -1.3 (1.1)
= ROI2  18.38(0.6) -14.5 (0.8) -6.5 (0.6)
& ROI3 6.5 (3.0) -15.3 (2.9) -10.3 (2.8)
ROI4  41.7(1.6) -17.1 (1.6) -1.4(1.2)
ROI1  4238(1.9) 17.2 (0.4) 3.5 (0.8)
«,>> ROIZ  22.8(0.7) 10.6 (0.3) 1.0 (0.4)
E ROI3  15.9(0.3) 6.8 (0.3) 0.8 (0.3)
ROI4  23.8(0.9) 11.1 (0.4) 1.4 (0.6)

Simulation

In simulation, the ground truth water sound speed was 1480 m/s. The results for auto-
focusing with the Optimized Parameters reconstruction and the two layer ray tracing
reconstruction are shown in Fig. 2.4a. An error of up to 45m/s is obtained with the Opti-
mized Parameters reconstruction, while the two layer ray tracing reconstruction provides
a error smaller than 0.5m/s (Table 2.3).

Experimental

Experimentally, we measured the temperature of the water with a high precision ther-
mometer. For experiments with the P4-1, we measured a temperature of 20.88 °C, for the
L12-3v we measured 20.91°C and for the L6-24D we measured 21.71°C. The measured
temperatures corresponded to a ground truth sound speed in water of 1485.14 m/s for the
P4-1, 1485.23 m/s for the L12-3v and 1487.61 m/s for the L6-24D.

Because lens properties for the L6-24D are not provided by the manufacturer, we only
compared image reconstruction with optimized parameters to image reconstruction with
two-layer ray tracing.

Fig. 2.4 shows the result for autofocusing with the three approaches per ROIL For ROI
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Figure 2.4 — Result of autofocusing to find the sound speed of water for the 4 different ROIs.
We compare the result of autofocusing for the three reconstruction approaches. For the physical
transducers, the boxplots indicate the statistics over the 10 acquisition repeats. For the simulated
transducer no statistics are available. Gray dashed line indicates the ground truth water sound speed
as obtained by temperature measurement. (a) Results of autofocusing for the simulated L6-24D
transducer. (b) Results of autofocusing for the L6-24D, (c) for the P4-1 and (d) the L12-3v.

1, it is clear that for all transducers, the two-layer ray tracing reconstruction provides
estimates that are closer to the ground truth sound speed. Table 2.3 shows the error in
sound speed for all transducers and the three reconstruction approaches. The optimized
parameters reconstruction underestimates the water sound speed for every ROL. For the P4-
1 and L12-3v, the default parameters reconstruction overestimates the water sound speed
for every ROI. The most accurate sound speed estimation is obtained with the two layer ray
tracing reconstruction, and the corresponding small error (< 10m/s) is nearly independent
of depth. In contrast, the error in estimated sound speed increases as depth decreases
(up to 41 m/s error) for the default parameters and optimized parameters reconstruction
approaches.

2.3.3 Accurate estimation of transducer parameters improves image
quality

After optimizing the transducer parameters, and retrieval of the water sound speed with

autofocus, we characterized the resolution and contrast for the wire PSFs. In the default

parameters and optimized parameters reconstruction approaches, we reconstructed the

images of the wire with a literature value for the sound speed of water at 20 degrees Celsius,
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Figure 2.5 — (a-d) Results of PSF characterization for each transducer. All shown results are for
the wire in ROI 1 (see Fig. 2.2f-i). We compared the image quality of the three reconstruction
approaches. Lateral and axial resolution was determined using the full width half max (FWHM).
Contrast was determined using the cystic resolution [98]. (e-h) Zoom of the PSF of the wire in ROI
1. The PSF is shown for the three approaches, the PSF surrounded by the blue rectangle is obtained
by reconstruction with the default parameters, the PSF in the red rectangle is obtained using the
optimized parameters, and the PSF in the green rectangle is obtained by two layer ray tracing. Scale
bars denote 5 wavelengths.

i.e. Cwatero = 1480m/s. For the two layer ray tracing reconstruction, we used the result of
autofocusing for ROI 4.

Figure 2.5 depicts the largest improvement in lateral resolution (up to a two-fold
improvement) and contrast (up to 4dB improvement) observed in ROI 1, ie. with the
wire that is the closest to the transducer (depth = 30-40 ultrasound wavelengths). The
detailed characterization of the resolution and contrast for all wires is shown in table 2.4.
Table 2.4 shows that the improvement in resolution and contrast is depth dependent, the
improvement is the largest for the shallow targets. As expected, mild variations in axial
resolution were measured (Figure 2.5 and Table 2.4) since axial resolution is essentially
determined by the temporal duration of the ultrasound pulse.
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Table 2.4 — Detailed results of PSF characterization for all three wires. Results are shown as mean (standard deviation).

L6-24D
k-Wave

P4-1 L6-24D

L12-3v

ROI'1
ROI 2
ROI 3

ROI'1
ROI 2
ROI 3

ROI'1
ROI 2
ROI 3

ROI'1
ROI 2
ROI'3

Lateral resolution (um) Axial resolution (pm) Contrast (dB)
Default Optimized 2L Ray Default Optimized 2L Ray Default  Optimized 2L Ray

146.4 123.6 82.4 77.2 -23.3 -24.6

149.2 114.2 83.4 74.8 -29.0 -31.0

136.0 107.1 81.5 78.2 -31.3 -33.9
198.2 (17.9)  114.6 (3.7) 117.0 (4.9)  111.1(11.8) -18.8 (3.4)  -23.6 (2.0)
148.1 (9.5) 114.1 (4.0) 117.0 (14.3)  116.9 (16.5) 242 (1.6)  -26.2 (1.7)
137.0 (6.3) 123.1 (2.9) 123.7 (12.4)  131.8 (19.8) -24.1(2.0)  -25.1(1.9)
867.5(51.1)  604.9(16.6) 5859 (16.5) 520.8 (16.0) 520.5 (12.4) 522.0 (10.4) -25.2(0.8) -27.7(1.0) -27.7 (1.0)
8725(23.6)  867.8(7.2)  863.6(9.7)  520.2(10.3) 5107 (12.8) 511.3(11.4) -22.8(0.9) -23.9(0.8) -23.8(0.9)
1087.5(25.9) 10925 (35.8) 1090.1 (38.6) 524.1(8.8) 522.3 (11.6) 524.6 (12.1) -21.1(0.6) -21.3(0.6) -21.3 (0.6)
4777 (16.7) 2633 (11.4) 1644 (4.8)  1444(54)  1675(64)  160.1(5.1) -17.8(0.7) -20.9(0.8) -21.8(0.8)
3563 (18.2)  221.3 (5.8) 189.0 (2.8)  149.0 (1.9)  155.5(1.3)  160.2(33) -24.6(0.7) -27.2(0.7) -27.9(0.4)
281.3(20.3)  229.2(7.3)  220.6(7.0)  151.6(10.4) 153.5(11.1) 155.8(11.0) -21.4(2.1) -23.4(2.4) -23.8(2.4)




2.4 Discussion 33

Error in round trip time of flight Delayed echo signals with corresponding Point Spread Function
with Optimized Parameters (c) Optimized Parameters (d) 2LayerRayTracing
(a) Source Above Targets s t1-2Tus t5-2Tus
<
r 2 — Depth 402 £ t t
3 Depth 80
b - Des\h 1200 o g'
L1 t+2T s - t+2Ts
o -50 0 50 -60 -40 -20 0dB so -40 20 0dB
'_
5| s 6-2Tys 2T
0 @ —
-100 100 £ t t
Element Posmon 3 / \
K] ™S
(b) Source at -40A lateral distance 42T, 42T
— 3 -50 0 50 -50 0 50
4
= P o § 6-2Tys tr-2Ts
- —
("‘5 < t —— t
=1 \/ & ——
a A
< o 42Ty t2+2T s
4100 -50 0 50 100 50 0 50
Element Position (\) Element Position (A) Element Posmon

Figure 2.6 — Investigating the impact of lens correction on the estimated round trip time of flight
(TOF) with the k-Wave simulation of the L6-24 transducer. Difference in the estimated round trip
time of flight (ATOF) between the Optimized Parameters and the 2 Layer Ray Tracing reconstruction
approaches if (a) the source is located directly above the targets, and if (b) the source is located at
—404 lateral distance from the targets. ATOF is presented in units of the ultrasound wave period
Tus = 1/ fix. The TOF computed using 2 Layer Ray Tracing can be considered the ground truth.
(c) The TOF is computed using the Optimized Parameters for the three wire targets, given by the
hyperbola t;. When delaying the echo signals using TOF hyperbola #;, it becomes clear that the
TOF is underestimated for all wire targets, since the echo signals do not line up with t;. Signals
are displayed in a temporal window of t; £ 2T,s. The corresponding PSF for each imaging depth is
shown right of the echo signals. Scale bar corresponds to 5 wavelengths in water. (d) When the TOF
is computed using 2 Layer Ray Tracing, resulting in hyperbola t, the delayed echo signals line up
perfectly with t; for all wire targets.

2.4 Discussion

2.4.1 Importance of the lens thickness

The smallest improvement in image quality was achieved with the P4-1 and the largest
improvement with the L6-24D. This is due to the difference in relative lens thickness (in
terms of ultrasound wavelengths). The lens thickness was found to be close to 2 wavelengths
for the P4-1, 4.5 wavelengths for the L12-3v and 6.5 wavelengths for the L6-24D. The thicker
the lens (in wavelengths), the stronger the effect of the lens. Therefore transducers with
thick lenses will benefit the most from the two-layer ray tracing reconstruction.

The default parameters reconstruction overestimated sound speed in water. This is
because the estimated lens correction provided by the scanner manufacturer was largely
overestimating the lens thickness (Tables 2.1 and 2.2). During autofocusing, the overes-
timation of the travel time in the lens causes an overestimation of the sound speed in
water.
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2.4.2 Shape of the lens and effective lens thickness

Silicone rubber lenses most often have either a weakly (cardiac phased-array transducers
like the P4-1) or a more pronounced convex shape (linear array transducers like the Lé6-
24D and L12-3v) to produce elevational focusing. If the lens would be flat, our approach
estimates the true lens thickness. If the lens has curvature, our approach estimates an
effective lens thickness. The validation using autofocusing in water demonstrates that for a
wide range of lens curvatures, the lens is well approximated by a flat lens with an effective
thickness.

2.4.3 Advantages of air-coupled acquisition for the estimation of

transducer parameters

Using air as a coupling medium to record internal reflections in the lens has multiple
advantages. Thanks to the high acoustic impedance contrast, the echo signals reflected
at the interface between the silicone rubber of the lens and air have sufficient amplitude.
Using a liquid like water is not advantageous, because there would exist a critical angle
0. = arcsin (Clens/ Cwater) = 42.5 degrees. Part of the wavefront emitted by a single transducer
element would experience supercritical reflection at the interface between the lens and the
fluid. As a consequence a phase shift would occur in part of the reflected wavefront. This
phase shift would bias the coherence metric. In addition, a measurement in air is simpler
and quicker than a measurement in a liquid.

Although designed for scattering from a medium containing small heterogeneities,
methods proposed for sound speed estimation in the scanned medium [100-102] could
be potentially adapted to the estimation of the sound speed in the lens of the transducer
and applied to an air-coupled data acquisition. However, these methods would not provide
an accurate estimate of the lens thickness and do not estimate the time-to-peak of the
ultrasound waveform.

2.4.4 Different components in the estimated time to peak

The time to peak parameters estimated with the proposed method contains actually three
components: (i) the actual time to peak of the backscattered ultrasound pulse, (ii) the two-
way travel time in the matching layers (a diced matching layer only causes a delay), and (iii)
any time lag caused by the scanner during transmit and receive. It is worth mentioning that
the true time to peak of the backscattered ultrasound pulse is determined by the electric
excitation waveform. Therefore, it is advised to perform the proposed calibration of the
transducer parameters every time the electric excitation waveform is modified.

2.4.5 Challenges in estimation of transducer parameters

When the internal specular reflection in the lens is clearly recorded, the estimation of trans-
ducer parameters is straightforward, like for the simulated and experimentally acquired
L6-24D data (Fig. 2.1). Transducers with less advanced design and poorer manufacturing
quality may produce internal reflection signals of poor quality, because guided waves inside
the different layers in the transducer may generate signals with an amplitude similar to
that of the internal specular reflection in the lens. Fig. 2.3 shows that the L12-3v and the
P4-1 transducers produce internal reflection signals that are more challenging to exploit for
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estimating the transducer parameters. When the signal quality is insufficient, it is possible
to extend the method by using both the primary and secondary (two round-trips in the
lens) reflections. To construct the arrival time hyperbola of the secondary reflection, the
round-trip travel time through the lens is determined using,

_ 2
Trt-2 (X, Xix) = ! \/< M) + hlensz’ (2.8)
Clens 4

with xi, the lateral coordinate of the transmitting element and x4 the lateral coordinate of
the receiving element. Finally, the time of flight hyperbola can be constructed by adding the
time to peak to 7y and a correction term for the round-trip propagation time through the
matching layers ). An ultrasound transducer possesses often two matching layers. The
thickness of a matching layer is one quarter wavelength, therefore the round-trip travel
time through the matching layers is ) = ﬁ, with f; the center ultrasound frequency of
the transducer frequency bandwidth (calculation at normal incidence, a valid assumption
if the matching layers are diced).

2.4.6 Depth dependence of sound speed estimation

The estimated sound speed in water was nearly independent of the target depth with
the two-layer ray tracing reconstruction approach (Fig. 2.4), unlike with the other two
reconstruction methods. This is due to the fact that for shallow targets, the ultrasound ray
angle (defined from the normal at the transducer surface) in the lens are larger, thus ignoring
wave refraction causes a significant error in the travel times. The same depth dependence
is visible in the image quality improvements (Table 2.4). The biggest improvement for
image resolution and contrast was made for the superficial targets (depth 30 —4041). For
deeper targets, the image quality remains the same.

To explain the depth dependence, we took a closer look at the k-Wave simulation. We
consider the time of flight obtained with two layer ray tracing the true time of flight, as it
accounts for the speed of sound difference between the lens and water and accounts for
refraction. Comparing the time of flight of the optimized parameters and two layer ray
tracing, we see that there is a substantial difference between the two (Fig. 2.6a,b). When the
source is located directly above the wire targets, the difference between the two methods is
0 for every depth for the transducer element above the targets, since the path through the
lens is straight and no refraction occurs. For the neighboring elements, the path is refracted,
and the error in round trip time of flight increases rapidly with increasing lateral distance.
For the deeper targets, the error in round trip time of flight is smaller, since the ray angles
become smaller. When a source is located at a lateral distance of the target, the optimized
parameter reconstruction underestimated the time of flights for all elements.

The underestimation of the round trip time of flight is very apparent when overlaying
the hyperbolas of the two methods on the echo signals. Or alternatively, when the echo
signals are delayed by the time of flights, as depicted in Fig. 2.6¢ and d. The underestima-
tion of the time of flight explains why the speed of sound estimation with autofocusing
consistently underestimated the true water sound speed. By using a lower speed of sound
in water, the time of flight is increased, and the echo signals line up better with the arrival
time hyperbola. When using the correct transducer parameters in conjunction with two
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layer ray tracing, the echo signals line up perfectly with the hyperbola regardless of target
depth (Fig. 2.6d).

2.4.7 Considerations when using sound speed as a biomarker
The field of sound speed imaging aims to use sound speed as a potential biomarker to
discriminate healthy versus diseased tissue [103]. For instance, the difference in sound
speed between healthy liver tissue and tissue with advanced steatosis is close to 100 m/s
or less [104]. It is even more difficult to discriminate between different stages of steatosis,
since the difference in sound speed is in the order of tens of meters per second [105].

Our results indicate that both reconstruction algorithm and transducer parameters have
a large influence on the retrieved medium sound speed. Although the ground truth sound
speed for all experiments was very close, around 1486 +2 m/s, we retrieved speed of sound
values ranging from 1450 — 1525 m/s (Fig. 2.4). This indicates that results from various
studies with different scanners, transducers and sound speed retrieval methodologies are
difficult to compare, and highlights the need for technical standardization in order to use
sound speed as a reliable biomarker [106].

2.5 Conclusion

We described a simple, nondestructive method to estimate the transducer lens thickness,
the transducer lens sound speed and the time to peak of the backscattered ultrasound
pulse. We demonstrated that the combination of calibrated transducer parameters with a
two-layer ray tracing reconstruction approach enables accurate sound speed estimation,
and improves ultrasound image resolution and contrast up to a depth of 100 wavelengths,
across the medical ultrasound frequency range.
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Adaptive Transcranial Doppler
imaging of the adult rat brain

The development of fully noninvasive, transcranial functional ultrasound (fUS) would increase
the translatability and clinical potential of this neuroimaging modality. Unfortunately, tran-
scranial fUS is hindered by skull-induced aberrations which degrade power Doppler image
quality and lower sensitivity. As a result, a majority of fUS imaging studies rely on cran-
iotomies or acoustically transparent cranial windows. To advance fUS technology further,
we present an adaptive aberration correction method based on ray-tracing through 4 tissue
layers (transducer lens, gel & skin, bone and brain tissue). Our method segments these layers,
and estimates ultrasound wave speeds in each layer iteratively. Once a velocity model of
the imaging plane of interest is retrieved, ultrafast power Doppler imaging of the brain is
performed using a ray-tracing beamformer that accounts for wave refraction. We tested our
method in three adult rats, and estimated wave speeds for the skin/gel layer (1628 +7m/s),
skull bone (3247 + 110 m/s), and brain tissue (1526 +55m/s). After aberration correction, we
measured an average adult rat skull thickness of 395 + 41 pm in agreement with anatomical
records. The largest improvements in Doppler imaging quality were observed in cortical brain
layers adjacent to the skull, specifically lateral spatial resolution was improved by 32%. Our
method consistently outperformed Doppler imaging based on traditional delay-and-sum (DAS)
beamforming, which assumes a uniform sound speed.

3.1 Introduction

Functional ultrasound (fUS) has emerged as a valuable imaging modality for detecting
cerebral blood volume correlated associated with neural activity [24, 107]. fUS stands
out for its portability, sensitivity, and spatio-temporal resolution compared to functional
magnetic resonance imaging [15]. Clinically, fUS has been used at bedside to monitor
neonate health [19] and intraoperatively in adults during tumor resection surgeries [17, 18,
108]. fUS allows analysis of cerebral hemodynamic signals on a signal trial basis, making
transient neural activity detectable [109]. These capabilities led to decoding of movement
intentions in nonhuman primates, which represented a fundamental step towards the
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development of ultrasound brain-computer interfaces [22]. In spite of these advances, the
skull remains a highly attenuating and aberrating barrier for ultrasound waves that prevents
the development of fully non-invasive fUS and wider adoption of this technology.

The skull bone has a high density and speed of sound (typically 3000 m/s) compared
to soft tissues (skin 1600 m/s, brain 1570 m/s) [110]. As a result, transcranial ultrasound
images are degraded by several physical effects including multiple scattering, refraction
[111], mode conversion [112] and absorption [58]. This currently restricts the use of
fUS in adult humans to intraoperative procedures [17] or chronically implanted acoustic
transparent windows [21]. Transcranial fUS is feasible in mice and young rats due to
the relatively thin skull [113, 114], but as animals age and the skull develops [115], other
solutions are needed. To overcome skull aberration, most studies resort to surgery, such
as craniotomies [24] or skull-thinning to allow chronic imaging [116]. As an alternative
to surgical procedures to the skull, the echogenicity of vascular signals can be enhanced
using contrast agents [63, 64]. However, the effect is transient due to gradual elimination
of the agent, requiring continuous administration for sustained enhancement. Moreover,
use of contrast agents remains minimally invasive and only addresses ultrasound signal
attenuation.

Alternative to addressing the attenuation problem, the loss of focus can be restored
by aberration correction techniques [65]. Most techniques rely on near field phase-screen
modeling [66], where the aberrating layer is modeled as a thin phase screen located at the
transducer surface. The phase aberration is corrected by finding the delays to apply to
each transducer element, typically by maximizing the correlation between elements [67],
maximizing spatial coherence [66], or maximizing speckle brightness [68]. This method can
be used in the presence of either bright reflectors such as microbubbles [69-71] or diffuse
scatterers [72]. Another class of aberration correction methods use ultrasound matrix
imaging [117], which has been applied to transcranial ULM [118]. Finally, deep learning-
based aberration correction [119, 120] has been developed but requires either contrast
agents or has only been tested in weak aberrating conditions. However, all forementioned
methods are limited in their ability to restore positional errors and the aspect ratio of the
image.

Another group of methods uses a layered tissue velocity model to compute the refracted
wave path and correct for phase aberration. This requires wave speeds for every tissue layer
and an accurate delineation. The skull shape and wave speed can be obtained by ultrasound
imaging [75-77], or by using other imaging modalities such as computed tomography (CT)
[78-80]. However, relying on other imaging modalities has the drawback of potentially
introducing co-registration errors and the need for additional costly imaging systems.
Once a complete sound speed map is obtained, the propagation of a wavefront through the
medium can be computed using the Eikonal equation, and the aberration corrected time of
flights are obtained. The Eikonal equation can be solved using the fast marching method
[121]. This has been used in simulation, phantoms [80, 82, 83], and ex vivo human skull
[75, 84]. Alternatively, the refracted wave path can be found using two point ray-tracing
[81], allowing imaging of the bone cortex [76, 77], and ex vivo human skull imaging [84].
The aberrated delays can be computed for every source-receiver pair, and finally be used
in delay-and-sum (DAS) beamforming [26].
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Here we present an adaptive transcranial ultrasound imaging method to estimate the
rat skull geometry and wave speed, and corrects for wave refraction in transmission and
reception using ray tracing. Compared to previously published methods, we do not require
a priori information on the wave speeds or geometry of the different tissue layers, and use
only ultrasound to identify aberrations induced by each layer on a per-subject basis. To
evaluate the performance of this approach, we performed transcranial Doppler imaging in
adult rat brains with and without aberration correction.

3.2 Methods

3.2.1 Animal procedures

Three adult male Sprague Dawley rats were imaged in this study (6-8 weeks old; 260-
360 grams; Janvier Labs, France). Animals were socially housed in groups of 2-3 in a
12h reversed light-dark cycle and had ad libitum access to food and water. All experi-
ments were approved under CCD license number AVD8010020209725 and by the animal
welfare body at the Netherlands Institute for Neuroscience under Study Dossier number
NIN21.36.02.

Prior to imaging, the rats were anesthetized using 5% isoflurane in an induction chamber
and then transferred to an inhalation mask with 3% isoflurane for depilating over the head.
Next, the rats were placed on a heating pad set to 37 °C, and head-fixed in a stereotactic
frame attached to an inhalation mask, delivering 1.5% isoflurane to maintain anesthesia.
Centrifuged ultrasound gel (Ultrasonic 100, Parker Laboratories, Orange, NJ, USA) was
applied to couple the scalp to the probe.

3.2.2 Ultrasound acquisitions

Ultrasound acquisitions were performed with a L6-24-D transducer (192 elements; 135 pm
pitch; GE HealthCare, Chicago, IL, USA) connected to a programmable ultrasound scanner
(Vantage 256 High frequency configuration, Verasonics, Kirkland, WA, USA).

Our aberration correction method requires an accurate segmentation of the skull bone.
To this end, we implemented a high resolution skull segmentation sequence that relies on
synthetic aperture imaging with element-wise transmissions [89]. To obtain the best axial
resolution we transmitted short single-cycle sine-bursts centered at 13.9 MHz.

After bone image acquisition, we switched to plane wave imaging to acquire Ultrafast
Power Doppler images. We transmitted 3 cycles sine-bursts centered at 13.9 MHz and 26
plane waves ranging from -5 to 5°, resulting in 700 Hz frame rate after coherent compound-
ing [25]. We set the duration of frame ensembles to 250 ms to capture a full cardiac cycle
of the rat in each Doppler image.

To correct for refraction effects in the skull bone, the inner and outer skull interfaces
must be clearly resolved in the B-mode. This requires to position the probe to obtain
specular echoes from both skull interfaces (see Fig. 3.2). We used live B-mode imaging to
find maximal specular reflections from outer and inner skull interfaces. The probe was
positioned 2 mm above the skull surface. Next, we acquired an ultrafast power Doppler
image in the same plane using the plane wave sequence described previously.
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Figure 3.1 - Wave refraction during transcranial ultrasound imaging. (a) Wave propagation
in transmission and (b) reception, through 4 layers with distinct sound speeds: the transducer lens,
acoustic coupling gel and skin tissue, the skull bone, and finally brain tissue. White lines show the
wave path in conventional image reconstruction assuming homogeneous wave speed. Black lines
show the refracted path through the medium, fulfilling Snell’s law. Iso-phase lines (wave front) in
each layer are spaced at one wavelength A in water. The dark red dashed lines indicate the paths
subject to total internal reflection due to the critical angle 6..

We used a real-time DAS (delay-and-sum) beamformer implemented in CUDA on
a GPU (GeForce RTX 3090, NVIDIA, USA) for live display. After beamforming, power
Doppler images were formed by separating blood signals from tissue signals using a singular
value decomposition (SVD) spatio-temporal clutter filter [45]. Since motion is minimal in
experiments conducted under anesthesia, we used a fixed threshold and removed the first
20% of singular vectors (35 out of 175 frames). RF data from both skull segmentation and
brain angiography sequences were saved and processed offline.

3.2.3 Delay-and-Sum Beamforming

The gold standard for ultrasound image reconstruction is DAS beamforming. For each
pixel point, the time of flight of the ultrasound wave is calculated for each combination of
transmitting and receiving elements. In conventional DAS, the medium is assumed to have
a homogeneous sound speed ¢y of 1540 m/s and straight paths are assumed between the
source, pixel point and receiver (Fig. 3.1a,b). The image magnitude s(X,) at pixel point X,
is given by,

M N
s(ZF)= . Y RE(t = 1,1, j) w(Zp. ), (3.1)

i=1 j=1

with M the number of transmissions, N the number of receiving elements, RF the recorded
data, 7 denotes the delay for pixel X, transmission i and receiving element j, and w(,, /)
a weighting to account for element directivity [122]. Ultrasound scanners usually emit
short bursts of sine waves, consisting of a few periods of oscillation at the probe’s central
frequency. To ensure accurate image reconstruction, it is critical to delay the ultrasound
signals to the crest of the envelope of the received waves, i.e. the time to peak #, of
the envelope of the received waveform [85]. Finally, transducers have a lens to focus the



3.2 Methods 41

ultrasound beam in the elevation plane. Lenses typically have a lower sound speed than soft
tissue, and the difference in sound speed has to be accounted for. An estimation for the time
to peak and the lens correction term is often given by transducer manufacturers.

To evaluate the aberration correction approach, we reconstructed reference images
using the conventional DAS beamforming method with a homogeneous sound speed of
1540 m/s, manufacturer reported values for time to peak and lens correction, and a standard
binary element weighting using F number 2 [26].

3.2.4 Aberration Correction Method

In transcranial imaging, the homogeneous wave speed assumption fails. The skull bone
has a significantly higher wave speed than the soft tissues and therefore time of flights
are underestimated using conventional DAS and wave refraction is not accounted for
(Fig. 3.1a,b). To obtain accurate time of flights, we used an adaptive aberration correction
method that estimates the wave speed in four tissue layers and corrects the time of flight
by retrieving the refracted wave path through ray tracing.

The method is divided in three reconstruction steps. In the first step, we use a 2-layer
model to correct lens refraction, which allows to accurately estimate the wave speed in
the gel/skin layer by autofocusing [85], and segmentation of the outer skull surface. In
the second step we use a 3-layer model to estimate the wave speed of the skull bone and
segment the inner skull surface. During the final step, we use a 4-layer model to estimate
the wave speed in the brain tissue and perform the final aberration correction. A graphical
overview of the method is shown in Fig. 3.2.

Transducer parameters: acoustic lens and time-to-peak

A prerequisite to all aberration corrections reported in the rest of the manuscript is to
characterize the lens and waveform parameters of the transducer. We transmitted a 1-
cycle imaging pulse in air in a synthetic aperture sequence, and received the internal
lens reflections. Then we found the time to peak, lens thickness and lens wave speed by
maximizing the coherence of the internal lens reflections as described in [85]. We found a
lens wave speed of 1009.6 m/s, a lens thickness of 518.5 pm, and a time to peak of 0.335 s
for the single cycle waveform and 0.467 ps for the three cycle waveform.

4-Layer Velocity Model

Ultrasound transducers have a silicone rubber lens to focus the ultrasound beam in the
elevation direction. The first layer models the transducer lens. Lenses have a wave speed
of = 1000m/s [86] and a thickness of 2-7 ultrasound wavelengths in water. The lens wave
speed and thickness are rarely reported by transducer manufacturers, and were therefore
estimated using our earlier reported calibration method that capitalizes on internal lens
reflections [85].

The second layer models both the acoustic coupling gel and skin tissue. The hetero-
geneity within this layer is assumed to be small, since ultrasound gel used for coupling is
matched with skin tissue in terms of acoustic impedance. Skin wave speed is reported to
be 1600 — 1620 m/s, slightly higher than soft tissue [110, 123].
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Figure 3.2 — Graphical overview of the adaptive aberration correction method.

The third layer in our model represents the skull bone, characterized by its high density
and a reported wave speed ranging from 2400 to 3500 m/s [124-126]. The thickness and
curvature of the skull vary considerably, with the supraoccipital bone at the back measuring
between 0.6 and 1.2 mm, and the parietal bone in the middle ranging from 0.2 to 0.6 mm,
mainly depending on body mass [127]. Rat skulls consist of plates that grow together and
are connected by sutures. The speed of sound in the skull increases with age due to changes
in mineral content of the cortical bone. The sutures consist of collagen-rich connective
tissues with sound speeds closer to soft tissue. The skull bone is not a uniform layer but
rather a sandwich structure consisting of an outer and inner cortical layer with diploé
in between. The diploé is a spongy trabecular bone layer and typically constitutes about
one-fifth of the total skull thickness [60, 61]. Given that the diploé layer is too thin to
resolve using ultrasound imaging and accounts for a small thickness fraction, we simplify
the skull as a single homogeneous layer in our ray-tracing model. The varying curvature
and thickness is modeled by segmenting the outer and inner surfaces using piece wise
cubic splines.

The final layer models the brain tissue. There is no literature reported value for the
wave speed in rat brain tissue at high frequency. In fresh ex vivo canine brain samples, the
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wave speed was reported to be between 1563 — 1570m/s [128, 129], measured at 37 °C at
5 MHz, slightly higher than the averaged soft tissue value of 1540 m/s.

Adaptive Ray Tracing

To find the aberrated round trip time of flight, we use a ray tracing method adapted from
Renaud et al. [76] that finds the refracted wave path in the 4-layer model. The estimated
time of flight is used in conventional DAS beamforming to reconstruct the corrected image
[26].

The refracted path is found by two-point ray tracing, a technique that is commonly
used in seismic imaging [81]. In this technique, Snell’s law of refraction is imposed on
all but the last interface. The aberrated wave path is found by minimizing the time of
flight between a source and pixel point, or receiver and pixel point, following Fermat’s
principle. Specifically, for each source and pixel combination, we test different emerging
ray angles form the source, traverse the layers by computing the refracted ray at each
interface intersection, except for the last. The last interface intersection point is connected
to the end point, to compute a time of flight for the tested angle. Finally, we find the path
fulfilling Snell’s law by minimizing the time of flight using Brent’s algorithm [130]. This
process is repeated for all combinations of sources and pixel points and receivers and pixel
points.

The algorithm gives access to the reception angle for each source-pixel-receiver combi-
nation, which is used to account for element directivity in the beamforming process [122].
The algorithm is implemented in C++ and parallelized using OpenMP.

Intersection of rays with interfaces
During the minimization, the speed of sound map is traversed by rays with different angles.
This requires finding the intersection points of a ray with the lens and skull surfaces.
The intersection point on the lens surface follows from the tested ray angle and the lens
thickness. The intersection point of the refracted ray with the outer skull surface is found
by a line-spline intersection algorithm.

To find the intersection point of the ray and the piece wise cubic spline, we need to
find in which subdomain the intersection point lies. This is done by testing the ray against
all spline segments with potential intersections.

For a ray described by z = px + g, and a cubic spline section z = ax>® + bx? + cx + d, we
find their intersection point by computing the roots of the equation,

ax® +bx*+(c—p)x+(d—q)=0. (3.2)
This cubic is reduced to a depressed cubic equation of the form,
£+ pt+q=0. (3.3)

Finally, we apply Cardano’s formula to find only the real roots [131]. We obtain 1 root if
the discriminant is positive and 3 otherwise. Next we need to test if the found roots are in
the domain of the current spline segment. The root is discarded if it is not in the domain,
otherwise, we find the intersection point by evaluating the line equation at the root. If no
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valid real roots are found for a spline segment, the next segment is tested. If no valid roots
are found for any segment, the ray does not intersect the spline.

Wave speed Estimation

We find the wave speed in each layer by autofocusing, in which we reconstruct a region of
interest (ROI) of the aberrated image with different wave speeds, until we maximized the
image sharpness. Image sharpness is defined by the Brenner gradient,

2
FBrenner = Z (Ix+2,y - Ix,y) + (Ix,y+2 - Ix,y)za (3-4)
xy

where I, is the image intensity at location (x, y) [92].

The wave speed in the gel/skin layer is found by using the 2-layer model on the synthetic
aperture data from the skull-segmentation sequence. After an initial reconstruction at
1600 m/s we define a region of interest (ROI) around the skull bone (Fig 3.3b) and autofocus.
The wave speed that maximizes sharpness is selected as the wave speed of the gel/skin
layer.

Secondly, the wave speed in the skull bone is found using the 3-layer model. We define
a ROI around the bone (Fig 3.3d) and maximize the sharpness of the inner skull surface. To
avoid influence of the outer bone surface during maximization of the sharpness, a mask
that mutes the outer bone surface is applied. After obtaining the wave speed of the skull
bone, we can reconstruct a high resolution B-mode of the total skull, and segment the inner
skull surface.

To segment the skull, we use Dijkstra’s algorithm to find the lateral path through the
image that has maximizes brightness. This path is smoothed with a 3 sample moving
average filter. Then, a piece wise cubic spline is fitted to the path. To have a precise
segmentation, the image is reconstructed with an isotropic pixel size of %.

To estimate the final missing velocity in the 4-layer model, we use the data from the
brain angiography sequence. We reconstruct the brain using the 4-layer model and an
initial wave speed of 1540 m/s, and form the Power Doppler image. In this image we define
a ROI around the brain vasculature (Fig. 3.3g), and autofocus the ROI to maximize the
sharpness of the Power Doppler images. We use the Power Doppler image to autofocus
since the synthetic aperture image has too low SNR. Instead, we could have used the
B-mode of the brain angiography sequence, but the presence of multiple reflections of
the skull biases the autofocusing. Finally, we use the fully characterized 4-layer model to
reconstruct the full aberration corrected brain angiographic image.

During the autofocusing process for brain tissue, the vascular content within the region
of interest (ROI) changes depending on the tested wave speeds, which biases the focus
quality metric. To mitigate this effect, the bounding box of the ROI was shifted by

Ctest — Ccent
Az = (ZROLcenter - zskull)w: (3-5)

Ccenter
with zrorcenter the depth of the center of the ROI for autofocusing, zg, the depth of the
inner skull surface at the center of the image, c.s; the wave speed tested, and ccenter the
mean value of the tested wave speeds.
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Phantom validation

To validate our adaptive aberration correction technique, we estimated the wave speed of
three distinct layers in a phantom setup. We submerged a wire phantom with 3 nylon wires
with a diameter of 10 um in a tank with degassed water. We positioned a 300+ 10 pm PVC
aberrating layer above the wires (measured with caliper; Mitutoyo, Kawasaki, Japan). The
phantom was imaged using the skull segmentation and brain Doppler sequences. Before
and after imaging, the water temperature was measured using a high accuracy thermometer
with an accuracy of 0.04 °C (PT100 thermocouple, Greisinger electronics, Germany).

After imaging, we first we autofocused the layer of water between transducer and PVC
using the 2-layer model, then used the 3 layer model to find the wave speed in the PVC,
and finally used the 4-layer model on the plane wave data to estimate the wave speed in the
water around the wires. The temperature of the water was converted to the ground truth
sound speed of the water using a calibration curve [94]. When the ultrasound estimated
thickness of the PVC layer and the wave speed of the water in the third layer match the
ground truth, our method is validated.

3.2.5 Evaluation of image quality improvement

We use three reconstruction approaches to compare image quality. The reference image
has no correction (NC) and relies on conventional DAS. We compare the reference images
to a lens corrected image (LC) using the 2-layer model, and a full correction (FC) with the
4-layer model.

To evaluate the resolution improvement and the ability to resolve more vessels, we
analyze the Doppler intensity profile along a line through the cortex. Since vessels rarely
exhibit a prominence of at least 6 dB relative to adjacent local minima, the conventional
full width at half maximum (FWHM) metric is not reliably applicable. Instead, we identify
vessels with a minimum peak prominence of 2 dB, and compute their width at the -2 dB
level.

To assess whether the improvement of our aberration correction technique varies over
imaging depth, we compute the mean value and sharpness of the power Doppler image in
three ROIs: cortex, midbrain and deep (Fig. 3.7a). We then determine the improvement with
respect to the reference image, by computing the ratio for both the magnitude and sharpness
of the power Doppler image, of LC and FC over NC. Since in the three reconstruction
approaches the skull depth and apparent thickness is different, the ROIs are offset by the
difference in apparent skull depth with respect to NC.

To further understand the effect of our aberration correction, we determined the
phase aberration law for the different points in the image (see crosses in Fig. 3.7a). The
aberration law was found by taking the difference between the return time of flight from
the conventional DAS approach and the full correction.

Since the skull is reconstructed with a too low wave speed in the NC and LC images,
the bone appears too thin. In addition, the bone layer acts as a diverging lens. When using
our 4-layer model to correct for the aberrations, this leads to a lateral and axial shift of the
brain vasculature in the FC image.
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To quantify the thickness of the bone layer, we measured the distance between the
outer and inner skull segmentations. We determined the minimum distance of the outer
skull segmentation to the inner skull segmentation for every pixel to obtain the skull
thickness as a function of lateral position. Finally, we compute the mean skull thickness
per subject.
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Figure 3.3 — Wave speed estimation. (a) Result of autofocusing the gel and skin layer using the
synthetic aperture data. The image is reconstructed using the 2-layer model. (b) The synthetic
aperture image reconstructed with the estimated wave speed of the gel/skin layer. In this image,
the outer skull surface is segmented using Dijkstra’s algorithm (red dashed line). (c) Result of
autofocusing the skull bone layer using the synthetic aperture data and the 3-layer model. (d) The
synthetic aperture image reconstructed with the estimated wave speeds. The inner skull surface is
segmented, indicated by the lower red dashed line. (e) Finally, the brain angiography data is used
with the 4-layer model to autofocus the wave speed in the brain tissue. (f) Aberration corrected
plane wave B-mode. (g) Power Doppler data to estimate the brain wave speed.
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3.3 Results

3.3.1 Phantom validation

To validate our adaptive aberration correction method, a phantom experiment was con-
ducted using a layered setup consisting of water, a PVC film, and wire targets submerged
in water (Fig. 3.4). The water temperature was measured to be 22.80 °C, corresponding
to a wave speed of 1491 m/s [94]. The results of autofocusing for each layer are shown
in Fig. 3.4. The synthetic aperture imaging sequence was used to estimate wave speeds
in the first water and PVC layers, resulting in 1499 m/s and 2244 m/s respectively. The
segmentation of the PVC film revealed a thickness of 290 um. Finally, autofocusing of the
wire targets in the water layer below the PVC film yielded a wave speed of 1491 m/s for
both synthetic aperture and plane wave imaging methods. The full aberration corrected
phantom synthetic aperture image is shown in Fig. 3.4b, and the plane wave image in
Fig. 3.4c. These findings validate our method’s ability to accurately estimate wave speeds
and segment layer boundaries of a thin aberrating layer, under controlled experimental
conditions.

3.3.2 Wave speed estimation

Fig. 3.3 shows the autofocusing curves and step by step B-mode images of the rat skull.
Fig. 3.3a shows the image sharpness for the tested wave speeds in the gel/skin layer,
where we found a mean wave speed of 1628 +7 m/s for all rats. Fig. 3.3b shows the lens
corrected synthetic aperture image of the rat skin and skull with the outer skull surface
segmentation. In this image, the bone is reconstructed with a too low wave speed, and
shows up with an underestimated thickness. Fig. 3.3c shows the bone autofocusing curve,
resulting in a mean wave speed of 3247 + 110m/s for all rats. Fig. 3.3d shows the full
aberration corrected synthetic aperture image of the rat skull, where the inner skull surface
is segmented. Compared to the lens corrected image, the bone is now reconstructed with
the correct wave speed and shows up with the correct thickness. The average thickness
for all rats was 395 + 41 um. Fig. 3.3e shows the autofocusing result for the brain, where
we found a mean wave speed of 1526 +55m/s for all rats. Finally, Fig. 3.3f,g shows the full
aberration corrected plane wave B-mode of the rat skull and power Doppler of the brain
vasculature. Due to the presence of multiple reflections in the B-mode, we used the shown
autofocusing ROI in the Power Doppler to retrieve the brain wave speed. The results of
the wave speed estimation and segmentation for each rat are shown in Table 3.1.

3.3.3 Improvement of image quality

Fig. 3.5 shows the Doppler images of the three rats, for no correction (NC), lens correction
(LC) and full correction (FC). Vessels appear sharper and with higher intensity in FC
compared to LC and NC, and blurry vessels are resolved after correction. In the FC images,
there are dark areas on the sides of the images, which originate from the limited lateral
extend of the segmentation.

Fig. 3.6 shows a quantitative analysis of the resolution improvement in the cortex due
to aberration correction. Fig. 3.6d shows that the full correction allows to individually
resolve more vessels in the cortex, compared to no correction and lens correction. This
finding was consistent for all three rats. In addition to resolving more vessels, Fig. 3.6e
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Table 3.1 - Age, weight, the results of autofocusing for all layers, and the average segmented skull
thickness for each rat.

Age  Weight Wave speed (m/s) Thickness

Rat (days) (2) Skin/Gel Bone Brain skull (um)
1 47 260 gr 1626 3310 1590 361
2 47 288 gr 1622 3120 1486 385
3 54 368 gr 1636 3309 1503 441

shows that vessel width (FWHM) decreases in LC and FC, indicating an improvement in
lateral resolution. For rat 1 the median vessel width was 239.7 pm for NC, 213.2 pm for LC
and 155.7 pm for FC. For rat 2 the median vessel width was 217.5 pm for NC, 224.0 pm for
LC and 162.6 um for FC. For rat 3 the median vessel width was 256.5 pm for NC, 208.7 um
for LC and 149.7 ym for FC. On average, the improvement in vessel width was 9% for LC
and 32% for FC.

Fig. 3.7 shows the improvement of the aberration correction method as a function of
imaging depth. Fig. 3.7b shows the aberration law for three different depths in the image,
corresponding to the cortex, midbrain and deep brain and both brain hemispheres. It
becomes clear that the aberration is the strongest for the ROI closest to the aberrating layer,
and decreases with imaging depth. The maximum time difference of the aberration law
is =1.15 s, which corresponds to approximately 16 ultrasound periods at 13.9 MHz. Fig.
3.7c,d show the relative improvement in magnitude and sharpness of the power Doppler
image for the three ROIs at different depths. The relative magnitude improvement for LC
was 1.3 in the cortex, 1.5 in the midbrain and 1.4 in the deep brain. For FC the relative
magnitude improvement was 2.1 in the cortex, 1.8 in the midbrain and 1.6 in the deep brain.
The relative sharpness improvement for LC was 3.9 in the cortex, 8.2 in the midbrain and
4.5 in the deep brain. For FC the relative sharpness improvement was 31.8 in the cortex, 19.8
in the midbrain and 8.4 in the deep brain. The improvement in magnitude and sharpness of

the FC power Doppler image is highest for the cortex, and decreases with imaging depth.

The improvement in FC is higher than in LC for all ROIs and depths.
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Figure 3.4 - (a) Phantom validation setup. (b) The aberration-corrected synthetic aperture. (c)
Aberration-corrected plane wave image of the plastic film and wires. (d) Autofocusing of the first
water layer in ROI 1, using the synthetic aperture data. (e) Autofocusing of the PVC layer in ROI 2,
using the synthetic aperture data. (f) Autofocusing of the last water layer in ROI 1, using both the
synthetic aperture (blue line) and plane wave (orange line) data.
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No Correction Lens Correction Full Correction

Figure 3.5 - Power Doppler ultrasound images of three living rat brains. First column the
uncorrected image using conventional DAS. The second column shows the lens aberration corrected
image using the 2-layer model. The third column shows the fully corrected image using the 4-layer
model. The last column shows an overlay of the uncorrected image (NC in green) and the fully
corrected (FC in magenta) image. All scale bars denote 1 mm.
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Figure 3.6 - Power Doppler profiles through the cortex, of rat 1 (a), rat 2 (b) and rat 3 (c).
Colors indicate the different reconstruction approaches, with in blue No Correction (NC), in red
Lens Correction (LC) and in green Full Correction (FC). The profile corresponds to the white dashed
line overlaid on the cortex zooms on right of the profiles. Panel (d) shows a vessel count for the
three reconstruction approaches. The vessel count is obtained by identifying peaks in the Doppler
intensity profile with a minimum prominence of 2 dB relative to adjacent local minima. (e) Shows
the vessel width, defined as the width at the -2 dB level for peaks found in the power Doppler image.
The box plots show the combined statistics of the three rats.
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Figure 3.7 — Aberration correction performance across depth. (a) Three regions of interest
(ROIs) at different depths in the image, corresponding to the cortex, the midbrain and deep. The scale
bar denotes 1 mm. (b) Aberration law for three different depth (colors correspond to the markers
colors in (a)). Solid lines denote the left hemisphere and the dashed lines the right hemisphere. The
aberration law is found by the different in return time of flight between the No Correction and Full
Correction travel time lookup tables. (c) Relative improvement in magnitude of the Lens Correction
(LC) and Full Correction (FC) power Doppler images, with respect to No Correction (NC) for the
three ROIs at different depth. The black dashed line at 1.0 indicates no improvement. (d) Relative
improvement in the Doppler sharpness for three ROIs at different depth of Lens Correction (LC)
and Full Correction (FC) with respect to No Correction (NC).
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3.4 Discussion

3.4.1 Estimation of tissue wave speed and skull thickness

In this study, we report an adaptive 4-layer ray-tracing method approach to correct skull
aberrations in transcranial ultrasound imaging of the adult rat brain. We first validated
on a phantom experiment with an aberrating layer having known thickness and a known
wave speed in water. The wave speed in water was estimated with an accuracy equal or
better than 0.56%. The wave speed found for the PVC layer is in line with the reported
values in the literature, and the estimated thickness retrieved by segmenting the PVC layer
in the B-mode is within the error margin of the caliper measurement.

The wave speed in the gel/skin layer and in the bone layer estimated in vivo was in
agreement with the literature. The variability in wave speed may originate from subject
variability in age, diet, or experimental conditions such as the probe-skull angle and the
fact that the inner and outer skull surface may not be perfectly parallel, reducing specular
reflection. The skull thickness retrieved from the aberration corrected synthetic aperture
images matched well with earlier reports on body mass and skull thickness in rats [127].
For the brain, the estimated wave speeds showed larger standard deviation, but were still
in line with expected values from the literature.

3.4.2 Depth-dependence of aberration and its correction

Evaluating the impact of aberration correction as function of imaging depth, showed that
the correction performed best in the cortex, as evidenced by magnitude profiles of the
power Doppler image through the cortex (Fig. 3.6), along with the magnitude and sharpness
ratios of the power Doppler images (Fig. 3.7c,d). For all imaging depths, both the fully
corrected (FC) and lens corrected (LC) methods outperformed the non-corrected (NC)
approach. As imaging depth increased, the performance of FC became closer to that of
LC. This trend can be explained by the nature of aberrations, which are the strongest near
the aberrating layer where the incident angles are steepest. This observation aligns with
the aberration law shown in Fig. 3.7, which demonstrates that as depth increases, the
aberration law flattens. The flattening explains why the performance difference between
LC and FC diminishes with depth. Closer to the aberrating layer, the aberration law also
reveals that it is not possible during ray-tracing to find a path to all receiving elements
(indicated by pink lines in Fig. 3.7). This is caused by steep incident angles at the bone
interface, which lead to critical reflection, as shown in Fig. 3.1b. For deeper regions, the
incident angles at the bone interface decrease, and the ray-tracer successfully can find a
path for all receiving elements.

3.4.3 Challenges in skull segmentation and alignment between trans-

ducer and skull
The main challenge of the aberration correction method introduced in this manuscript lies
in skull segmentation. For young animals with very thin skulls, the axial resolution of the
imaging system can become insufficient and prevent the accurate delineation the outer and
inner skull interfaces. For example, our validation experiment demonstrated that a 300 um
aberrating layer could be resolved using a 1-cycle imaging pulse at 15 MHz, but the 3-cycle
long plane wave Doppler sequence had an insufficient resolution to detect outer and inner
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interfaces of the PVC layer. This highlights the need for a high resolution sequence for
skull segmentation. In the current implementation, the axial resolution of our imaging
system allows imaging of rats weighing 200 g or more approximately [127].

The accuracy of the skull segmentation also depends on obtaining clear specular
reflections from both the outer and inner surfaces of the bone. The outer specular reflection
could be reliably obtained during the in vivo data acquisition by verifying with live imaging.
However, achieving a clear specular reflection from the inner surface proved challenging
due to the absence of an aberration-corrected preview. Obtaining a specular reflection from
the inner skull surface is even more challenging when the skull surfaces in the imaging
plane are not parallel.

Implementing the method in 3D using a 2D matrix array would offer significant advan-
tages. In 3D imaging, the requirement for precise probe positioning to acquire specular
reflections is virtually eliminated. Furthermore, 3D imaging allows imaging of the brain
below non-parallel skull surfaces.

3.4.4 Implications for transcranial functional imaging

The advancements presented in this study have significant implications for 2D fUS. A
remaining challenge in 2D transcranial fUS is navigating to brain regions of interest. The
requirement of positioning the probe perpendicular to the skull, often results in a power
Doppler image of the brain that differs significantly from the standard brain atlas.

One key advantage of our method is the ability to retrieve the wave speed model
once and apply it across any other acquisition sequence. After initialization, functional
recordings can be aberration corrected at no additional computational cost, provided that
the transducer stays in place.

Our method improves the reconstruction accuracy to show brain regions at the correct
anatomical locations and with the correct shape, thus facilitating accurate comparisons
with anatomical and functional data from other imaging modalities. Furthermore, enhanced
spatial resolution in cortical regions substantially improves the spatial specificity of the fUS
signal, improving the usability of transcranial fUS in functional connectomics [132].

Our improved resolution in the cortex would make fUS more sensitive to weak and or
transient neural activity. For instance, to create accurate somatotopic mappings during
whisker stimulation experiments. The barrelfield is located in the primary somatosensory
cortex, and contains distinct neuronal clusters, known as barrels, which correspond one-to-
one with the whiskers on the rat’s face. With inter-barrel distances of approximately 50 —
100 pm, our enhanced resolution would allow the detection of single-whisker activations
[133]. Similarly, our method can achieve higher resolution retinotopic mappings of the
visual system [134] and tonotopic mappings of the auditory system [135].

To fully unlock the potential of noninvasive fUS and overcome the current limitations
of this study, future efforts will focus on extending our aberration correction method to 3D
imaging. This advancement would enable 4D transcranial imaging, offering comprehensive
spatio-temporal resolution and further advancing the utility of fUS in functional brain
research.
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3.5 Conclusion

We developed an adaptive aberration correction method using 4-layer ray-tracing that can
improve image quality and signal spatial specificity in transcranial ultrasound Doppler
imaging of the adult rat brain. The method adapts to each subject and each brain section
being imaged without requiring prior information from additional imaging modalities like
a CT or MRI scan. The method consistently outperformed conventional delay-and-sum
image reconstruction, and holds promise for functional imaging applications that require
high spatial sensitivity.
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Multi-Slice Functional
Ultrasound Neuroimaging

Functional ultrasound (fUS) has emerged as a sensitive neuroimaging modality that relies
on high frame rate ultrasound imaging of the brain hemodynamics to infer neural activity.
Recent advances have shown that fUS is a viable technology for brain- machine interfaces
(BMIs) in both non-human primates and humans. To date, BMI studies based on 2D fUS lock
in on a single brain section which hampers decoding of widespread neuronal activity. 3D fUS
can potentially address this limitation but presents significant challenges in terms of data
bandwidth, computational demands, and higher temperature increases due to the requirement
of a higher number of transmitted waves. However, we do not need to capture the entire
field of view to decode brain activity, only specific neurons respond to specific stimuli. We
introduce selective- plane fUS, an approach that takes advantage of the large field of view of
row-column addressed (RCA) transducer arrays to monitor neural activity in one or multiple
brain regions without moving the probe. Since the selection of the planes is done electronically,
it can operate with a higher spatio-temporal resolution and a reduced data and pulse repetition
rate compared to 3D fUS while maintaining high sensitivity to neurovascular changes. Our
imaging pipeline consists in the acquisition of a 3D functional activation map to guide plane
selection, followed by high frame rate focused wave (FW) imaging in selected coronal or
sagittal brain sections. Selective-plane fUS exhibits lower signal variability than 3D fUS and
robust detection of visually evoked activity in the rodent brain. By targeting functional regions
of interest without recording the entire fields of view, selective-plane fUS reduces computational
overhead by one order of magnitude, unlocks continuous 1000 Hz recording at the functional
pixel level and decreases functional signal variability by a factor 5. We envision that this
method will allow tailored continuous functional imaging of widespread neuronal activity in
the human brain in a BMI context.

4.1 Introduction

fUS imaging has emerged as a valuable tool for detecting neural activity in preclinical
and clinical research [24, 136]. Thanks to the high scalability of ultrasound, fUS has
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been applied to various neural systems across a wide range of species, including rodents
[49, 134, 137, 138], pigeons [139], ferrets [135], non-human primates [109, 140] and humans
[17, 19, 21]. Recently, fUS has garnered significant interest from the field of Brain Machine
Interfaces (BMIs). BMIs enable direct communication between the brain and external
devices, allowing users to control computers or prosthetics [10]. By decoding the brain
functions, neural implants can offer solutions for people with reduced mobility [141] or
speech disabilities [142]. Critical requirements for BMIs are portability and real-time
imaging to allow closed-loop control, which is essential for accurate translation of the
user’s neural signals to intended actions [143, 144]. fUS is a good candidate for BMI due
to its attractive spatio-temporal resolution (100pm and 100ms at 15 MHz), high sensitivity
to slow blood flow (> 2mm/s) [145], portability, and large field of view depth-resolved
imaging capabilities [44].

The first demonstration of fUS for BMI showed that it was capable of predicting
movement intentions of non-human primates on a single-trial basis [22]. This work relied
on offline analysis of prerecorded data. Subsequent work made advances by improving
the decoding ability from 2 to 8 movement directions, and allowing online, closed-loop
control [23]. These first implementations of fUS-BMIs were constrained to a single imaging
plane, and therefore miss potentially informative functional signals out of the selected
plane. They also suffer from motion of the brain during long acquisitions which means
the informative functional signal could go out of the plane of imaging. To further advance
fUS-BMI performance, there is growing interest in applying volumetric fUS to capture
activations in a larger field of view, with the perspective of improved decoder accuracy
and extension of possible actions.

Rabut et al. [50] and Brunner et al. [49] pioneered whole brain volumetric fUS using a
fully populated 2D matrix array with 1024 elements. In current implementations, imag-
ing with the full aperture requires multiplexed acquisitions [49], thereby reducing the
frame rate, or connecting multiple scanners [52], decreasing portability. Moreover, due to
fabrication constraints, 2D matrix imaging remains limited to a relatively small field of
view with piezoelectric elements several times the wavelength, decreasing imaging quality.
Addressing the full aperture also requires many channels, leading to high memory and
processing bandwidth demands, incompatible with BMIs requirements. To address these
limitations in the context of fUS imaging, Row Column Addressed (RCA) arrays have been
proposed as a promising alternative [53, 54].

RCA transducers consist of two stacked 1D arrays with long thin line transducer
elements that extend the whole aperture. The two 1D arrays (rows and columns) are
oriented orthogonally to each other (Fig. 4.1a), allowing cylindrical focusing in transmit
with one array, and cylindrical receive focusing with the other.

Compared to a fully populated 2D matrix array, the channel count is significantly
reduced from N? to 2N, eliminating the need for multiplexing and lowering memory
bandwidth requirements. The RCA architecture allows production of larger aperture arrays
with a lower channel count, thereby significantly increasing the field of view. RCAs have
successfully demonstrated whole brain 4D fUS in rats [51], 3D anatomical imaging [55] and
3D imaging of cellular function [145]. However, due to their inherent degraded reception
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focusing in one direction, RCA sequences to date require many transmits to reach sufficient
resolution and sensitivity, decreasing frame rate and increasing the transmitted power in
tissue which should be limited to guarantee safety. Although both 2D matrix and RCA
arrays have significantly advanced volumetric fUS imaging, the current implementations
still require substantial memory and computational bandwidth. This poses a challenge in
achieving low-latency, real-time 4D fUS imaging, and hinders the application of volumetric
imaging in BMIs.

There is a need for data-efficient methods to image functional brain regions with high
spatio-temporal resolution while retaining an adaptive field of view. In this study we address
this need, by leveraging the RCA architecture to transmit focused waves and selectively
insonify functional areas of interest at high frame rates. Our working hypothesis is that task-
or stimulation-related brain activity is spatially sparse. Our approach enables sampling of
the brain with highly reduced memory bandwidth requirements, and simultaneously covers
coronal and sagittal planes, without the need of moving the transducer. Furthermore, the
plane selection is electronically reconfigurable, allowing for a flexible and adaptive wide
field of view in real-time, an interesting capability in the context of permanently implanted
prosthetics.

4.2 Methods

4.2.1 Simulation of Selective-plane fUS Imaging

To estimate the resolution of OPW and focused wave (FW) imaging using a row-column
addressed (RCA) array, we first simulated a single point scatterer in Field II [146]. We
modelled an RCA of 80 elements per array, 0.11 mm pitch, a center frequency of 15 MHz
and 80% frequency bandwidth. We defined the medium with a speed of sound of 1540 m/s,
and simulated a single point scatter at a depth of 5mm centered below the array.

OPW Sequence

32 plane waves with angles ranging from £15.5° are transmitted with the columns and
then received with the rows (Fig. 4.1a). Using a conventional delay-and-sum beamforming
algorithm, we obtain a volume presenting an elongated point spread function (PSF) in
the direction of the receiving elements. For the second set of transmits, the role of the
rows and columns are reversed. The beamformed data of these two orthogonal transmit
sets is then summed to obtain the final volume (Fig. 4.1a). The resulting PSF presents a
reflectional symmetry along the direction of the two orthogonal arrays leading to degraded
resolution compared to fully addressed arrays. To suppress grating lobes and achieve
sufficient sensitivity for functional imaging, numerous transmissions per volume are
required. Finally, we determined the axial, lateral and elevation resolution in the C-scan
and B-mode through the PSF using the full width at half maximum (FWHM). Furthermore,
we squared the PSFs to find the power Doppler resolution [134].

FW Sequence

A focused wave was transmitted with the rows. The resulting waves propagate and focus
in an elliptic cylinder (Fig. 4.1c,e), from which the echoes are received by the columns.
The cylinder location can be adapted by changing the active aperture on the RCA. The
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image from the insonified volume is reconstructed by conventional 2D delay-and-sum
beamforming. To investigate the resolution in elevation, we have transmitted several
focused waves in the elevation direction.

We varied the transmit f-number and aperture size to investigate the trade-off between
field of view, resolution and slice thickness. For all simulations the focus depth was set to
the point target depth (5 mm). For a focal depth d and transmit f-number f, the aperture
size is given by A = ¢/. The transmit-delays for a slice positioned at x; are given by,

TTX = cio \/(xe—xs)2+(ze—df)2, (4.1)

with ¢y the speed of sound, x, the x-coordinate of the elements, and z, the z-coordinate of
the elements.

We transmitted n focused waves with the columns to scan the entire medium with
increments of p = 0.11mm of the focal point lateral position, with n,

"= [(Nep—;)/pj, (4.2)

with N, the number of elements and pitch p. The reconstructed images were concate-
nated, and used to determine the elevation resolution and contrast of the point target (Fig.
4.1d).

Finally, we determined the axial, lateral and elevation resolution in the B-mode using
the full width at half maximum (FWHM). Furthermore, we squared the PSFs to find the
power Doppler resolution [134].

4.2.2 Animal Procedures

All animal experiments were approved under CCD license number AVD8010020209725 at
the Koninklijke Nederlandse Akademie van Wetenschappen with Study Dossier number
213601. Adult male Sprague Dawley rats weighting 470-490 g were used in this study.
Animals were group housed, and kept in reversed day-night cycle with food and water
available ad libitum.

Surgery Procedure

The animal was anesthetized in a prefilled induction chamber with 5% isoflurane. After
induction, the animal was transferred to a nose cone to maintain anesthesia, and placed
on a heating pad of 37 °C. Anesthesia was maintained with 1-2% isoflurane, and pain was
managed with carprofen (5 mg/kg) and butorphanol (2 mg/kg) with subcutaneous delivery.
Dexamethasone (2.5 mg/kg)was delivered subcutaneously to prevent intracranianal edema.
Eye ointment (Duratears ®) was applied to prevent ocular drying, and protective eye caps
were placed over the eyes. The animal was head fixed in a stereotactic frame and its scalp
was shaved and depilated. The skin was cleaned, and a sagittal incision was made to reveal
the skull after local anesthesia with Lidocaine. A 14x14 mm craniotomy was performed to
reveal the brain, and saline was delivered subcutaneously to prevent dehydration. After
the surgery, the animal was transferred to the imaging setup. The anesthesia was switched
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from isoflurane to medetomidine, initiated with a bolus of 0.5 mg/kg. After 3 mintutes, we
switched to continuous infusion of 0.01 mg/(kgh) delivered subcutaneously throughout
the imaging session. Acoustic coupling gel was placed on the surgical window, and the
RCA was positioned 2 mm above the brain. The RCA was centered above the brain using
live volumetric Doppler imaging.

Visual Stimulation

To elicit brain activity, we presented visual stimuli on a 22-inch screen placed 20 cm in
front of the animal (Fig. 4.2a). Animals were habituated to the dark prior to and in between
functional recordings. Visual stimulation patterns were implemented in PsychoPy [147].
We used drifting gratings (black and white) with a spatial frequency of 30°, moving at
50 °/s. The propagation direction was switched randomly every 2 seconds to multiples of
45°. The stimuli were presented for 15 seconds, followed by 30 seconds of rest. This cycle
was repeated 4 times after an initial 45 seconds baseline. During rest and baseline, the
screen color was gray. The total duration of one functional recording was 3m45s.

Eye Patch Experiment

To assess the stability of the functional signal under conditions of diminished neural
activity,we performed an eye patch experiment. By occluding one eye with an eye patch,
the activations in the contralateral hemisphere are expected to be significantly reduced,
providing a controlled condition to determine the robustness of the signal.

Before conducting the eye patch experiment, we recorded 3D functional activity without
eye occlusion. Based on the activity map, we selected the coronal plane for which the peak
correlation was the highest, and used this plane for a selective plane functional recording.
Next, we occluded the right eye, and repeated the 3D and selective plane experiments.
There was a 5min rest between successive functional recordings, to avoid habituation to
the visual stimuli.

4.2.3 Selective-plane Functional Imaging

Pressure waves were transmitted with an 80+80 element RCA (center frequency 15 MHz,
pitch 110 um; Verasonics, Kirkland, WA, USA) connected to a Vantage 256 channel research
scanner (Verasonics, Kirkland, WA, USA). For both OPW and focused wave imaging, the
imaging waveform was 2 cycles at a transmit frequency of 13.9 MHz.

3D Functional Imaging

We implemented the OPW sequence by transmitting 32 angled transmissions per array
ranging from +15.5° with an angular pitch of 1°. After angular and orthogonal compounding,
the effective volume rate was 400 Hz. We acquired Doppler ensembles of 500 ms (200 frames
per ensemble), followed by a 500 ms pause, resulting in a power Doppler volume rate of
1Hz. During acquisition, RF data was saved to disk and reconstructed in parallel in a
separate thread. 3D GPU accelerated delay-and-sum beamforming was implemented in
CUDA and executed on a GPU (GeForce RTX 3090, NVIDIA, USA). The resulting IQ volumes
sopw (X, ¥, z,t) had an isotropic pixel size of 110 um?, and were saved to disk for subsequent
functional data processing.
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We perform 3D orthogonal plane wave fUS analysis of the Power Doppler signals
to create a 3D activation map [51]. We elicit functional activations by presenting visual
stimulation on a screen, and record the brain response with the OPW sequence. After
typical spatio-temporal filtering and functional correlation (see section 4.2.4), we generate a
3D map of the brain activations. This map is used to select the slices for the selective-plane
sequence.

Selective-plane Sequence

After acquiring the 3D activation map, we perform selective-plane functional imaging by
transmitting focused waves. The focus depth was tuned to the depth of the functional
activations obtained with the 3D sequence. This was around 5 mm for the superior colliculus
(SC). After simulations in Field II, we used a transmission f-number of 3, resulting in an
aperture of 1.65 mm and a field of view of 7.2x8.8x10 mm®. We found this to be a good
trade-off between elevational resolution and field of view. We used a fixed frame rate
of 1000 Hz per selected plane, and ran the sequence continuously for the total duration
of the functional recording. Notably, the frame rate could be increased up to the pulse
repetition frequency of OPW imaging, allowing a maximum of 25.6 kHz for a single plane.
Continuous recording allows overlapping of Doppler ensembles, thereby increasing the
power Doppler frame rate [109]. For clutter filtering, we used the same Doppler ensemble
length of 500 ms as in OPW imaging, and an ensemble overlap of 400 ms, resulting in an
effective power Doppler frame rate of 10 Hz.

To record visually evoked activations, we ran two subsequent recordings of the selective-
plane sequence (Fig. 4.3a). First, we scanned the brain coronally, by selecting three planes
spaced at 440 um (4 pitch) to cover the SC, guided by the 3D activation map. Next, we
recorded two sagittal planes through the left and right hemisphere, positioned at the centers
of the left and right SC. The plane spacing was 2.42 mm (22 pitch).

Due to the fact the FW imaging requires only one transmit per region, we could run
it continuously, and at higher frame rates than OPW. This significantly reduces the data
collection rate, and pulse repetition frequency, as shown in Fig. 4.2 and table 4.3.

4.2.4 Functional Data Processing

3D Activation Map Generation

After beamforming the OPW data to image volumes, blood signal was separated from
static tissue using a 3D singular value decomposition (SVD) clutter filter [45]. We used a
fixed threshold to remove the first 50 singular vectors, since there was no motion and a
minimal variation of heart rate in the anesthetized experiments. We spatially smoothed the
power Doppler volumes using a 3D Gaussian kernel with o = 100 um. Next, we temporally
detrended the power Doppler signal for each pixel using a cubic polynomial [114]. We
determined the relative cerebral blood volume (ACBV) by dividing the detrended signal by
the fitted trend.

The 3D functional activation map was obtained by computing the Pearson’s corre-
lation coefficient r(x, y, z) between the normalized temporal ACBV signal sp(t;) and the
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normalized stimulus signal a(#;) using,

2i (sp(t:) = 3p) (a(t) — a)
JEiGo(t) = 5)° VZ (a(t) ~ 2)°
with sp and a the temporal means [138]. To account for the activation delay due to the
neurovascular coupling, we lagged the stimulation signal by increments of one sample

within a +2s window, and computed the peak Pearson’s correlation for each lag. We finally
used the correlation map of the lag that showed the maximum correlation score.

(4.3)

r(x,y,z) =

To superimpose the 3D activation map on the power Doppler volumes, we kept only
voxels where the correlation score was r > zgcore 0, With o is the spatial standard deviation
of r(x,y,z) in a superficial noise box [64, 109]. We used a zgcore = 3 to find the correlation
threshold ropw.

The functional processing pipeline is shown in Fig. 4.2b, and a representative 3D
activation map is shown in Fig. 4.2c.

We used the registration software developed by Brunner et al. [56] to manually register
the volumetric OPW angiogram to the Waxholm Space atlas of the Sprague Dawley rat
brain [148, 149]. 3D renders were made in Blender (Blender Foundation, Amsterdam, the
Netherlands) using the Scan Data Visualizer template by Cartesian Caramel [150].

Selective-plane Functional Maps

After beamforming the selective-plane images, we performed SVD clutter filtering on each
individual 2D plane. We used a fixed threshold of rejecting the first 100 singular vectors.
Since frames were acquired continuously, we could compute power Doppler images using
overlapping ensembles, resulting in an effective power Doppler frame rate of 10 Hz. We
temporally smoothed the power Doppler signal using a 1 s moving average filter. Next, we
spatially smoothed each plane with a 2D Gaussian kernel of ¢ = 100 pm, detrended using a
cubic polynomial, and determined the ACBV by dividing the detrended signal by the fitted
trend.

Finally, we computed the 2D activation maps using the Pearson’s correlation. To account
for the activation delay due to the neurovascular coupling, we lagged the stimulation signal
by increments of one sample withing a +2s window, and computed the peak Pearson’s
correlation for each lag. We finally used the correlation map of the lag that showed
the maximum correlation score. Next, we registered the selected planes using the affine
transform obtained in the registration of the OPW vascular map. We used the same
approach as in OPW imaging to find the correlation threshold rgw to superimpose the
activation maps on the atlas or power Doppler images. The complete functional processing
pipeline is shown in Fig. 4.2b. Once the 3D activation map was obtained, we switched to
our selective-plane functional sequence. Fig. 4.2d shows the top view of the 3D activation
map, with two representative coronal and sagittal focused wave planes. The activity map
is overlaid on the FW power Doppler for pixels above the correlation threshold.

OPW and FW comparison
To compare the functional activation maps generated by both imaging modalities, we
computed the maximum intensity projection of the 3D vascular and correlation map over
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an elevation range of 330 um, or 3 pitch. This range corresponded to the FW power Doppler
elevation resolution found in simulation (Fig. 4.1f).

To compare the CBV response of OPW and FW, we converted the OPW Doppler
volumes to a set of selected planes, corresponding to the FW plane locations. For a FW
plane position, we selected the corresponding OPW plane, and took the maximum intensity
projection of the power Doppler maps over an elevation width of 330 pm.
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Figure 4.1 — (continued) (A) OPW imaging of a point target with a row-column addressed (RCA)
array. The sequence first transmits angled plane waves using the columns and receives with the rows
(CR), after which the rows transmit and the columns receive (RC). Next, the RC and CR volumes are
formed using 3D delay-and-sum beamforming and angular compounding. The RC and CR volumes
have an anisotropic point spread function (PSF), and are orthogonally compounded to retrieve the
final reflectional symmetric image of the medium. The shown volumetric PSFs follow from a Field-II
simulation of a single point target at 5mm depth, centered below the array. (B) The C-scan is
shown on the left, and the B-scan is shown on the right. Due to the reflectional symmetry, the
ZX and ZY planes are identical. (C) FW imaging of a point target with a row-column addressed
(RCA) array. Transmitting a focused wave with the columns insonifies the medium with an elliptic
cylinder, allowing to form a 2D image in the ZY plane. (D) By changing the roles of the arrays, the
elliptic cylinder can insonify the orthogonal ZX plane. The position of the focus can be changed, by
changing the active aperture. We simulated a plane-by-plane scan by moving the active aperture
with increments of one element, which was used to form a volumetric image of the point target. The
center plane of this volume was used to determine the elevation resolution. (E) The beam width at
focus depth f; =5mm and %fd is shown bottom, for transmit f; = 3. (F) The elevation resolution for
different simulated transmit f-numbers (fi) for B-mode (solid lines) and the square of the B-mode
(dashed lines) to find the power Doppler resolution. In (B, D), the orange, yellow and blue lines
indicate the -6, -20 and -40dB isolines, respectively.
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Figure 4.2 - (continued) (A) Functional imaging setup with visual stimulation. The craniotomized
rat is head fixed in a stereotactic frame, and placed on a heat pad. The row-column addressed (RCA)
array is positioned above the center of the craniotomy. During functional recordings, grating bars
are shown on a PC screen in front of the animal. The Functional recording consists of an initial 45s
baseline recording, followed by 4 repeats of 15s stimulation, and 30s of rest. The total recording
duration is 225s. During stimulation, the grating bars on screen change orientation every 1s. (B)
Functional data processing pipeline. (C) Generated 3D functional map, showing Pearson correlation
overlayed on a 3D Power Doppler render. The activated region was the superior colliculus (SC). The
15MHz RCA allows to image a volume of 10x8.8x8.8 mm?. (D) Reconfigurable plane selection for
the focused wave multi-plane sequence. After acquiring the 3D activation map, coronal and sagittal
planes that section the activated regions can be chosen, and imaged at high frame rate. On the
right example coronal and sagittal activation maps overlaid on the focused wave power Doppler are
shown. (E) Comparison of RF data transfer rate required for 1D array imaging, RCA OPW imaging,
and 1 and 3 selective planes FW imaging. Sequence parameters used to determine the data rates are
listed in table 4.3.
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Figure 4.3 - Selective-plane functional ultrasound imaging of the superior colliculus. (A)
Orthogonal Plane Wave (OPW) generated 3D activation map, showing the selected planes for
coronal and sagittal focused wave imaging (FW). (B) The relative increase in cerebral blood volume
(CBV) during visual stimulation for OPW and FW, for significantly activated voxels. On the right,
the average response for the 4 stimulation repeats is shown. (C, D) Neural activation overlaid
on the Waxholm Space Sprague Dawley rat atlas, for OPW (top) and FW (bottom) coronal and
sagittal planes. Note that the coronal and sagittal scans were acquired sequentially. FW imaging
consistently reveals a larger activated brain area than OPW, and for both modalities the activation
is well confined within the bounds of the Superior Colliculus. Color bars indicate the correlation
threshold to the peak correlation for each recording.
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4.3 Results

4.3.1 Simulation OPW and FW

We compared the PSFs of OPW and FW obtained with simulation in Fig. 4.1. For the OPW
B-mode, we found a lateral and elevation resolution of 193 pm (1.74), and an axial resolution
of 114 ym (1.04). To estimate the power Doppler resolution, we squared the PSFs, and
found a lateral resolution of 137 um (1.21) and an axial resolution of 81 pm (0.71).

For focused wave imaging, we tested different transmit f-numbers. The B-mode axial
and lateral resolution were scarcely affected by the transmit f-number, and were 113.0 +
0.2 um (1.04) and 148.0+0.3 pm (1.31) respectively. In the squared PSFs the axial and lateral
resolution were 80.0 +0.2 pm (0.71) and 106.0 & 0.2 um (1.01), respectively. The elevation
resolution varied with the transmit f-number, as shown in Fig. 4.1f. The aperture size is
defined by the choice of transmit f-number and focus depth, with an aperture of 5.2 mm for
f¢ =1and 1.2 mm for f; = 4. Given the limited available aperture of the transducer, imaging
with fi = 1 restricts the possible field of view to a 3.6x8.8x10 mm? volume. To retain a wide
field of view, we opted for a middle ground in elevation resolution and aperture size. For
fi = 3, the aperture size is 1.65 mm, allowing scanning of a 7.2x8.8x10 mm? volume, with a
power Doppler elevation resolution of 303 um at focus. Therefore, f: =3 was chosen for
all focused wave functional recordings.

4.3.2 3D Functional Imaging

To guide the plane selection in our selective-plane imaging, we first acquired a 3D activation
map. Fig. 4.2c shows the activation map superimposed on the power Doppler resulting from
visual stimulation. After defining a noise box, we determined the significant correlation
threshold for OPW of ropw = 0.281. The shown volumetric correlation map only shows
voxels that are above the correlation threshold. The peak correlation score was 0.817. The
shape and location of the activated area corresponds well with the Superior Colliculus, as
reported earlier by [137].

Fig. 4.3a shows the selected slices for the coronal and sagittal selective-plane recordings.
For the coronal planes, we determined the maximum intensity projection of the OPW
Doppler planes over 330 um corresponding to the simulated FW elevation resolution,
and spatially averaged the CBV response over all significantly activated voxels (see Fig.
4.3b). From this it becomes clear that the OPW CBYV increased by 6.5 + 11.9% during
stimulation.

4.3.3 Selective-plane Functional Imaging

After obtaining the 3D activity map, we switched to selective-plane focused wave imaging.
Fig. 4.3a shows the selected slices for the coronal and sagittal recordings. We spatially
averaged the CBV response over all significantly activated voxels in the coronal planes
(see Fig. 4.3b), and determined the average CBV increase across stimulation trials. The FW
CBV increased by 2.3 £ 2.1% during stimulation.

Fig. 4.3c presents a comparison between the OPW and FW activation maps of the
selected planes after registration with the Waxholm Space atlas. It becomes clear that for
OPW, the activated area is confined within the borders of the SC, in both coronal and
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Table 4.1 - Average per hemisphere CBV increase during stimulation with respect to a 10-second
window before stimulation, in functional recordings with and without eye patch. Values report mean
+ standard deviation.

Mode  Vision impairment  CBV increase Left (%)  CBV increase Right (%)

OPW None 28.1+16.1 18.1+11.7
OPW Left 10.5+11.1 149+12.8
Fw None 113+ 4.6 10.0+£4.3

FwW Left 3.2+ 20 5.8+ 3.1

sagittal recordings. In FW, the activated area is larger than OPW, but is still confined within
the borders of the SC. The correlation threshold for OPW and FW was similar, at 0.281 and
0.296 respectively. The peak correlation was 0.817 for OPW and 0.841 for FW, indicating a
small increase in FW.

4.3.4 Diminished neural activity fUS stability

To compare the performance of OPW and FW under diminished neural activity, we per-
formed an eye patch experiment. Fig. 4.4a,d shows the top and 3D view of the OPW
activation with and without eye patch. Without eye patch, both hemispheres show activa-
tion, with similar peak correlation (difference < 0.05) in both hemispheres for both OPW and
FW (see table 4.2). With the right eye patched, the left hemisphere shows lower activation,
with a 0.24 decrease in correlation for OPW, and a decrease of 0.14 for FW.

Fig. 4.4b,e show the maximum intensity projected OPW correlation map over 330 um
superimposed on the OPW vascular map. The location of peak correlation corresponded
well between the OPW and FW recordings without eye patch. In the eye patch experiments,
the peak correlation location varied more, as can be seen by the crosses in Fig. 4.4ef.

To determine the stability of the CBV signal in OPW and FW, we took the CBV time
trace of the peak activated voxel in the left and right hemisphere, and averaged the CBV
signal across stimulation repetitions. The single voxel based CBV traces shown in Fig. 4.4c,f
showcase the 10-fold higher temporal sampling in FW than OPW. In the FW recording
with eye patch, the diminished response in the left hemisphere is much more visible in the
FW single voxel traces.

Table 4.1 presents a quantification of the average CBV increase during stimulation
with respect to a 10-second window before stimulation. For both OPW and FW, the CBV
response decreases in both hemispheres when one eye is patched. Furthermore, the CBV
signals in the left hemisphere show lower variability, reduced from 11.1% in OPW to 2.0%
in FW.
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Figure 4.4 - Functional ultrasound imaging of the superior colliculus with eye patch. Caption

continuous on the next page.
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Figure 4.4 - (continued) (A, B, C) No eye patch. (A) the 3D activation map shows bilateral activation
of the superior colliculus. The orange line overlaid on the top view shows the location of the focused
wave imaging plane. (B) The OPW Pearson correlation is superimposed on the OPW power Doppler
map. The blue and red crosses denote the location with maximum correlation in the left and right
hemisphere, respectively. The relative cerebral blood volume (CBV) traces on the right show the
hemodynamic response for the left and right hemisphere, corresponding to the pixel indicated by
the crosses. (C) shows the activation map and relative CBV change for focused wave imaging. Both
OPW and FW show a similar response in the left and right hemisphere. Although the CBV change
for FW is lower than OPW, FW shows lower signal variability. (D, E, F) Experiment with right
eye patched. Consequently, the left hemisphere shows a diminished response, resulting in lower
correlation scores and lower relative CBV changes. This finding is consistent for OPW (E) and
FW imaging (F). The single pixel CBV traces for FW show lower variability in the left hemisphere
compared to OPW.

4.4 Discussion
4.4.1 Summary Key Findings

fUS has emerged as a transformative neuroimaging modality, unlocking new possibilities
for both fundamental neuroscience research and a variety of (pre)clinical applications.
However, current implementations of 4D fUS demand high memory throughput and
computational bandwidth, presenting a key bottleneck for achieving low-latency, real-time
4D fUS imaging, crucial for clinical application such as BMIs. While future advances in
computing hardware will alleviate these limitations, we present an intermediate solution
that allows efficient sampling of selective-planes in the brain, relying on the hypothesis that
task- or stimulation-related brain activity is spatially sparse. We realized this selective-plane
imaging by transmitting focused waves with the RCA.

By transmitting a focused wave with either the rows or columns, we insonify selected
brain regions with an elliptic cylinder, from which the backscatter pressure waves are
received with the orthogonal array. Utilizing this partial transmit focus, followed by 2D
delay-and-sum beamforming to focus in reception, we demonstrate that you only require a
single transmit per plane, in contrast to the 64 transmits needed per volume in orthogonal
plane wave (OPW) imaging. This reduces the RF data bandwidth by a factor 26, from 3.9
GB/s in OPW imaging to 0.15 GB/s per FW plane. Furthermore, reconstructing FW planes
is computationally more efficient, as it is a single 2D beamforming procedure, opposed to
the two stage orthogonal beamforming done in OPW. Conventional focused wave imaging
on 1D arrays is slow due to the line by line scanning, and is not suitable for functional
imaging. The RCA architecture allows focused imaging at high frame rates by turning this
into plane-by-plane scanning. The choice of planes to sample was guided by registration
of a 3D activation map. For this, we used functional OPW [51]. After recording this 3D
activation map once, the map can be reused to guide the choice of selective-planes and
select optimal transmit parameters. Future experiments could instead register the power
Doppler of the whole brain with an atlas to guide the selection of planes and transmit
parameters.

In our simulations, we found that the FW elevation resolution is highly dependent on




74 4 Multi-Slice Functional Ultrasound Neuroimaging

Table 4.2 — Average and peak Pearson correlation scores per hemisphere in functional OPW and
FW recordings with and without eye patch. L: left, R: right, (R-L): the difference between the right
and left hemisphere for mean or peak correlation.

Mode  Vision impairment MeanL MeanR A Mean(R-L) PeakL PeakR A Peak (R-L)

OPW None 0.41 0.32 -0.09 0.79 0.75 -0.04
OPW Left 0.29 0.34 0.05 0.46 0.70 0.24
Fw None 0.46 0.53 0.07 0.82 0.81 -0.01
Fw Left 0.37 0.44 0.06 0.61 0.75 0.14

Table 4.3 — Comparison of PRF and RF data rate for various imaging modes during continuous
recording, assuming 200% bandwidth sampling and 10 mm deep imaging.

Array Imaging mode TX per  Frame rate PRF Data rate Ref
mode frame (Hz) (Hz) (GB/s)
1D array PW 7 1000 7000 1.7 [64]
RCA OPW 64 400 25600 3.9 Current Study
RCA 1FW 1 1000 1000 0.15 Current Study
RCA 3FW 3 1000 3000 0.46 Current Study

the transmit f-number, and was 303 pm at focus for power Doppler imaging with f; = 3.
As expected, the power Doppler elevation resolution for OPW is higher than FW, and as a
result, FW integrates the vascular signal over a larger slice width. Although FW elevation
resolution was higher than the OPW elevation resolution, it is comparable to the elevation
resolution of a 1D array. Using a 15 MHz 1D array, Macé et al. [134] found a power Doppler
elevation resolution of 303 um when scanning a 20 pm wire submerged in a water tank (see
supplementary figure S2 of [134]). However, in focused wave imaging with the RCA, it is
important to note that the elevation resolution degrades rapidly when imaging away from
the focus depth due to the absence of a focusing lens.

It is difficult to pinpoint why the OPW and FW show different activation maps and
different increases in CBV during activation, as multiple implementation differences are
at play. One reason is that in clutter filtering, the SVD for OPW works on a 3D volume,
which results in a better separation of static tissue and blood flow compared to its 2D SVD
counterpart in FW imaging, which potentially results in higher CBV changes for OPW.
In FW imaging, the lower CBV changes could be explained by the reduced number of
transmits per power Doppler frame, which was 500 for FW, and 12800 for OPW. The lower
variability of the FW CBYV signal likely is caused by the continuous sampling of the FW
sequence, allowing overlap of Doppler ensembles and an increased power Doppler frame
rate. To match the power Doppler rate of OPW imaging, we applied a temporal moving
average filter with a 1-second window, which may contribute to the reduced CBV variability.
Depending on the application, the FW frame rate and degree of temporal smoothing can
be tuned to detect propagating brain activations, as demonstrated by [109].

When comparing the activation maps of OPW to FW, we see that FW reveals a larger
activated area,likely due to the increased slice thickness resulting from the elevation res-
olution. The increase in relative CBV during stimulation was lower in FW than OPW.
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Although this could indicate a decreased sensitivity, the lower signal variability on individ-
ual voxel basis and comparable peak correlation scores show that FW imaging has sufficient
sensitivity to detect functional activations. These results are promising for application
of focused wave imaging in a f{US-BMI, where low signal variability is key to facilitate
decoding of brain activity on a single trial basis.

4.4.2 Comparison to Existing Methods

Alternative approaches to improve brain coverage include the recently developed 1D
multi-array that enables simultaneously sampling of 4 planes at a fixed distance of 2.1 mm
[114], or optimized motorized sweeping to enable 3D fUS with a 1D array [47, 48]. While
these approaches leverage the superior image quality of a 1D array, the requirement of a
motorized linear stage makes these solutions impractical for a portable BMI or for human
fUS as a whole. Furthermore, they do not allow simultaneous high frame rate readout
across the brain.

OPW presents an effective middle ground, allowing large field of view brain imaging
at reduced channel count compared to fully populated 2D arrays. With its volumetric
capabilities, it eliminates the need for motorized scanning. However, the computational
requirements are high due to the large number of transmits required to achieve sufficient
Doppler dynamic range [51]. The large number of transmits limits achievable volume rates
and leads to a very high pulse repetition frequency (see table 4.3), which in turn raises
concerns about element overheating. In our implementation, we should have changed the
angular step to 0.5 deg as recommended by Sauvage et al. for a more effective suppression
of grating lobes [51]. This makes it currently challenging to run continuous, high frame
rate functional OPW recordings.

Our selective-plane imaging approach, allows to sample coronal and sagittal planes in
the same functional recording, although in this study these recordings were performed
subsequently. This is a benefit of using the RCA, and not possible with a traditional 1D
array. Finally, aligning a 1D transducer with the correct plane covering brain regions of
interest is challenging in the sagittal direction, due to the absence of distinct, symmetrical,
anatomical landmarks. Here, registration of the 3D angiogram of activation map solves
this issue, and allows accurate brain region alignment in both the sagittal and coronal
planes.

4.4.3 Implications and Potential Applications

Our approach of selective-plane imaging is fully adaptive, and offers several potentials for
fUS-BMI. Current fUS-BMI implementations rely on 2D imaging, thereby covering a limited
region of the brain. Therefore, 2D imaging is unable to capture task related activations
occurring outside the plane. As a result, there is growing interest in leveraging volumetric
fUS to expand brain coverage, with the potential of enhanced decoder accuracy and broaden
the range of possible outputs of a BMI. Current 4D fUS implementations using either fully
populated 2D matrix arrays or row column addressed (RCA) arrays generate large datasets,
imposing substantial demands on memory and computational bandwidth. This makes it
challenging to apply volumetric imaging to a real time closed loop BMI.
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Currently, fUS-BMI positions a 1D array in predefined slots in a 3D printed holder.
Initially aligning these slots with the correct plane can be cumbersome, and over time,
these predefined slots can misalign with the plane of interest, leading to decreased decoder
performance [151]. Our approach enables periodic registration of a 3D angiogram or
functional map and correction via electronic aperture reconfiguration to maintain proper
alignment, thereby reducing the need for precise transducer positioning. In the context of
implanted BMIs, the ability to electronically steer the imaging plane offers a tremendous
advantage.

BMI research has demonstrated that movement-related spatial representations are
typically distributed across different brain regions [23]. Therefore, simultaneously record-
ing from multiple regions, at reduced memory and computational overhead compared to
volumetric imaging, provides a significant advantage.

Although fUS-BMI research has indicated that decoding accuracy decreases with lower
spatial resolution, our focused wave imaging approach allows imaging with the same spatial
resolution as used by Norman et al. [22]. Non-human primates BMI research has shown
that the most informative voxels are spread across a 5 mm depth range in the cortex [23].
Due to the poor elevation resolution away from focus, multiple focus depths are needed
to ensure sufficient elevation resolution across depth, increasing the PRF and data rate.
To mitigate increased memory and computational bandwidth requirements, the sequence
can be further optimized to selectively receive only RF data around a small depth window,
tuned per focus depth transmit. This highlights the adaptability of the method.

This study, together with the recently introduced nonlinear sound sheet microscopy
[145], synthetic aperture imaging [152], and advances in orthogonal plane wave imaging
[51, 153], demonstrate the versatility of the row column addressed transducer architecture
in various applications. Together with sound-sheet microscopy, our work signals a shift in
strategy: from brute-force volumetric plane wave insonification to efficient, application
specific acoustic beams.

4.5 Conclusion

This study introduces selective-plane fUS, a reconfigurable ultrasound neuroimaging
method. By efficiently sampling targeted brain sections, our approach significantly reduces
data bandwidth and computational demands while maintaining a spatial resolution com-
parable to 2D fUS. Using selective-plane fUS, we successfully revealed activations in the
superior colliculus in response to visual stimulation, observed similar peak correlation to
3D fUS, and measured a reduced functional signal variability. Together, our findings makes
real-time, multi-region decoding of the brain possible, thereby addressing a pressing need
for compact and human implantable fUS-BMI paradigms.
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Nonlinear sound-sheet
microscopy: imaging opaque
organs at the capillary and
cellular scale

Light-sheet fluorescence microscopy has revolutionized biology by visualizing dynamic cellular
processes in three dimensions. However, light scattering in thick tissue and photobleaching
of fluorescent reporters limit this method to studying thin or translucent specimens. Here we
applied non-diffractive ultrasonic beams in conjunction with a cross-amplitude modulation
sequence and nonlinear acoustic reporters to enable fast and volumetric imaging of targeted
biological functions. We reported volumetric imaging of tumor gene expression at the cm3
scale using genetically encoded gas vesicles, and localization microscopy of cerebral capillary
networks using intravascular microbubble contrast agents. Nonlinear sound-sheet microscopy
provides a ~64x acceleration in imaging speed, ~35x increase in imaged volume, and ~4x
increase in classical imaging resolution compared to the state-of-the-art in biomolecular
ultrasound.

5.1 Introduction

The most informative method for observing dynamic cellular processes in vivo in 3D
uses light sheet microscopy that leverages genetically encoded fluorescent reporters [154].
Successive advances in light sheet microscopy now enable fast, large-volume, and high-
resolution imaging of fluorescently labelled cells in transparent or cleared organisms
[155, 156]. These capabilities have had a tremendous impact for example in developmental

This chapter is based on: @ Baptiste Heiles, Flora Nelissen, Rick Waasdorp, Dion Terwiel, Byung Min Park, Eleonora
Munoz Ibarra, Agisilaos Matalliotakis, Tarannum Ara, Pierina Barturen-Larrea, Mengtong Duan, Mikhail G. Shapiro,
Valeria Gazzola, and David Maresca "Nonlinear sound-sheet microscopy: imaging opaque organs at the capillary and
cellular scale." Science 388, no. 6742 (2025): eads1325. CC BY 4.0 [145].
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biology by enabling long-term imaging of embryogenesis [157-160].

A next frontier would be to achieve non-toxic deep tissue imaging with cellular precision
in living opaque organisms. Unfortunately, limitations inherent to optical microscopy
(penetration depth < 1 mm and phototoxicity) [161, 162] prevent large scale imaging in
opaque tissue. In addition, fast light sheet imaging [155] does not yet reach 1 mm?®/s
volume rates in living tissue [163], which makes dynamic imaging at the mesoscale [? ]
technically challenging.

The introduction of biogenic gas vesicles (GVs) [164] as the “green fluorescent protein
for ultrasound” provides an alternative to light for large-scale cellular imaging. The
fortuitous physics of ultrasound enables centimeters-deep scanning of mammalian tissue,
while genetically encoded GVs can interface ultrasound waves with cellular function
[165, 166]. To unlock the potential of GV-based acoustic reporter genes (ARGs) [167, 168]
and biosensors [169], there is a need for ultrasound imaging methods with high information
content, resolution, coverage, and translatability. Recently, 4D functional ultrasound
neuroimaging [49, 50] and 3D ultrasound localization microscopy [170] have positioned
ultrasound as a tool for basic biology research. However, it remains difficult to visualize
cellular function in three dimensions or to detect capillary networks.

Here we introduce nonlinear sound-sheet microscopy (NSSM), a method to image
targeted biological functions across cm® of opaque living tissue. NSSM relies on a large
field-of-view, high-frequency row-column addressed transducer array (RCA) [53, 55, 171]
and the transmission of non-diffracting ultrasound beams to detect cells labelled with
GVs [172] or vessels labelled with microbubbles (MBs) [173]. NSSM expands the field
of view of biomolecular ultrasound at 15 MHz [172, 174-176] from ~3.5 x 64 x 100 A3 to
80x80x100 A* (where A denotes the ultrasound wavelength), the upper bound 2D imaging
speed from 400 Hz to 25.6 kHz, and spatial resolution from 1x1x3.5 A* to 1x1x0.6 1>. We
demonstrate the versatility of NSSM by performing volumetric imaging of gene expression
in a cancer model, and nonlinear acoustic sectioning of the living cerebral vasculature
down to the capillary scale. Throughout the study, NSSM is compared to linear imaging as
reference.

5.1.1 Concept

In the NSSM paradigm, a sub-aperture of RCA-transducer elements N, (Fig. 5.1A) is used
to transmit cross-propagating ultrasound plane waves, or X-waves, from two adjacent half-
apertures at @ and —a angles (Fig. 5.1B). This spatially structured ultrasound transmission
gives rise to a non-diffractive acoustic pressure field in the XZ plane [177] exhibiting a
double acoustic pressure along the main-lobe of the beam, and a plane wave acoustic
pressure field in the YZ plane [178] (Fig. 5.1C). Acoustic pressure is further modulated
along the main lobe of the non-diffractive beam using a cross amplitude modulation
(xAM) pulse sequence [172] (Fig. 5.1D), which confines nonlinear scattering to a thin
sound sheet with a constant beam width regardless of depth (Fig. 5.1E). The sound sheet
beam extends up to the cross-propagation depth z¢, = Ny, /2cot(a) which is typically of
the order of 100A. 2D images are reconstructed from backscattered ultrasound echoes
received on elements of the orthogonal RCA array (Fig. 5.1B) using a delay-and-sum
beamforming algorithm (see Materials and Methods). The point spread functions (PSF) of
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resonant MBs are reported (Fig. 5.1F) for linear imaging or SSM (i.e. transmission TX1
only) and NSSM (i.e. transmissions TX1-TX2-TX3). We chose MBs as nonlinear point
targets in simulation rather than GVs because equations governing their vibration in
an ultrasound field are known. XZ-plane SSM and NSSM images showed similar PSFs
because both imaging modes operate at the same frequency (Fig. 5.1G). To scan a volume,
sound-sheet transmissions are swept electronically along the two arrays of the RCA-
transducer using a sliding aperture of elements (Fig. 5.1H). A % micro-scanning precision
is achieved by interleaving transmissions with and without a silent element at the center
of the sub-aperture (Fig. 5.1H), because the pitch p or inter-element spacing of the RCA is
approximately equal to A. 3D PSFs are reported in Fig. 5.11. Nonlinear imaging reduced the
3D PSF secondary lobes levels by 12.8dB + 4.4dB thanks to the confinement of nonlinear
MB scattering to the sound sheet plane. In terms of resolution, NSSM delivered an average
3D point spread function of 11x0.6Ax0.6A compared to 11x0.94x0.91 for SSM (Fig. 5.1])).
Additional data supporting Fig. 5.1 are provided in the Materials and Methods section and
in Fig. S1.

5.2 Results

5.2.1 Volumetric NSSM of gene expression at the cubic centimeter

scale
Nonlinear ultrasound imaging is key to detect GVs in a tissue context with high specificity
[172]. To test the ability of NSSM to visualize gene expression in 3D, we first imaged GVs
adapted as nonlinear bacterial ARGs [167, 176] (Fig. 5.2). We purified Anabaena flos aquae
GVs and embedded them in acoustically transparent phantoms at concentrations ranging
from optical densities (OD) at 500 nm of 0.5 to 2, thereby mimicking increasing expression
levels in cells [167] (Fig. 5.2A). The phantom was scanned with an orthogonal NSSM
sequence using a 55 pm scanning step. SSM detected GV wells at all concentrations (Fig.
5.2B) and normalized contrast-to-noise ratios (CNR) scaled by steps of 6.9 dB on average
from -20.8 dB for OD 0.5 to 0 dB for OD 2. NSSM detected GV wells at all concentrations
(Fig. 5.2C) and exhibited a larger, 33 dB dynamic range between the GV well at OD 0.5 and
the GV well at OD 2. We observed a lower increase in CNR from OD1.5 to OD2 possibly
owing to pressure-dependent ultrasound attenuation in a medium containing buckling
GVs [179]. Additional results for linearly and non-linearly scattering purified Anabaena
flos aquae GVs are reported in Fig. S2. A representative dataset can be found online [?

].

Next, we tested the ability of NSSM to visualize bacterial ARG expression, which is of
particular interest for the field of engineered bacterial biosensors [180] and therapeutics
[175, 176]. Two different strains of E. coli were used, a control strain and a strain transfected
with plasmid pBAD-bARGSer [176] leading to intracellular production of Serratia GVs,
which constitutively produce nonlinear scattering (Fig. 5.2D). Both strains of bacteria
were embedded in agar phantoms and imaged with NSSM (Fig. 5.2E). Imaging volumes of
8.8 x 8.8 x 10 mm® were reconstructed from 108 sound sheets scanning positions of the
RCA-transducer (Fig. 5.2G). As expected, the control strain did not show any nonlinear
contrast, whereas bacteria expressing Serratia GVs were detected both in 2D and in 3D
(Fig. 5.2E-G). NSSM detected nonlinear bacterial ARGs with a CNR of 27 dB.
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Figure 5.1 — (continued) (A) RCA design featuring long and thin transducer elements arranged as
rows (red) and columns (blue). (B) Top, X-wave transmission with a sub-aperture of column elements.
Bottom, reception of backscattered echoes with row elements. (C) Simulated X-wave acoustic
pressure fields in the XZ and YZ direction. (D) Top, spatial confinement nonlinear ultrasound
intensity along the main lobe of the X-wave beam using a xAM pulse sequence. Bottom, 3 pulses
of the xAM sequence that modulate acoustic pressure A along the main lobe of the X-wave beam.
(E) Simulated residual acoustic pressure field resulting from the xAM sequence in a homogeneous
nonlinear water medium. (F) Simulated images of four resonant MBs in a water medium. Top, SSM
image obtained from transmit event TX1. Bottom, NSSM image obtained from all transmissions
of the xAM sequence. (G) Top, SSM and bottom, NSSM intensity profiles through a resonant MB.
(H) Top, electronic sound-sheet micro-scanning along one array of the RCA. Bottom, orthogonal
sound-sheet micro-scanning process. (I) Top, SSM and bottom, NSSM orthogonally-scanned PSFs
of a resonant MB in the XY plane. (J) Top, SSM and bottom, NSSM intensity profiles through the
center of the 1% and 3" MB in the X direction.

5.2.2 Longitudinal NSSM of genetically labelled tumor cells

To go further, we investigated the ability of NSSM to image mammalian ARGs (mARGsS) in
a mouse model of cancer. Orthotopic tumors were induced bilaterally in the mammary fat
pads of female immuno-compromised mice by injecting cancer cells engineered to produce
nonlinearly scattering GVs [176] (Fig. 5.3A). In vivo mARG expression was induced via
doxycycline injections every day until day 4 or day 8. Tumors were imaged at day 4 after
induction in 3 mice and at day 8 after induction in 2 mice. A representative dataset can be
found online [? ].

While SSM images revealed anatomical structures, including tumor masses, NSSM
successfully revealed spatial patterns of mARG-expression within these tumor masses
(Results of Fig. 5.3B are also provided in Fig. S3 with an equal dynamic range and identical
colormap). At day 8 after induction, NSSM revealed the necrotic core of breast tumors via the
absence of gene expression. The high specificity of NSSM [172], which is robust to nonlinear
wave propagation artifacts, was key for this experimental observation. Volumetric imaging
enabled us to display cross sectional views of mARG expression in the XY plane, referred
to as a C-scan (Fig. 5.3B, right column). Tumors were clearly detected at both stages, but
necrotic cores were only visible at day 8 after induction.

Volumetric NSSM fused with anatomical SSM imaging is reported in Fig. 5.3C. The total
volume scanned extends across 8.8x8.8x9 mm?® and was acquired with a with scanning step
of 55 um along each array of the RCA-transducer. Fig. 5.3C displays cross sectional views of
gene expression in XZ, YZ and XY planes, illustrating 3D navigation capabilities of NSSM.
We quantified tumor and necrotic core volumes using a custom automatic segmentation
pipeline (Fig. 5.3D). At day 4 after induction, volumes measured with and without necrotic
cores were similar, whereas at day 8 after induction, volumes measured with and without
necrotic cores showed a statistically significant difference. A representative automatic
segmentation of tumor gene expression contours is provided in Fig. 5.3D. In these deep
tissue imaging experiments, in vivo patterns of gene expression remained quasi-static
because the breathing rate of anesthetized mice was ~60 breaths/min. We chose to operate
orthogonally scanned volumetric NSSM at 4 volumes/s, which was enough to prevent
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Figure 5.2 — Large volume NSSM of bacterial ARGs — Caption continues on the next page.
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Figure 5.2 - (continued) (A) Experimental setup showing the RCA-transducer in contact with an
agar phantom (gray) containing wells filled with increasing concentrations Anabaena flos aquae GVs
stripped of the shell-stiffening protein GvpC to exhibit nonlinear ultrasound scattering. The RCA
field of view is indicated in dashed white lines. (B) Left, SSM image for an angle =19 degrees. Right,
contrast-to-noise ratio of each well as a function of the GV optical density. (C) Left, corresponding
NSSM image. Right, nonlinear contrast-to-noise ratio of each well as a function of the GV optical
density. (D) Experimental setup with wells containing two strains of Escherichia coli bacteria, wild
type E. coli (blue) and GV-expressing E. coli. (green). See protocol (28) for bacterial ARG expression.
(E) Short axis and long axis NSSM images obtained with rows and columns of the RCA respectively.
(F) SSM and NSSM contrast-to-noise ratios measured out of 108 sound sheet positions across the
GV wells. The blue and green boxes correspond to CNR measured for respectively non-expressing
E. coli bacteria and E. coli expressing Serratia GVs. (G) 8.8x8.8x10 mm>volumetric SSM and NSSM
images of the phantom.

breathing motion artifacts. Note that in imaging scenarios that would require higher
volume rates such as imaging of calcium signaling, 3D NSSM could reach 200 volumes/s
(see table S1). The quantification of in vivo tumor volumes would have been impossible
based on anatomical ultrasound imaging alone, which highlights the potential of this
imaging method.

5.2.3 Ultrasound sectioning of the brain vasculature with Doppler

NSSM
Alongside genetically encoded GVs, synthetic lipid-shelled MBs are another class of ul-
trasound contrast agents used as vascular reporters. MBs exhibit amplitude-dependent
ultrasound scattering [181], which makes them detectable with amplitude modulation pulse
sequences as well [173, 182]. To test the capacity of NSSM to visualize MBs circulating
in blood vessels, we performed high-speed nonlinear Doppler imaging of the rat brain
vasculature (Fig. 5.4).

MBs tuned for high-frequency ultrasound were administered via tail vein injections
in anesthetized head-fixed rats (Fig. 5.4A). As reference, linear Doppler SSM images were
acquired at a 4.4 kHz framerate (Fig. 5.4B) and generated results similar to ultrafast
Doppler images of the rat brain [39]. Doppler NSSM images (Fig. 5.4C) were obtained
using amplitude modulated data and a high-pass filter to remove residual static echoes (see
Materials and Methods). Note that nonlinear Doppler results did not rely on any singular
value decomposition (SVD) filter [45]. Because nonlinear Doppler processing spatially
confines image data to a 100 pm x 9.6 mm x 8.8 mm thin sound sheet plane, we detected
fewer vessels in Fig. 5.4C than in Fig. 5.4B, which projects in one image echoes arising
from the oblique paths of each plane waves (see Fig 1C). As a result, the cortical surface
was clearly delineated in Doppler NSSM (Fig. 5.4C) whereas vascular signals projected
from the oblique paths of each plane waves were visible above the cortex in Fig. 5.4B.
Supplementary Fig. S4 shows that Doppler NSSM is more sensitive to slow blood flows
than Doppler SSM based on SVD filtering, in line with previous observations [183].

Next, we performed ultrasound sectioning the rat brain vasculature with sub-wavelength
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Figure 5.4 - (continued) (A) Experimental setup. (B) Coronal section of the rat brain vasculature
acquired with 4.4 kHz Doppler SSM after MB injection from 2100 images. (C) Same brain section
acquired with 4.4 kHz Doppler NSSM after MB injection from 2100 images. (D) Doppler NSSM of
three adjacent coronal brain sections with a 55um micro-scanning step. (E) Structure Similarity
Index Matrix calculated using 4 Doppler NSSM acquisition in each of the three adjacent planes
(Asterisks show statistical significance using t-test of two independent samples (P values are all
inferior to 10721,*** P < 0.001, **** P < 0.0001). (F) Multi-view NSSM imaging principle using two
sub-aperture of elements of the RCA-transducer. With our RCA probe, imaging planes can be spaced
up to 6 mm, and imaging speed was set to 1.7 kHz per plane. (G) High-speed multi-view Doppler
NSSM of two coronal planes. (H) High-speed multi-view Doppler NSSM of two symmetric sagittal
planes. (I) Doppler spectrum revealing peak cerebral blood flow and pulsatility of a cortical arteriole
of the left hemisphere. (J) Doppler spectrum revealing peak cerebral blood flow and pulsatility of a
cortical arteriole of the right hemisphere.

scanning steps of 55 um (Fig. 5.4D), acquiring four consecutive Doppler acquisitions per
plane. We assessed vascular changes quantitatively in these adjacent planes by computing
structural similarity index matrix values for each Doppler acquisition (Fig. 5.4E). Intra-sets,
the structural similarity index averaged to 0.99 indicating that vascular images were nearly
identical across cardiac cycles. Inter-sets, the index dropped to 0.96 confirming that we
observed two separate vascular planes.

Inspired by multi-slice tomography techniques, we tested the ability of Doppler NSSM
to capture multiple views of the brain simultaneously. To do so, we interleaved pulse
sequence transmission using two sub-apertures of elements of the array (Fig. 5.4F and
supplementary Fig. S5), because RCA arrays cannot discriminate echoes arising from two
different planes in reception. In this configuration, we set our imaging rate to 1.7 kHz in
both sound-sheet planes. To demonstrate the versatility of this approach, we imaged two
coronal vascular planes separated by 3.3 mm using the first array of the RCA-transducer
(Fig. 5.4G). Similarly, we imaged two sagittal vascular planes separated by 3.3 mm using
the second array of the RCA-transducer, revealing symmetric vascular planes in each
hemisphere (Fig. 5.4H). Last, we processed SSM Doppler spectrograms in each sagittal
plane to show that acquisitions were continuous and co-registered in time (Fig. 5.41-J, and
Fig. S6). The Doppler-derived heartrates were equal to 298 bpm and 295 bpm in each brain
hemisphere, respectively.

5.2.4 NSSLM reveals the brain capillary vasculature

In 2015, vascular ultrasound was redefined by the introduction of ultrasound localization
microscopy (ULM), a super-resolution method that can map the in vivo microvasculature
with a % resolution [184]. A drawback of current ULM processing is that SVD-based filters
used to isolate MB echoes are unable to detect slowest blood flow velocities occurring in
capillary beds [183, 185]. As a consequence, ULM has not been able to visualize capillaries
despite capillaries representing the largest vascular territory of living organisms [186].
Because the NSSM detection of MBs relies on nonlinear MB scattering rather than MB
motion, we hypothesized that the combination of NSSM and ULM could potentially reveal
capillary beds in vivo.
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Figure 5.5 - Nonlinear sound-sheet localization microscopy of rat brain capillaries (A) ULM
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artery and vein velocity band (15-150 mm/s). (F) Composite NSSLM image display all cerebral blood

flow velocity bands.
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We investigated nonlinear sound-sheet localization microscopy (NSSLM) of the cerebral
capillary vasculature in Fig. 5.5. Craniotomized rat brains perfused with MBs were imaged
at 1 kHz using NSSM in a coronal mid-brain plane over the course of 105 seconds, leading
to the acquisition of 105 frames (Fig. 5.5A). Two independent post-processing pipelines
were used to generate state-of-the-art ULM images and NSSLM images. For NSSLM, signal
processing consisted in first filtering MB echoes with the amplitude modulation step of
NSSM. Second - and to increase the signal-to-noise ratio and compensate for attenuation
— the 1-lag cross-correlation of the AM signal was computed and the signal was further
adjusted using an adaptive time gain compensation function. To remove residual nonlinear
tissue signals, a singular value decomposition clutter filter was applied with a cutoff of 1
singular value. Finally, a 3D-FFT fan filter was implemented, and the signal was decomposed
in the following velocity bands: [0-3] mm/s, [3-15] mm/s, [15-25] mm/s, [25-60] mm/s
and [60-150] mm/s. The imaging dataset was transformed back to the spatiotemporal
domain, and MBs were localized using the radial symmetry algorithm [187]. Individual MBs
were paired with the Kuhn-Munkres [188] assignment to retrieve MB trajectories.

Fig. 5.5B displays SSM Doppler and NSSM Doppler images filtered in the capillary flow
velocity band (0.5 to 3 mm/s) [189, 190], showing that NSSM retrieves vascular signals
in cortical and hippocampal regions of the rat brain with a good SNR, whereas the SSM
images is mostly filled with diffuse vascular noise. In particular, low velocities located
at the wall of the sinus vein were visible in Doppler NSSM. Time-series of NSSM frames
filtered in the capillary velocity band (Fig. 5.5C) showed the dynamic of slow flowing MBs
captured with NSSM, which constitutes the basis for NSSLM post-processing. Individual
microbubbles that are quasi-static are indicated with white arrows. Over the course of
75 ms, several MBs progress by less than half a wavelength (57 um), indicating that their
velocities were below 0.8 mm/s, which falls in the range of capillary flow velocities.

As a reference, we processed a state-of-the-art ULM density map using X-wave trans-
missions (Fig. 5.5D). In comparison, NSSLM (Fig. 5.5E-F) enabled mapping of capillary beds
segmented with a 0-3 mm/s flow velocity band (Fig. 5.5E, left panel), arterioles and venules
segmented with a 3-15 mm/s flow velocity band (Fig. 5.5E, middle panel) and arteries and
veins segmented with a 15-150 mm/s flow velocity band (Fig. 5.5E, right panel).

A composite NSSLM image showing all vascular compartments is presented in Fig. 5.5F.
Vascular structures displayed in the NSSLM image appeared clearly denser than structures
detected with ULM, as expected from capillary beds [186]. The results for the second plane
exhibit similar characteristics and are presented in supplementary Figs. S8 and S9.

5.3 Discussion

We report NSSM, a fast and volumetric imaging method capable of visualizing targeted
biological processes at the organ scale. NSSM introduces nonlinear sound-sheet beams in
the field of ultrasound imaging and is capable of detecting two major classes of ultrasound
contrast agents, genetically encoded GVs and intravascular MBs. Thanks to its all-acoustic
nature, NSSM circumvents certain limitations of light-sheet or multi-photon microscopy
[156, 191, 192] such as phototoxicity, photobleaching of fluorescent reporters and complex
single-objective microscope designs based on oblique illumination.
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In 2D, NSSM achieved framerates of 4.4 kHz in thin sound-sheets of 0.1x8.8x12.9 mm?3,
or 1x89x130 A3. We show that sound-sheet beams can be arbitrarily positioned within the
8.8x8.8 mm? active aperture of a 15 MHz RCA-transducer and swept electronically along
each orthogonal array with a sub-wavelength precision of 55 pm ( %)

NSSM can be further tuned for speed or spatial coverage. Inspired by multi-slice
imaging of the brain [193], we report fast multi-view NSSM at a framerate of 1.7 kHz,
enabling Doppler imaging of the rat brain. Symmetric planes in each brain hemisphere
can be observed simultaneously and enable studies of lateralized brain function. Note that
single slice and multi-slice Doppler NSSM do not enable 4D ultrafast Doppler imaging
because it is not illuminating the whole volume of view at once but rather sub-wavelength
thin slices at kHz framerate. This multi-slice approach could be of interest to study vascular
activity in a few predefined brains regions. One advantage of multi-slice Doppler NSSM
compared to 4D Doppler imaging would be to significantly reduce data rate.

The 64x increase in 2D imaging speed compared to xAM imaging enabled localization
microscopy of the cerebral capillary vasculature. Here, the combination of kHz imaging
with specific MB detection regardless of MB velocity was fundamental to chart capillary
territory and opens the way for imaging of microvascular activity deep in intact tissues.
Here, we acquired 2D super-resolution vascular images in parallel coronal planes spaced
by several millimeters. Future work will investigate the feasibility of 3D NSSLM of the
capillary vasculature using fast electronic sweeping of sound-sheet beams along adjacent
planes spaced by half a wavelength. Orthogonal NSSM microscanning enables volumetric
imaging of genetically encoded bacterial and mammalian ARGs. In particular, 3D NSSM
enabled longitudinal molecular ultrasound imaging of gene expression in a tumor model.
The imaging method creates the possibility for in vivo tumor volume quantification in
mammalian tissue. The high specificity of cross amplitude modulation was critical to reveal
the necrotic core of tumors, which classical pulse sequences would underestimate owing
to nonlinear wave propagation artifacts.

5.3.1 Limitations

To put our method in context, we summarize here what limits the performance of NSSM in
terms of depth, speed and volume. The imaging depth of SSM and NSSM are identical and
limited by the cross-propagation depth z, (see Materials and Methods). For a transmitting
aperture of 64 elements, an inter-element spacing of 110 pm and a cross-propagation angle
a = 15deg, zp is approximately equal to 13 mm. NSSM imaging speed is limited by speed
of sound in 2D, and speed of sound and the number of scanning steps in 3D. Theoretically,
NSSM can reach 25 600 images/s and 233 volumes/s (see Table S1). The field of view
of NSSM is limited by the size of the active surface of the transducer array. A 15 MHz
RCA of 160 elements provides an accessible field of view of ~8.8x8.8x10 mm®. A 15 MHz
RCA of 256 elements would provide an accessible field of view of ~12.8x12.8x10 mm?. For
comparison purposes, the limits of 4D functional ultrasound neuroimaging reported in
the literature [49] are a depth of 15 mm, a speed of 6 volumes/s and a field-of-view of
9.6x9.6x15 mm®.

Overall, the NSSM paradigm complements the capabilities of volumetric ultrasound
imaging methods such as functional ultrasound, orthogonal plane wave imaging [53],
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synthetic aperture imaging [171] or xDoppler [153] that provide anatomical or vascular
information at the mesoscale but do not enable molecular or cellular imaging. In addition,
2D NSSM provides an improved resolution in elevation which can be as low as 0.4 A [172]
versus > 31 [134] for linear transducer arrays.

A first limitation of NSSM is that the requirement for symmetric half-apertures to
generate sound-sheet beams prevents imaging on the edge of the RCA-transducer. How-
ever, orthogonal NSSM microscanning allows the retrieval of part of this missing volume
such that the surface area lost in the corners of the active surface of the RCA-transducer
represents 11% (77.44 cm?to 69.24 cm?). In addition, wider RCA-transducers made of 256
elements could be operated with our current hardware and would automatically increase
the field of view.

A second limitation lies in the volumetric imaging rate achievable with SSM, which
lies in the hundreds of Hz and not kHz. This volume rate remains comparable to other
high quality RCA volumetric imaging methods, such as functional Orthogonal Plane Wave
(OPW) neuroimaging [51] or synthetic aperture B-mode imaging [55]. Compared to 2D
ultrafast Doppler imaging based on tilted plane wave transmissions, Doppler NSSM requires
the injection of nonlinear ultrasound contrast agents into the blood stream. Both Doppler
approaches rely on the continuous transmission of ultrasound waves at kHz framerates.
Doppler NSSM outperforms 2D ultrafast Doppler imaging in terms of resolution in elevation
and detection of slow cerebral blood flows. Note that Doppler NSSM is not suited for 4D
Doppler imaging because it is not insonifying the whole volume of view at once but rather
sub-wavelength thin tissue sections. 4D ultrafast Doppler imaging has been implemented
on RCA arrays using OPW transmissions [51].

A third limitation of our study is that brain imaging was performed in craniotomized
animals. The transcranial potential of NSSM has not been explored. Meanwhile, NSSM
will be compatible with chronic acoustic windows [194]. In light of recent advances in
transcranial ULM using fully addressed or RCA probes, we foresee that transcranial NSSLM
will achieve a similar sensitivity to capillary flow as sensitivity arises from the NSSLM
method itself.

NSSM would also benefit from the development of monodisperse MBs tuned for high
frequency ultrasound because it would improve Contrast to Noise Ratio (CNR) and allow
us to reduce MB doses administered [195].

The performance of NSSM is also bound by the collapse pressure of ARGs. A tradeoff
exists between imaging depth that requires high acoustic pressures, and near field detection
of ARGs that would be destructed if high acoustic pressures are used. We acknowledge that
validation is a long-standing challenge for super-resolution ultrasound imaging in general
and NSSLM of capillary beds in particular. NSSLM provides a combination of depth and
resolution inaccessible to other in vivo techniques, making cross-referencing challenging.
Hierarchical phase-contrast tomography at the European Synchrotron Radiation Facility
[196] could serve as a comparison in the future.

Capillary flow velocities reported in our manuscript are consistent with other studies
[185], and MB entry and exit from capillaries could be observed by combining continuous



5.4 Materials and Methods 93

NSSLM acquisitions at kHz framerates with long ensemble SVD filters. A significant
advantage of NSSLM over conventional ULM is that sound-sheet imaging confines the
echoes of intravascular microbubbles to a plane with a sub-wavelength resolution in
elevation. This alleviates the risk of mapping out-of-plane vessels.

5.3.2 Summary

To conclude, the combination of latest and future generation acoustic probes [197] with
NSSM carries a wave of opportunities for deep tissue imaging of dynamic biological
processes. NSSM offers an unprecedented high spatiotemporal resolution and coverage to
explore living opaque organs across scales.

5.4 Materials and Methods

Generation of non-diffractive ultrasound beams

RCA rows or columns were used to transmit simultaneous cross-propagating plane waves
). The two transmitted
plane waves interfere along a 2D plane, referred to as the sound-sheet plane. During
cross-propagation, an X-wave with a double amplitude is generated and propagates with a

supersonic velocity COS( - until the cross-propagation depth z., = —> cot(a). Ultrasound
echoes received by the array orthogonal to the transmitting array are processed to gen-
erate an image. Image reconstruction relies on a delay-and-sum beamforming algorithm
with the assumption that ultrasound backscattering only arises from the sound-sheet
plane. For beamforming delay laws, see the image reconstruction paragraph and reference

[173].

Sub-wavelength micro-scanning and 3D ultrasound imaging
Non-diffractive beams can be generated two ways (see Fig. 5.1H). First, using two contigu-
ous sub-apertures of RCA-transducer elements. This focuses the sound-sheet plane at a
position xss = xp =(n—1)p+ %, with n the number of elements and p the pitch or inter-
element spacing of the RCA-transducer. Second, using two sub-apertures of RCA-transducer
elements separated by an inactive element. This focuses the cross-propagation plane at
a position xss = x, = np. In practice, these two transmissions generate non-diffractive
beams with main-lobes separated by a distance of % The thickness of the sound sheet
was estimated using INCS simulations [173], the Full Width at Half Maximum (FWHM)
of the main-lobe of the non-diffractive beam can be approximated with the following
relation:
0.321

FWHMgg = —
sin(a)

In particular, the FWHM becomes smaller than the wavelength for any angle o > 18.66°.

By performing sound-sheet micro-scanning in X and Y, a volume is sampled. Note that
sound-sheet micro-scanning can also be performed along only X or Y. Because sound-sheets
are generated using two half-apertures, the field of view FoV is reduced compared to active

surface of the RCA-transducer: FoV = Ny x p — 2 % N;‘p . The volume occupied by the
main-lobe of a sound sheet beam is therefore: zc, x FWHMsgs X Warray, With Warray = Niotal p
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the full width of the RCA array. Therefore, the volume of sound-sheet scan along one array
is equal to:

Zep X NssFWHMgs X Warray
with Ngs the number of sound sheet positions.

By using varying aperture sizes, it is possible to extend the field of view further, but then
the propagation depth z, is reduced. To keep z, constant, one possibility is to decrease
angle a. Considering a minimum half-aperture for sound-sheet transmission Neqp , the
total field of view covered by a scan in one direction is:

2
Zep X (Niotal — Nred)p X Warray = Zcp X Warray — Zcp X Warray X Nred
and for a 3D scan along X and Y, this becomes:
2 2
Zcp x Warray - 4(Nredp)

When compared to active surface of the RCA-transducer, this leads to a field of view
reduction of:

2 2 2
1— ZCP(Ntotal - 4Z\]red )P -4 ered
Zcp (]\]totalp)2 ]Vt%)tal

In our study, we used a reduced aperture of as low as 12 elements, leading to a 11% loss
in image volume.

Spatial confinement of nonlinear scattering via amplitude modula-
tion:

In NSSM, the same half-apertures are used for two additional transmits, each firing in-
dependently this time (see events TX2 and TX3 in Fig. 5.1D). As no cross-propagation is
taking place in this case, the acoustic pressure delivered along the sound-sheet plane has a
twice lower amplitude than TX1. An amplitude-modulated signal can thus be obtained
by subtracting echoes received from TX2 plus TX3 from echoes received from TX1. This
operation is done on the radiofrequency data and the residual signal is beamformed and
further processed. A 3D NSSM image can also be obtained by performing three xAM pulse
transmissions for every sound-sheet position in X and Y.

Sound-sheet image reconstruction:

To reconstruct an image from the sound-sheet, we make the assumption that backscattered
echoes originate only from the sound sheet plane. If the sound sheet plane is oriented
with its normal along the X direction, then all scatterers can be assumed to have the same
y coordinate. The forward delay for a scatterer at a position (xs, ys, z5) can be written
as:

s _ zscos(a)

z
tr (x5, Y5, 25) = —
f\Xs> Vss s Cos c

With ¢, the supersonic speed of the sound-sheet and ¢, the speed of sound in the medium.
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The return delay for a scatterer at a position (xs, ys, 25) is calculated for the array
orthogonal to the transmitting array to restore focusing and is written as:

JZE+y?

Co

tr (xs, Vs zg) =

Itis important to notice that ¢ only depends on zs, x5 while ¢, only depends on z;, ys.

Simulation of linear and nonlinear sound-sheet beams:

Linear and nonlinear sound-sheet beams reported in Fig. 5.1C and Fig. 5.1E were computed
with the Iterative Nonlinear Contrast Source (INCS) method [173]. Briefly, INCS was
developed to solve the four-dimensional spatiotemporal Westervelt equation describing
nonlinear sound wave propagation. Simulations were conducted within a computational
domain X x Y xZ = 6.5x 13 x 10.5 mm?. The propagation medium consisted of water and
was characterized by a mass density py = 1060kg.m™> and a speed of sound ¢y = 1482 m.s™1.
The incident beam had a center frequency f, = 15MHz. The simulated RCA array consisted
of 64 individual elements, each with length 12.8 mm, and a pitch of 100 gm. The transmitted
pulses were modelled as Gaussian-apodized sine-bursts:

_ t—Ty 2
T.,/2

with T,, = 175 representing the duration of the Gaussian envelope and T; = fl +Aya

p(t) = Pyexp sin[27 fo (¢ — Ty)],

total time delay. The latter consists of a fixed delay for keeping p(¢ = 0) ~ 0, plus a delay
per element for the beam steering. Beams are simulated for an angle a = 20.7°. The peak
acoustic pressure of the elements surface was Py = 400 kPa. A sampling frequency of 90
MHz was used to discretize the spatiotemporal domain.

Simulation of NSSM point spread functions:

We simulated the response of 4 resonant microbubbles in a homogeneous water medium
using the k-Wave simulation toolbox. MBs were positioned at z = 1;2;3 and 4 mm and
centered in the middle of the domain. Each MB had a diameter of 1.5um, leading to a
resonance frequency of 15.625 MHz. In this simulation, the geometry of the transducer
consists of 43 elements with a height of 4.3 mm, a width of 100 ym and a pitch of 100 um,
and a bandwidth of 14 to 22 MHz. 22 sound-sheet transmissions were simulated with
a scanning step of 50 ym, an angle «=21", a 4-cycles Gaussian-apodized sine-burst and
an acoustic peak pressure of 400 kPa at the transducer surface. The radiofrequency data
was beamformed using the delay-and-sum algorithm described above. For 3D imaging,
we permuted simulation data to emulate data of the orthogonal array as our problem is
symmetric.

Ultrasound imaging of a wire phantom:

A 15 MHz RCA probe with 80+80 elements (Verasonics, Kirkland, WA, USA) with a pitch
or inter-element spacing of 110 pm was placed over a 3D wire phantom (model 055A from
CIRS, VA, USA). The wires were oriented at an angle from the orientation of the rows and
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columns elements. SSM images were obtained using a 14° angle per array (2 transmits
per voxel result) and a combination of [7°, 15°, 20°] angles (6 transmits per voxel result).
As reference, an orthogonal plane wave (OPW) acquisition with an angle of -18 degrees
was used (2 transmits per voxel result) and 2x32 transmits ranging from —21° to 21° (64
transmits per voxel result). Imaging results are reported in supplementary Fig. S1. C-scans,
i.e. images in the XY plane, reveal wires in diagonal. For the SSM case, micro-scanning
was performed with a 55 ym step. In-plane images, i.e. XZ scans, reveal a single wire cross
section. Waveforms transmitted in both case were 13.6 MHz, 0.5 cycles sine-bursts.

NSSM performance compared to xAM imaging

Imaging speed: The gold standard for non-destructive imaging of acoustic reporter genes in
a tissue context is a method called cross amplitude modulation imaging (xAM). xAM image
acquisition operates line by line [172]. An image is typically formed of 64 image lines, and
for each line the 3 pulses of the amplitude modulation sequence are transmitted sequentially.
In the end, the acquisition of one xAM image requires 3 x 64 pulse transmissions. In NSSM,
cross-propagating plane waves transmitted using the long elements of a row-column array
intersect along a plane. The acquisition of one 2D NSSM image requires only 3 pulse
transmissions. 2D NSSM is therefore 64 times faster than 2D xAM.

Imaging volume: xAM imaging operates on linear arrays of transducer elements. The
volume insonified by xAM is a function of the width of the ultrasound beam in elevation
(off-plane direction). At 15 MHz, the thickness of the ultrasound beam is ~350 um or 3.5 A
as illustrated below (see Mac’e et al. Neuron 2018, Figure S2D). A typical xAM image has a
width of 64 A (64 image lines spaced by 1 1), a depth of 1 cm or 100 A and an elevation of 3.5
A. This leads to an insonified volume Vyam = 3.5%64x100 A3, In comparison, NSSM operates
on a RCA array with an active surface of 8.8 by 8.8 mm. The imaging volume accessible is

therefore Vssm = 80x80x100 A3. The leads to a volume ratio ‘3‘1% = 35.

Ultrasound imaging of GV phantoms:

Fig. 5.2A: Anabaena flos aquae GVs were cultured and transferred to sterile separating
funnels. Buoyant cells were separated from the growth media through natural flotation, and
GVs were harvested after 48h of hypertonic lysis. A cycle of centrifugation and resuspension
allows to purify the GVs further. A stock of Anabaena flos aquae GVs was stripped of their
GvpC protein layer with a 6-M urea solution to obtain nonlinearly scattering GVs (AGvpC
GVs). A 2% agar phantom comprising 2 mm in diameter wells was casted using custom-
printed molds and imprints. For each of the 4 wells, the concentration is increased starting
with a concentration measured optically at OD0.5, OD1, OD1.5 and OD2. Images were
obtained with the 15 MHz RCA-transducer (Verasonics, Kirkland, WA, USA). Waveforms
transmitted were 13.6 MHz, 0.5 cycles sine-bursts. The X-wave angle o was set to 19°.

Fig. 5.2D: Escherichia coli bacteria were grown for 20 hours at 37°C, 220 RPM flask
shaking in a terrific broth medium with 0.5% arabinose, 0.2% glucose and BME vitamins. In
one case, plasmid pPBAD-bARGSer was transferred to the E. coli strain (courtesy of Shapiro
Lab, derived from plasmid Addgene #192473) via electroporation. These cells produced
Serratia GVs that are constitutively nonlinear scatterers. Both bacterial populations were
then transferred to the phantom.
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Ultrasound imaging of a cancer model:

All in vivo experiments were performed under protocol 1761, approved by the Institutional
Animal Care and Use of Committee of the California Institute of Technology. Animals were
housed in a facility maintained at 71-75 °F and 30-70% humidity, with a lighting cycle of
13 hours on and 11 hours off (light cycle 6:00-19:00). Tumor xenograft experiments were
conducted in NSG mice aged 12 weeks and 6 days (Jackson Laboratory). As we relied on
an orthotopic model of breast cancer, all mice were female. MDA-MB-231-mARGAna cells
were grown in T225 flasks in DMEM supplemented with 10% TET-free FBS and penicillin—
streptomycin until confluency as described above. Cells were harvested by trypsinization
with 6 ml of trypsin/EDTA for 6 minutes and quenched with fresh media. Cells were
washed once in DMEM without antibiotics or FBS before pelleting by centrifugation
at 300G. Cell pellets were resuspended in a 1:1 mixture of ice-cold Matrigel (HC, GFR)
(Corning, 354263) and PBS (Ca2+, Mg2+-free) at 30 million cells per milliliter. Then, 50-
ul Matrigel suspensions were injected bilaterally into the 4" mammary fat pads at 1.5
million cells per tumor via subcutaneous injection. Twelve hours after tumor injection and
every 12 hours thereafter (except the mornings of ultrasound imaging sessions), test mice
were intraperitoneally injected with 150 pl of saline containing 150 pg of doxycycline for
induction of GV expression.

The 15 MHz RCA probe was operated to transmit pulses at 110 sound-sheets positions
along each array, so 220 positions in total. For each sound-sheet position, waves were
transmitted using 7 angles ranging from 15° to 21° with steps of 1°. For each sound-sheet
position, the 3 pulses of the sequence were transmitted for the first angle, then the 3 pulses
of the sequence were transmitted again for the next angle and so on until the last angle was
reached. Then, the same set of transmit events was used for the next sound-sheet position.
Scanning started on array 1 made of piezo-elements 1 to 80 and continued on array 2 made
of piezo-elements 81 to 160. All 3D renderings were generated using the Avizo rendering
software (ThermoFisher®). To segment and measure the tumor and hypoxic core, the
data was first 3D-Gaussian filtered (standard deviation ¢ = 0.6) and interpolated twice in
each direction. The data was then normalized, and log-compressed and tissue attenuation
was taken into account with an average tissue attenuation factor of 0.54 dB/MHz/cm.
Attenuation was further corrected to aim for a uniform noise contrast value through depth
of the image. The resulting volumes were filtered using a 3D Gaussian kernel with a
standard deviation of o = 50, and an isotropic size of 21 pixels was added pre binarization
to yield better results. Then, a 2D binarized image is created by calculating global image
threshold using Otsu’s method controlled by a threshold luminance value set for each of
the directions and each of the mice. The open volume result was then closed and measured
using the regionprops function in Matlab (The Mathworks Inc, Natick, MA, USA). Tumor
and necrotic core volumes were estimated three times out of each 3D NSSM scan. Two
estimates were calculated out of sound sheet micro-scanning in the X and Y direction
respectively. After compounding volumetric data in the X and Y direction, we estimated
tumor and necrotic core volumes a third time by detecting contours of gene expression
digitally in the Z direction. With this approach, we calculated an average value for the
volume of the tumor and hypoxic core presented in Fig. 5.3D.
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Ultrasound Doppler imaging:

The RCA probe was used to image the vascular function of a rat brain (Sprague Dawley, fe-
male, 280g). All experiments were performed under CCD license number AVD8010020209725
at the Koninklijke Nederlandse Akademie van Wetenschappen with Study Dossier number
213601. Immediately after isoflurane induction, carprofen, and butorphanol were delivered
subcutaneously. The animal was prepared (shaved, disinfected, placed in earbars) and
surgery began no sooner than 20 minutes after injections. A catheter was placed in the
tail vein. Heparin was injected to prevent blood clots forming in the catheter. 14x14
mm craniotomies were performed. Carprofen and butorphanol were delivered subcuta-
neously during surgery (respectively 5mg/kg and 2mg/kg). To prevent cerebral edema,
dexamethasone was given subcutaneously with a dosage of 2.5mg/kg.

After craniotomy, the RCA probe was positioned over the cranial window of anes-
thetized animal. Sound-sheet were transmitted with an 18° angle and 38 elements were
used for each half apertures. The transmitted pulses were 2-cycle sine-bursts centered at
15.6 MHz. For Fig. 5.4C, 2100 frames were acquired with a frame rate of 4400Hz. For Fig.
5.4D, 2100 frames were acquired with a frame rate of 300Hz, leading to a 7s long acquisition.
For Fig. 5.4G and 4H, 2100 frames were acquired with a frame rate of 1700Hz, leading to
a 1.24s long acquisition. The average heart rate throughout the experiment is 419 bpm,
leading to a cardiac cycle of 143 ms which is short enough to be captured several times
in our acquisition. In these experiments, 1.0 x 108 microbubbles (Micromarker® Fujifilm,
Bracco) were injected in a bolus through a tail vein catheter.

The Structural Similarity Index Matrix is calculated as:

(Zﬂxﬂy + Cl)(zo'xy +C2)

SSIM(x,y) =
(*.7) (L2 + ,u?, +C)(o2+ 0'5 +Cy)

where iy, jiy, 0x, 0y, and oy, are the local means, standard deviations, and cross-
covariance for images x, y , obtained from the intensity images after beamforming, and
C1, C, are regularization constants for luminance and contrast. The Structure Similarity
Index Matrix in Fig. 5.4E is calculated from the 3 adjacent frames. Asterisk show statistical
significance using t-test of two independent samples (P values are all inferior to 10~21)
(***P < 0.001, **** P < 0.0001).

For Fig. 5.4F-], three pulses were transmitted at sound sheet position 1 with a time
between pulses set at 89 ps. These pulses were next transmitted at sound sheet position 2.
This sequence was repeated to acquire data for Doppler processing in two separate planes.
A total of 2100 frames was acquired per sound sheet position with a frame rate of 1700Hz,
leading to a 1.24s long acquisition. The average heart rate throughout the experiment
was ranging from 300-360 bpm, leading to a cardiac cycle of 166-200 ms which is short
enough to be covered in between 6-8 times during our acquisition. Here as well, 1.0x 10
microbubbles (Micromarker® Fujifilm, Bracco) were injected in a bolus through a vein
catheter.
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Super-resolution ultrasound imaging:

For the ULM and NSSLM experiments, similar surgical procedure and ultrasound pulse
sequences were used than in the previous section. Ultrasound acquisitions were performed
at a 1 kHz in two sound-sheet planes, recordings were continuous and lasted 105 seconds.
Radiofrequency data for NSSLM was first filtered using the xAM operation and frames
were beamformed using a delay-and-sum algorithm. Two independent post-processing
pipelines were used to generate state-of-the-art ULM images and NSSLM images (see Fig.
S7).

For ULM, the 1-lag cross-correlation is computed from the beamformed images, and
then an adaptive TGC is computed and applied. MB echoes were retrieved using an SVD
filter with a cutoff of 2 singular values. Using a 3D FFT fan filter, the resulting data is filtered
in the temporal frequency domain: a hard-cutoff is implemented to get rid of low-frequency
components [198-201]. The data is then processed to detect microbubbles with respect to
their intensity, and then a radial symmetry localization algorithm was applied, followed by
Kuhn Munkres pairing for trajectory reconstruction [188].

For NSSLM, signal processing consisted in first filtering MB echoes with the amplitude
modulation step of NSSM. Second, to increase the signal-to-noise ratio and compensate for
attenuation, the 1-lag cross-correlation of the AM signal was computed and the signal was
further adjusted using an adaptive time gain compensation function. To remove residual
nonlinear tissue signals, a singular value decomposition clutter filter was applied with
a cutoff of 1 singular value. Finally, a 3D-FFT fan filter was implemented in the spatio-
temporal frequency domain, and the signal was decomposed in the following velocity
bands: [0-3] mm/s, [3-15] mm/s, [15-25] mm/s, [25-60] mm/s and [60-150] mm/s [198-201].
The imaging dataset was transformed back to the spatiotemporal domain, and MBs were
localized using the radial symmetry algorithm [187]. Individual MBs were paired with the
Kuhn-Munkres assignment to retrieve MB trajectories. For the composite rendering of
NSSLM, two colorscales are applied based on different velocity domains.
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Figure S1 - Experimental SSM and Orthogonal Plane Wave (OPW) linear imaging of a
wire phantom. a) Experimental SSM and Orthogonal Plane Wave (OPW) linear imaging of a wire
phantom. The first 2 columns are obtained by transmitting on each of the row and column array
once (one single transmit per array). The top left image displays a C-scan obtained from multiple
sound sheet micro scanning of the volume in both directions while the right panel displays the result
on a single sound sheet. Images in the third and fourth column are obtained with three compounded
angles for SSM and 2x32 angles for OPW and show C-scan and a single compounded sound sheet.
b) Intensity profiles are plotted the SSM and OPW linear images with the color code indicated on
overlay in the h panel.
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Figure S2 - Imaging of wild type Anabaena and stripped Anabaena GVs. a) Schematic of
the phantom configuration. An agar phantom (gray) immerged in phosphate buffered saline (PBS)
contains wells filled with agar and linearly scattering Anabaena flos aquae gas vesicles and nonlinearly
scattering Anabaena flos aquae gas vesicles stripped from the accessory protein GvpC. Top, cross-
sectional view of the GV wells. Bottom, long axis view of the GV wells. b) 8.8x8.8x10mm3volumes
obtained from SSM (top) and NSSM (bottom) single direction micro scanning sequences (108 sound
sheet positions). SSM clearly picks up increased signal in the wells compared to the surrounding
agar while NSSM extinguishes linear signal successfully to retain the wells containing GVs without
GvpC.
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Figure S3 - Imaging of mARG-expression in tumors. a) Left, SSM images of 4- and 8-days old

tumors. Right, NSSM images revealing mARG expression in tumors. All images are displayed with a
40 dB dynamic range and the same color scale.
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Figure S4 — Doppler NSSM of perfused craniotomized rat brains. a) Frequency filtering of
sound sheet Doppler frames for linear and nonlinear imaging sequences. The linear and nonlinear
imaging sequence are obtained respectively before and after injection of microbubbles with a
matched incident pressure. The left column shows axial Doppler velocity obtained after 10th order
Butterworth band-pass filter with cutoff frequencies corresponding to velocity range [0.5-48] mm/s
while the right column is focused on the range [0.5-1.5] mm/s pertaining to capillary flow. Scalebars
are 1 mm. For the capillary flow, intensity profiles are taken at specific locations indicated by
gray lines in the zoomed-in inserts on the right. The profiles in green and blue show intensities (in
arbitrary units) taken respectively in the linear and nonlinear sequence. b) Signed axial Doppler
velocity obtained from linear (top) and nonlinear sound sheet sequence. The positive velocities
(indicated in blue) are taken as upwards velocity (towards the probe). In the cortical areas, this color
code shows distinction between veins (blue) and arteries (red).
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Figure S5 - Delays and apodizations used for high-speed multi-view Doppler NSSM. Ultra-
sound insonification scheme for multi slice NSSM in consecutive cardiac cycles. Two sound sheet
positions can be arbitrarily set at positions as far as d=6 mm, with a theoretical pulse repetition
frequency of 37 kHz that enables ultrafast Doppler imaging in two sound sheet planes, with a
maximum framerate attainable of close to 4200 Hz. In this setup, we limit the framerate to 1700 Hz.
The delays and apodization of each sound sheet are represented for an angle of 18 degrees. For the
NSSI mode, the 3 pulses necessary for amplitude modulation are fired for one sound sheet, and then
the 3 pulses for the next sound sheet are fired. This sequence is then looped over the number of
frames.
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Figure S6 — High-speed multi-view NSSM spectrograms of the rat brain vasculature. a)
Doppler spectrum revealing peak cerebral blood flow and pulsatility of a cortical arteriole of the right
hemisphere in the first (green) and second (red) plane. b) Doppler spectrum revealing peak cerebral
blood flow and pulsatility of a sub-cortical vessel of the left (red) and right (green) hemisphere.
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Figure S7 — Schematic of the ULM and NSSLM processing pipelines.
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Discussion

6.1 Research overview

In this thesis the two main objectives were to (1) improve transcranial image quality to
enable noninvasive brain imaging, and (2) to develop reconfigurable functional ultrasound
imaging to reduce data rates in volumetric fUS.

The first challenge tackled was enabling noninvasive, transcranial brain imaging. Al-
though transcranial fUS is currently routinely performed in young mice, fUS in older mice
and species with thicker skulls relies on cranial windows to prevent image degradation
due to skull induced aberrations. This limits the applicability for neuroscience research,
and poses a barrier for the use of fUS in clinical setting. Developing a fully noninvasive
transcranial fUS method would significantly enhance the clinical value of this neuroimaging
technique. To improve image quality behind the skull, we developed an adaptive aberration
correction method based on ray tracing through a four-layer tissue model. This model
accounts for the following media that support wave propagation during a transcranial
ultrasound imaging session: the transducer lens, gel and skin, skull, and brain. The method
allows accurate estimation of wave speed in each layer, and use that in ray-tracing based
aberration correction image reconstruction.

When applying this method to transcranial imaging, a first challenge appeared in
defining the first lens layer: What are the wave speed and thickness of the transducer
lens? These are critical inputs to the aberration correction model, since inaccurate values
introduce error propagation. However, these values are rarely communicated by transducer
manufacturers. To address this, we developed a method that estimates transducer lens
parameters by analysis of internal reflections within the lens. Compared to existing
techniques, our method is simple, non-destructive, and can be implemented across the
medical ultrasound frequency range.

Originally, this characterization was intended solely as a prerequisite for aberration
correction. However, it became clear that accurately knowing the transducer properties,
combined with a two-layer ray tracing model (lens and tissue), enables accurate estimation
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of the speed of sound in the imaging medium. Using the accurate wave speed of the medium
and the characterized transducer parameters, two-layer ray tracing image reconstruction
improved image resolution and contrast. This finding raises concerns for the field of
quantitative speed of sound imaging and the use of speed of sound as biomarker, as our
results show that speed of sound estimation is highly dependent on imaging depth when the
transducer parameters are inaccurate. Our method does allow accurate speed estimation
that is depth, scanner, and transducer independent.

Having developed a robust method to characterize transducer lens parameters, we
proceeded with the problem of transcranial ultrasound imaging. In chapter 3, we applied
the ray-tracing based aberration correction method to transcranial imaging of the rat brain.
We demonstrated that we could correct skull-induced aberrations and enhance Doppler
lateral resolution. The improvements were particularly significant in the cortex, since
aberrations are the strongest close to the aberrating layer. These advancements lay the
groundwork for noninvasive transcranial fUS.

In chapter 4, we shifted focus to address the challenge of high data rates in volumetric
functional imaging, but rather, imaging of the most informative 2D plane within a 3D
volume. Volumetric fUS inherently generates massive data streams, making real-time
processing difficult. However, not all functional applications require imaging the full
3D brain volume. Given that brain activity is often sparse, we developed a method for
selective-plane fUS, allowing to image only the regions of interest using focused transmits.
This approach reduces the acquisition data rate by an order of magnitude (26x) compared to
the volumetric imaging mode of the RCA, orthogonal plane wave compounding. Selective
plane fUS significantly lowers memory bandwidth and computational demands, and this
efficiency is expected to be especially valuable for a small footprint ultrasound based
closed-loop brain-machine interfaces (BMIs), where the goal is to decode brain activity and
translate it into actions in real time.

In chapter 5 we introduced Nonlinear Sound-sheet Microscopy (NSSM), a molecular
ultrasound imaging technique that allows to reveal capillaries and cells in living organs.
NSSM confines the detection of nonlinearly scattering ultrasound contrast agents to thin
2D planes in living tissues. Compared to the state of the art to image 3D cellular activity,
light-sheet fluorescence microscopy, NSSM overcomes limitations inherent to optics such
as light scattering and photobleaching. In mouse models of cancer, tumors expressing gas
vesicles were imaged using NSSM, which enabled accurate assessment of tumor volume,
excluding the necrotic core. NSSM also enabled to capture the first ultrasound maps of the
capillary vasculature living rodent brains.

6.2 Transcranial aberration corrected brain imaging

6.2.1 Perspective for Functional Imaging

In chapter 3, we demonstrate aberration correction for Doppler vascular images. In addition
to that, we also made an attempt to apply the aberration correction method to functional
imaging, with visually evoked brain activity. We encountered several experimental chal-
lenges that limited the method’s effectiveness.
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A major challenge consisted in segmenting the skull bone in 2D ultrasound images.
For clear delineation, specular reflection at the outer and inner skull surfaces is necessary,
which requires the ultrasound beam to be perpendicular to the bone surfaces. Perpendicular
alignment to the surfaces demands accurate positioning of the ultrasound transducer. In
practice, this proved to be challenging, since a small deviation in the elevation angle of the
transducer resulted in the loss of specular reflection and illumination of a different plane.
After finding a transducer position that showed specular reflection, another challenge
arised in comparing the power Doppler brain image with previous published coronal planes
that showed functional activations. Due the angled transducer orientation, the acquired
power Doppler planes were not aligned with the typically reported coronal cross-sections.
Additionally, the presence of skull-induced aberrations degraded image quality, making it
challenging to align the angled Doppler planes with atlas-based brain regions. As a result,
accurately locating the visual brain regions proved difficult, and many acquisitions failed
to capture the relevant functional regions.

Despite these challenges, we successfully acquired a few functional recordings that
showed activation in the Superior Colliculus and Lateral Geniculate Nucleus, both located
approximately 5 mm below the skull. After 4-layer aberration correction, we observed
correlation maps that were highly comparable to thos obtained with performing a lens
correction. At the depth of the SC and LGN, the method did not significantly enhance
functional correlation. This can be explained by the conclusions of chapter 3, were we
reported that the performance of the four-layer aberration correction method converged
to that of the two-layer model with increasing depth.

Therefore, our recommendation is that the current aberration correction implementa-
tion primarily benefits functional experiments with cortical activations, where aberrations
are more pronounced.

6.2.2 Remaining challenges and potential improvements

Signal attenuation

Despite the advancements made with our method, several challenges remain, particularly
related to acoustic attenuation when imaging through the skull. One of the fundamental
limitations is that our current approach does not address the skull attenuation problem.
The skull is not uniformly thick, and in some regions, the increased thickness and the
presence of trabecular bone reduces signal penetration. This makes it difficult to visualize
deeper brain structures, or penetrate some skull sections in general.

A straightforward approach would be to increase the transducer’s output pressure.
However, the amplitude of the emitted waveform is often constrained by the electronic
circuitry, the design of the probe, or safety limits such as the mechanical index. Several
methods exist to improve transcranial SNR without increasing the mechanical index or
sacrificing frame rate, such as multiplane wave imaging [202] and coded excitations [203].
Another option is to lower the ultrasound frequency, as lower frequencies experience less
attenuation through bone. However, this comes at the cost of reduced sensitivity to red
blood cells, since red blood cell scattering scales with the fourth power of frequency [166].
Furthermore, the image resolution is lower at lower frequencies, which is problematic for
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accurate skull deleniation. As a result, while lowering the frequency can enhance SNR,
it may compromise sensitivity in functional imaging and our capacity to segment the

skull.

A hybrid aberration correction method

Our current ray-tracing-based aberration correction primarily addresses global aberrations,
those arising from the overall shape and acoustic impedance mismatch between the skull
and soft tissue. However, it is less effective at correcting local aberrations caused by
small-scale inhomogeneities within the tissue layers. Near field phase screen aberration
correction methods are better suited at correcting these local aberrations, but they often
perform poorly in the presence of strong aberrations [74].

An idea is to combine ray-tracing based and near field phase screen based methods
into a hybrid approach, by first applying a ray-tracing-based correction to handle global
distortions, followed by a phase screen method to fine-tune local aberrations. This com-
bination could also compensate for speed of sound and segmentation errors, potentially
leading to more accurate image reconstruction.

However, phase screen-based methods come with their own limitations, particularly
in the absence of bright reflectors. In brain imaging, the speckle from the brain is often
weak, and determining the aberration solely by incoherent red blood cells is challenging.
To overcome this, one could use contrast agents to temporarily introduce clear targets to
learn the aberration law. After that, the contrast agent can wash out before performing
functional imaging experiments.

3D: The ultimate solution?

To overcome the limitations associated with specular reflection and to make image acqui-
sition operator-independent, the next step would be to extend the aberration correction
method to 3D using a 2D matrix array. In 3D imaging, the requirement for precise probe
positioning to acquire specular reflections is virtually eliminated. However, current 2D
matrix arrays typically have lower sensitivity due to smaller element piezoelectric sizes.
On the other hand, image quality is reduced compared to 1D arrays since current 2D
matrix arrays have a relatively small aperture and piezoelectric elements several times the
wavelength due to frabrication limitations. Luckily, the next generation of transducers
offers a way forward. Capacitive Micromachined Ultrasonic Transducers (CMUT) based
2D matrix arrays are emerging as a promising alternative, offering finer element pitch,
broader bandwidth, and easier integration with micro electronics on chip [204-206]. Their
fabrication via standard semiconductor processes allows for higher element density and
custom geometries, potentially addressing the sensitivity and resolution limitations of
traditional piezoelectric matrix arrays. Furthermore, the wide bandwidth makes them
excellent candidates for coded excitation sequences. Potentially, all suggestions so far,
combining ray tracing and near field phase screen methods, coded exciations and CMUTs
are needed to facilitate functional imaging through the adult rat skull.

Currently, the computation cost of our aberration correction method is significantly
higher than conventional DAS reconstruction. Computation of the refracted time of flights
takes an order of magnitude longer than in conventional DAS. Unfortunately, the algorithm
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cannot be simply ported to GPU, since two point ray tracing relies on minimization of the
time of flight through the medium. The number of iterations in the minimization varies
per ray, and therefore the algorithm cannot be trivially parallelized on the GPU. GPUs
are designed for highly parallel tasks with predictable execution patterns, while iterative
minimization with varying convergence rates leads to thread divergence and inefficient
use of GPU resources.

To extend the ray-tracing aberration correction method to 3D, an efficient GPU im-
plementation is needed. Here, we can benefit from recent advances in computer graphics.
The latest generation of GPUs have introduced dedicated ray tracing cores, which are
designed to efficiently handle ray traversal and computation of intersection of rays with the
geometry in a scene [207]. This hardware acceleration has enabled real-time ray tracing
in computer graphics, allowing for realistic lighting, shadows, and reflections in games
without sacrificing frame rates. On top of hardware-accelerated ray traversal, libraries like
NVIDIA OptiX [208, 209] use advanced scheduling techniques to avoid inefficient use of
GPU resources. This advanced scheduler is especially useful for the ray tracing aberration
correction method, since the number of iterations in the minimization varies per ray. By
leveraging this specialized hardware for ray tracing based aberration correction, we can
significantly reduce the computational burden and potentially achieve real-time 3D aberra-
tion correction. Real-time 3D aberration correction isn’t strictly necessary in preclinical
studies '. However, it becomes essential when moving toward clinical applications

Transcranial biomolecular imaging

A limitation of our NSSM study in chapter 5 is that brain imaging was conducted in cran-
iotomized animals. While NSSM is expected to be compatible with acoustically transparent
chronic windows, its transcranial capabilities have not yet been explored. Unfortunately,
combining aberration correction with NSSM and a row-column addressed (RCA) array
is not straightforward. The elongated geometry of RCA elements limits the ability to
synthetically refocus the beam, which is essential for aberration correction.

To enable aberration-corrected transcranial biomolecular imaging, we must transition
from an RCA to a 2D matrix array. This configuration allows us to learn the aberration law
from imaging data and then shape the transmit wavefront to form cross-propagating plane
waves behind the skull. In receive, we can apply aberration correction as well, enabling
fully aberration-corrected transmit and receive NSSM. When applying this approach to
rodents, a scanner with high resolution clock is essential, as the time shifts induced by
the skull are relatively small. Although this might remain challenging due to the current
limitations of 2D matrix array fabrication, the method developed in chapter 3 is directly
applicable to 2D xAM [172, 182].

6.2.3 Predicting the effect of aberration

Choosing the most suitable aberration correction method, and estimating its potential
impact on ultrasound image quality can be quite challenging. This is especially true when
working with a new animal model or imaging through a different section of the skull. While
it is clear that aberration is present, deciding which correction strategy to apply is not

! Although helpful for the impatient researcher.
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straightforward. Testing all published methods is often impractical due to the significant
time investment required for implementation and validation of all methods, due to the lack
of open source implementations and test data.

Furthermore, it is often challenging to simulate aberration with tools like k-Wave or
Simsonic. If you want to simulate a medium with high speed of sound differences, especially
at the fUS frequency range, you quickly fall prey to convergence studies to find the right
grid size to avoid effects like numerical dispersion. Simulation times are typically long,
further raising the bar for a quick assessment of the effect of aberration.

To make a more informed decision on whether to apply aberration correction, without
the need for long simulations and convergence studies, I have developed a simulator that
allows others to predict the effect of aberration on image quality. The simulator allows
to define a transducer at a specific frequency, model arbitrary shaped tissue layers, and
predict the aberrated wavefront for a single scatterer in the medium.

By defining the speed of sounds of the tissue layers, and using the multi layer ray tracer,
one can find the aberrated return trip time of flight for a point source and scatterer location.
The ray tracer computes the path length through each layer, and incident angles of at every
interface. By defining an attenuation coefficient for each layer, and multiplying this with
the path length, the attenuation of the signal can be estimated. Adding densities allows to
compute the acoustic impedance of each layer, and with the incident and refracted angles
0; and 6;, the transmission factors can be computed using [210],

27, cos 0;
TF = . (6.1)
Z5cos 0; + Z; cos 0;
Finally, taking account element directivity [122],
. w .
D(6) = cos 0 sinc <ﬂﬂ sin 0) , (6.2)

with W the width of the transducer element, and A the wavelength in the medium, you
can compute the intensity of the received signal for each transducer element.

Taking all these factors into account, you can generate the aberrated RF signal for
a single scatterer in the medium. This RF can be reconstructed with conventional DAS
reconstruction, and the ray tracing beamformer, to compare the effect of the aberrations
on the PSF. Using this, you can vary parameters as bone layer thickness, shape, speed of
sound, and test across the medical ultrasound frequency range how these parameters affect
the PSF. Ultimately, such a simulator can be used as a quick assessment whether it is worth
to apply aberration correction, guide the choice of aberration correction method, and as a
didactic tool. The simulator is available on GitHub: .

Testing with published scenarios
To check if the results of the simulator are in line with the literature, I have compared the
results with a few published scenarios.

« Mozaffarzadeh et al. [75] used a ray tracing beamformer to correct for aberrations
through the temporal bone of an ex vivo human skull. The temporal bone was 1.3
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mm thick, and a wire phantom at a depth of 40 mm was imaged with a P4-1 at 2.5
MHz. The speed of sound in the bone was estimated as 3500 m/s using a head wave
method. The authors reported a lateral resolution improvement of 37% using the
aberration correction method. Implementing this scenario in the simulator, I found a
resolution improvement of 30%.

Similarly, Zhou et al. [82] did a phantom study with a complex shaped aberrating layer
with a sound speed of 2400 m/s and a thickness of approximately 3 mm. The authors
reported a lateral resolution improvement of 29% using the aberration correction
method. The simulator predicts a resolution improvement of 33%.

« Comparing to the results of the transcranial rat chapter 3, we reported a resolution
improvement in the cortex of 32%. Using the segmentation of the rat skull, and the
estimated wave speed per layer, the simulator predicts a resolution improvement of
33% on the squared PSF (to compare power Doppler and B-mode resolutions).

Further validation is needed as this method has not been peer-reviewed and deserves
further investigations.

Limitations of the simulator

In the simulator, transmission factors were determined assuming fluid-fluid interfaces.
However, fluid-solid interfaces have more complex reflection and transmission factors,
accounting for mode conversion from longitudinal to shear waves and vice versa [211].
Therefore, transmission factors are overestimated. Furthermore, the simulator does not
model aberrations due to inhomogeneities within each layer. Therefore, attenuation due
to multiple scattering is not included. Furthermore, the effect of aberrations due to local
speed of sound inhomogeneities on the time of flight is not included. Potentially, this could
be added by using an Eikonal solver to compute the aberrated travel times in the medium.
This allows studying the magnitude of local versus global aberrations, for a wide range of
applications such as transcranial or abdominal imaging.

Currently, the model assumes perfect segmentation and speed of sound estimation,
which may not ne achievable in practice. However, the simulator provides a valuable
opportunity to evaluate the impact of segmentation and speed of sound errors, allowing
for quick sensitivity studies to identify which errors most significantly affect aberration
correction performance.
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6.3 Outlook

Functional ultrasound (fUS) is uniquely positioned to bridge the translational gap between
preclinical cellular measurements and clinical neuroscience. It enables high-resolution
studies in awake rodents and holds promise for noninvasive, transcranial imaging in
humans. The following sections explore what the future of fUS may look like.

6.3.1 Bridging Cellular and Systems Neuroscience with fUS
Functional ultrasound imaging (fUS) is uniquely positioned to fill a longstanding gap
in translational neuroscience: connecting cellular-level techniques performed in animal
models with the whole brain hemodynamic insights from human fMRI. Until recently,
there was no practical hemodynamic imaging modality for awake, behaving rodents.
Conducting awake behavioral experiments in small animal using fMRI is very challenging
due to problems with voluntary motion, and the MRI scanner noise induced stress in the
animals. This makes fMRI unsuitable for naturalistic behavioral studies in small animals.
fUS overcomes these barriers by enabling high-resolution, whole brain imaging of brain
hemodynamics in awake rodents, under conditions compatible with complex behavior and
physiological monitoring. This creates the possibility for labs using cellular-resolution
techniques such as two-photon imaging, optogenetics, or calcium indicators to add fUS
to their experiments. fUS is compatible with most cellular imaging modes, allowing a
simultaneous readout of the cellular and brain hemodynamics.

This allows linking small animal findings directly to hemodynamic signatures seen
in human fMRI. Conversely, human neuroscience research groups aiming to link their
fMRI observations to cellular mechanisms can now adopt fUS in rodents as a scalable
intermediate step. To fully leverage this translational potential, fUS platforms must support
a diverse range of sensory and behavioral paradigms. This includes modular architectures
that allow for customizable imaging protocols, probe upgrades (e.g., from 1D to RCA to
2D arrays), and integration with emerging non-linear biomolecular ultrasound modes. As
the field moves toward cross-scale, cross-species understanding of brain function, fUS
stands out as a vital tool to bridge the gap between neurons and networks, rodents and
humans.

6.3.2 Towards Transcranial Human fUS

One of the most challenging goals of functional ultrasound (fUS) is to enable transcranial
neuroimaging of the human brain. If fUS can reach a whole brain field of view at a spatial
resolution on the order of 1-2 mm and a temporal resolution around 1 second, fUS can
offer several compelling advantages compared to fMRI that could significantly accelerate
neuroscientific research.

Most notably, fUS is portable, and thereby eliminates the need for subjects to remain
supine and (head) motionless during fMRI scans. This makes it possible to perform experi-
ments in more naturalistic, interactive, or mobile settings. This can expand the scope of
behavioral neuroscience studies, enabling experiments that involve social interaction and
sensorimotor engagement. In addition, fUS systems are quieter and less restrictive than MRI,
reducing sensory and psychological confounds that can influence task performance. From
a practical standpoint, fUS also offers lower operational costs, which increases accessibility
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for research. Altogether, if transcranial fUS achieves robust, high-resolution transcranial
imaging, it could become a transformative tool for bridging laboratory neuroscience with
real-world cognitive and behavioral research.

There are several natural acoustic windows through which ultrasound can access
the brain, and these are already used in clinical Transcranial Doppler (TCD) ultrasound
imaging. Four acoustic windows have been described: (1) the transtemporal window, (2) the
transorbital window, (3) the submandibular window, and (4) the suboccipital window [212].
These anatomical pathways provide relatively thin or accessible bone regions that allow
ultrasound penetration into different parts of the brain. Clinically, these windows enable
TCD to measure blood flow, and diagnose or monitor a wide range of cerebrovascular
diseases.

To improve transcranial vascular image sensitivity, researchers have explored the use
of multiple transducers positioned at various acoustic windows to estimate skull-induced
aberrations and perform adaptive focusing [213]. Furthermore, the images from multiple
windows can be fused to reconstruct a composite 3D image of the brain, revealing the
geometry and flow patterns of major cerebral arteries [214, 215]. Despite these advances,
TCD remains highly dependent on the quality of the acoustic windows, which is not
adequate in a significant portion of the population. To access the brain in patients with
poor acoustic windows, the transmit frequency often needs to be lowered to 1 MHz or
below, which further compromises image resolution [216].

Current TCD approaches rely on pulse-echo imaging, which is inherently diffraction-
limited. At 1 MHz, even assuming optimal aberration correction, the spatial resolution
remains constrained by the diffraction limit of half the wavelength in the brain (approxi-
mately 0.75 mm). To image the brain from arbitrary positions on the scalp, allowing full
brain coverage without relying on natural acoustic windows, transmit frequencies would
have to be lowered even further. Moreover, lower frequencies reduce the sensitivity to small
scatterers like red blood cells, making it especially challenging to capture microvascular
information from arterioles, venules, and capillaries which are key targets in functional
ultrasound [166, 217].

Despite these challenges, there is reason for optimism. Transducer technology has
improved significantly over the last decade, especially in terms of receive sensitivity. This is
clearly reflected in the dramatic improvements in power Doppler sensitivity in (uncorrected)
transcranial rat imaging, as seen in the work of [113] and our work described in chapter 3.
Furthermore, developments in CMUT technology allow larger bandwidth, higher sensitivity,
and larger aperture ultrasound transducers [205, 206, 218]. Besides transducer technology,
also innovation in reconstruction methods offer several opportunities towards transcranial

human fUS.

A particularly promising technique for ultrasound neuroimaging is full waveform
inversion (FWI), an advanced imaging method originally developed for geophysics. FWI
has been adopted by the petroleum industry, where it is used to reconstruct detailed images
of fossil fuel reservoirs deep within the Earth. Unlike traditional pulse-echo ultrasound,
FWI solves the full wave equation to model how ultrasound waves propagate through
heterogeneous media. This more complete physical modeling allows for the recovery of



116 6 Discussion

fine grained acoustic property maps, such as variations in the speed of sound, even when
using relatively low frequency transmissions [219]. In biomedical imaging, this technique
has already shown strong potential in the detection and characterization of breast cancer
[220-222] and brain tumors [219, 223, 224].

One promising concept for applying full waveform inversion (FWI) to brain imaging
involves mounting a helmet fitted with a large number of ultrasound transducers around
the head, effectively creating a wide aperture, low frequency imaging array [219]. By
operating at low frequencies, the system can achieve sufficient penetration through the
adult skull, mitigating one of the core limitations of transcranial ultrasound. While current
applications are focused on anatomical imaging, the potential of this approach has already
been demonstrated in simulation. Using a 1024 element transducer helmet, Guasch et al.
[219] reconstructed high-resolution transcranial speed of sound maps from a two second
long stimulated acquisition with source waveforms with a frequency range of 100-850 kHz.
Initial simulations have shown that FWI can detect intracranial hemorrhages, highlighting
its clinical potential in stroke diagnosis.

To transition FWI from anatomical to functional brain imaging, several key challenges
must be addressed. The first limitation is the computational cost of the inversion process,
which is several orders of magnitude higher than that of conventional pulse-echo imaging.
Current reconstructions can take up to 32 hours on high performance computing clusters
[219], rendering real time imaging infeasible. However, significant acceleration may be
achieved through algorithmic advances and hardware improvements. For instance, ongoing
developments in GPU based computing are already showing promise, and quantum com-
puting is expected to revolutionize the field in the longer term with early demonstrations
of quantum accelerated FWI emerging in geophysics [225]. However, reconstruction time
is not the main bottleneck, since these could be carried out offline.

The main bottleneck is that current acquisition times remain too long for capturing
dynamic brain activity. The simulation by Guasch et al. [219] required a two seconds
acquisition time to acquire 1024 sources, limiting the frame rate to 0.5 Hz. A possible
strategy would be to perform an initial long acquisition to learn a detailed model of the
skull and brain anatomy, followed by faster acquisition schemes to monitor functional
changes. One such approach is source encoding, in which multiple transmit events are
combined into a single acquisition by encoding them with unique patterns, significantly
reducing scan time [226]. Another strategy is to shape the transmitted field to focus
energy on specific regions of interest in the brain, allowing for the detection of localized,
time-varying changes in blood flow.

It remains an open question whether FWI will ultimately be capable of capturing
hemodynamic signals for functional brain imaging, particularly given the low ultrasound
frequencies typically used, which limit sensitivity to red blood cells. However, recent
findings from functional Magnetic Resonance Elastography (fMRE) suggest that there
exists an alternative contrast mechanism for functional imaging, not based on blood flow,
but on a neuromechanical coupling [227]. Emerging evidence indicates that neuronal
activity can induce measurable changes in the mechanical properties of brain tissue, such
as its shear modulus.
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In a pioneering study, Patz et al. [227] used fMRE to detect changes in brain stiffness
associated with rapid neuronal activity in rodents. During repetitive electrical stimulation
at frequencies up to 10 Hz, they observed local changes in the tissue’s shear modulus of
approximately 10% occurring on time scales as short as 100 ms. These findings provide
compelling evidence of a biomechanical response to neuronal firing. More recent studies in
humans have extended this line of work, reporting elasticity changes of up to 30% during
cognitive task performance compared to resting baseline [228]. If this biomechanical
coupling can be leveraged in functional ultrasound imaging, it could offer a significantly
faster readout of neuronal activity compared to hemodynamic based methods, which are
inherently limited by the delays introduced by neurovascular coupling.

If the shear modulus of brain tissue is indeed modulated by neuronal activity, this could
open up a new avenue for FWI-based functional brain imaging. Under the assumption
of a linear, isotropic elastic model with constant tissue density, a 10% change in shear
modulus corresponds to an approximate 5% change in the speed of sound within the tissue
[227]. Given that the average speed of sound in brain tissue is around 1540 m/s [229],
such a modulation would result in local sound speed changes of up to 75 m/s. Notably,
this magnitude is comparable to the speed of sound contrasts observed in breast tumor
detection using FWI and speed of sound imaging [103, 220-222, 230].

These findings suggest that neuromechanically induced elasticity changes, if reliably
detectable, could serve as a novel functional contrast in the brain. Since FWI is sensitive to
small spatial variations in acoustic properties, particularly speed of sound, it potentially
is well suited to capture these biomechanical changes indicating neural activity. This
opens the possibility of a new class of functional neuroimaging techniques based on the
biomechanics of brain tissue, providing a complementary, potentially faster, alternative to
hemodynamic-based methods like fMRI and Doppler fUS.
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Conclusion

In this thesis, the two main objectives were to (1) improve transcranial image quality to
enable noninvasive brain imaging, and (2) to develop reconfigurable functional ultrasound
imaging to reduce data rates in volumetric fUS. The chapters progress from fundamental
ultrasound system calibration, through improved brain image quality through the skull in
preclinical models, to reconfigurable ultrasound for functional and cellular imaging. Each
chapter contributes to the broader goal of making ultrasound a more accurate, versatile,
and scalable tool for imaging dynamic biological processes.

Ultrasound transducers have a silicone rubber lens to focus the ultrasound beam in
the elevation direction. The influence of the transducer lens on image reconstruction is
often overlooked. Lenses usually exhibit a lower sound speed than soft biological tissues.
In academic research, the exact lens sound speed and thickness are typically unknown.
In chapter 2, we described a simple, nondestructive method to estimate the transducer
lens thickness, the transducer lens sound speed and the time to peak of the backscattered
ultrasound pulse. We demonstrated that the combination of calibrated transducer parame-
ters with a two-layer ray tracing reconstruction approach enables accurate sound speed
estimation, and improves ultrasound image resolution and contrast up to a depth of 100
wavelengths, across the medical ultrasound frequency range.

The development of fully noninvasive, transcranial functional ultrasound (fUS) would
increase the translatability and clinical potential of this neuroimaging modality. Unfor-
tunately, transcranial fUS is hindered by skull-induced aberrations which degrade power
Doppler image quality and lower sensitivity. As a result, a majority of fUS imaging studies
rely on craniotomies or acoustically transparent cranial windows. In chapter 3, we devel-
oped an adaptive aberration correction method using 4-layer ray-tracing that improves
image quality and spatial specificity in transcranial ultrasound Doppler imaging of the
adult rat brain. The method adapts to each subject and each brain section being imaged
without requiring prior information from other imaging modalities like a CT or MRI scan.
The method successfully segments the transducer lens, gel & skin, skull and brain tissue
layers, and estimated ultrasound wave speeds in each layer. Once a velocity model of
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the imaging plane of interest is retrieved, aberration corrected ultrafast power Doppler
imaging of the brain was performed. The largest improvements in Doppler imaging qual-
ity were observed in cortical brain layers adjacent to the skull, where specifically lateral
resolution was improved by 32%. Our method consistently outperformed Doppler imaging
based on traditional delay-and-sum (DAS) beamforming, which assumes a uniform sound
speed, and holds promise for functional imaging applications that require high spatial
sensitivity.

Recent advances have shown that fUS is a viable technology for brain-machine inter-
faces (BMIs) in both non-human primates and humans. However, 2D fUS is restricted to a
plane, and potentially misses relevant information occurring out of the imaging plane. 3D
fUS can potentially address this limitation but presents significant challenges in terms of
data bandwidth and computational demands. In chapter 4, we introduce selective-plane
fUS, a reconfigurable ultrasound neuroimaging method. By efficiently sampling targeted
brain sections with focused waves, our approach significantly reduces data bandwidth
and computational demands while maintaining a spatial resolution comparable to 2D fUS.
Using selective-plane fUS, we successfully revealed activations in the superior colliculus in
response to visual stimulation, observed similar peak correlation to 3D fUS, and measured
a reduced functional signal variability. Together, our findings make real-time, multi-region
decoding of the brain possible, thereby addressing a pressing need for compact and human
implantable fUS-BMI paradigms.

To date, ultrasound plays a relatively minor role in the field of molecular imaging, due
to the lack of tools to monitor cellular and other molecular processes. In chapter 5, we
introduce Nonlinear sound-sheet microscopy (NSSM), in which we use non-diffractive
ultrasonic beams in conjunction with a cross-amplitude modulation sequence and nonlin-
ear acoustic reporters to enable fast and volumetric imaging of biological function. We
demonstrated the ability of NSSM to confine nonlinear scattering of genetically encoded
GVs and synthetic lipid-shelled MBs to wavelength-thin opaque tissue sections. NSSM is an
imaging method that can either be tuned for speed or coverage. In two dimensions and at an
ultrasound frequency of 15 MHz, NSSM can scan 1 cm deep with a theoretical frame rate of
25.6 kHz. In three dimensions, NSSM can acquire 8.8 x 8.8 x 10 mm? volumes of tissue with
a theoretical volume rate of 233 Hz. To use NSSM to the fullest, new generations of brighter
acoustic reporter genes and faster biosensors will have to be developed. Additionally,
the sensitivity of NSSM should be improved further to enable single-cell detection. If we
are successful, NSSM will carry a wave of opportunities for dynamic imaging studies of
biological processes across scales.

Together, these chapters lay the technical foundation for next-generation functional
and biomolecular ultrasound: allowing more accurate, less invasive, and high resolution
brain imaging in real time. By addressing both the physical challenges of wave distortion
and the computational load of volumetric data, this thesis brings fUS a step closer to clinical
and translational neuroscience applications.
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