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1

Introduction

The work may be hard, and the discipline severe;
but the interest never fails,

and great is the privilege of achievement.

(John William Strutt, 3rd Baron Rayleigh, 1842 – 1919)

Vibrations are an everyday phenomenon. They are often not perceived directly, but
rather by the radiated sound waves they cause, either leading to enjoyment when
coming from a musical instrument, for instance, or being a source of disturbance
when associated with construction noise. We know from experience that different
objects such as bells, bottles or baseball bats, exhibit distinct acoustical properties,
simply from the different tones of their sound when struck. The characteristics of
the vibrations of a body causing this radiated sound are determined by its shape
and material properties. Inversely, the vibration of a structure can be expected to
provide information about its geometrical and physical properties, at least to some
extent [Kac 1966].

1.1 Flexural waves

Flexural waves, also known as bending waves, are a special type of vibrations oc-
curring in solids of beam- or plate-like shape. These structures are relatively thin in
one or two dimensions and able to act as a waveguide, i.e., transport vibrations over
longer distances with relatively little damping. The flexure of a plate-like structure is
mainly associated with motion normal to its surface, therefore being the main cause
of radiated sound. This phenomenon is used for the construction of sound boards in
musical instruments and for the development of modern loudspeakers. It can also
– presumably unintentionally – be experienced when one’s neighbour is drilling a
hole into the wall, causing sound radiation due to flexural motion that might make
it sound as if he was trying to break through.

Due to the confinement of flexural waves in a waveguide, their propagation exhibits
the special property of being dispersive, meaning that different frequencies travel at
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different speeds in the medium. The effect of dispersion can also be observed for
different kinds of waves, for instance surface waves in water as shown in Fig. 1.1.

Figure 1.1: Dispersive waves caused by a stone thrown into water, shown at two different
points in time.

In a dispersive medium, wave fronts tend to spread out during propagation. The
effect of dispersion can thus inhibit the analysis of a wave field based on local ob-
servations of arriving wave fronts. In order to analyse flexural wave fields in beams
and plates, it is therefore necessary to devise ways of dealing with dispersion.

1.2 Acoustical imaging

Acoustical and vibrational waves can be employed to retrieve information about
the medium they are propagating in, which can subsequently be used to generate
an image of the properties of the medium. Despite the fact that the present work
deals with imaging based on flexural waves only, it is decided to adopt the term
acoustical imaging to emphasise the close relation to methods developed for pressure
waves. Furthermore, usage of this designation underlines that a significant part of
the results presented in this thesis can easily be applied to acoustical waves, thereby
complementing existing methods.

The usage of acoustical waves for imaging has attractive benefits for fields such as
seismics, medical diagnostics or non-destructive evaluation. In the latter two fields,
acoustical methods have become an indispensable supplement to classical imaging
techniques using X-rays, mainly due to the fact that an image can be formed based
on the diffraction of acoustical waves using time or phase information instead of mere
intensity. Furthermore, acoustical waves are not dangerous in contrast to ionising
radiation.
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However, with respect to the applications considered, acoustical waves and vibra-
tions can often not be approximated by ray-theoretical approaches, which suffice to
describe the propagation of radiation with shorter wavelengths. The formation of
an image based on acoustical or vibrational waves is thus intrinsically more difficult
than optical imaging, for instance. As an example, the reader might consider an
analogy between acoustical imaging and one of the nowadays proliferated digital
cameras for amateur photography: in order to mimic the conditions for acoustical
imaging, it would be necessary to

• remove the lens,
(use diffraction imaging instead of a lens system based on ray theory)

• keep less than a hundred pixels, i.e., limit the number of receivers,
(take cost and hardware limitation into account)

• and take the picture in a medium in which white light tends to split up into
different colours with increasing distance from the object to be photographed
(include the effects of dispersion).

After this discouraging list, one might wonder how it could be possible to obtain a
usable image under these circumstances and why imaging based on acoustical and
vibrational waves works at all. Fortunately, there is one crucial advantage making
acoustical imaging feasible: acoustical waves and vibrations propagate slowly enough
to allow for the measurement of their variation in amplitude over time. This property
makes all the difference: in contrast to a photographic camera, a single sensor for
sound or vibration can be used to determine the time of arrival of an event.

However, the combination of several sensors enables the determination of an angle
of incidence due to different times of arrival observed at different sensor positions.
From a spectral point of view, the capability of measuring the time of arrival cor-
responds to the ability to distinguish different frequencies in the radiated spectrum.
Our imaginary acoustical camera is thus able to capture significantly more differ-
ent ‘colours’ (frequencies) in a more sophisticated way than its real photographic
counterpart.

In order to generate a spatial image, the registered arrival times of events such as
the reflection from a discontinuity must be converted to distance information. To
this end, the characteristics of propagation in the medium such as the propagation
velocity have to be known. At this point, dispersion plays a major role: it has
to be taken into account due to the different speeds of propagation for different
frequencies. If dispersion is neglected, the resulting image will be ‘blurred’ and at
least difficult to interpret, if not useless.

From a single receiver, only the travel time, and accordingly only the distance to a
point of interest, can be determined. This setup can be compared to a very simple
form of depth sounder yielding only the distance to the ocean bottom. Hence,
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information from several receivers must be combined to form an image that can
be expected to bear at least some similarity to a photograph. The image quality
depends to a great extent on the approach used for this combination of signals from
different receivers.

In seismic exploration, the need for oil and gas has stimulated the development
and improvement of imaging approaches based on a solid theoretical foundation,
especially due to the lack of alternative techniques for assessment before drilling
expensive holes. Similarly, strong progress has been made over the past three decades
with respect to medical applications of ultrasound. Whereas in the 1980s a trained
doctor was needed to explain to the parents-to-be that the black spot on a fuzzy
picture represented their future child’s head, modern ultrasonography allows for
three-dimensional visualisation of the embryo’s details while almost enabling the
recognition of facial expressions.

1.3 Nondestructive testing

The practice of methods for nondestructive evaluation has not yet reached the same
level of sophistication and usually requires a well-trained expert, both for taking
and interpreting measurements. However, this field of research has steadily been
progressing, thereby benefiting from developments in the aforementioned areas as
well as other fields like radar technology, for instance.

The classical inspection of plate-like structures is carried out by performing a number
of local scans on a predefined grid using bulk waves. The measured signal amplitude
or travel time is represented by a certain colour, such that local changes, for instance
due to an internal crack or corrosion on the far side of the plate, can easily be
recognised from the generated image.

Nondestructive testing with guided waves does not require scanning of the plate.
Instead, the wave is generated at a certain location and propagates along the plate.
Interaction with a discontinuity causes reflection or scattering of the wave, which
can be detected from a remote location, provided that the damping of the plate is
not too strong. The flexural wave represents only one of many possible guided wave
modes that can be used for this purpose [Alleyne 1991b].

While providing less detail, the gain in speed due to this approach is significant. This
plays a very important role for the inspection of parts of industrial plants, which
might have to be shut down temporarily in order to allow for testing. Therefore,
it is not surprising that guided waves are often used for the detection of defects
rather than for defect sizing. Imaging with guided waves can thus be regarded as
a screening tool that avoids the need for time-consuming local inspection if there is
no indication of a possible defect.
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Present methods of imaging based on guided waves focus on the information con-
tained in the travel time of events and are dominated by phased arrays or related
techniques. Recently, there has been a tendency to apply improved imaging meth-
ods by using different approaches of combining sources and receivers well known
in the field of seismics [Davies 2005], and providing a more profound theoretical
background for the generation of images [Pörtzgen 2007].

Another tendency is the quest for methods achieving higher resolution by inclu-
sion of multiple scattering, currently dominated by approaches related to eigenvalue
analysis [Prada 1994] [Simonetti 2006], which are tailored to deal with point-like
inhomogeneities.

1.4 Coping with limitations of acoustical imaging

The quality of an obtainable acoustical image depends strongly on the available
samples of the wave field with respect to both time and space. The spatial sampling
is restricted by factors such as accessibility, effort and hardware costs, whereas for
the temporal sampling, aspects such as characteristics of available transducers, ex-
citability of certain frequencies, material damping and required computational effort
can pose limitations.

Hence, the inverse problem of generating an image from measurements can, in gen-
eral, be expected to be underdetermined. It is thus necessary to devise methods for
coping with little or insufficient information. The branch of mathematics dealing
with inverse problems has produced a number of techniques for this purpose. Nev-
ertheless, it remains necessary to investigate which of these common methods are
suited for the imaging problem and can actually be expected to provide an improve-
ment. In this context, sophisticated physical models can overcome the problem of
non-uniqueness. Knowledge on the expected structure of a typical image can be
helpful as well.

1.5 Outline of the thesis

Based on the equations describing the propagation of flexural waves in beams and
plates, the present work seeks to derive methods for the analysis of flexural wave
fields and the formation of images, from which sources of vibration and local in-
homogeneities can be detected. Despite the fact that the presented approaches are
derived from, and demonstrated on flexural wave fields, their applicability is not
limited to this special type of waves. Whenever possible, the derivation is carried
out in such a way that the transfer of the principles to other problems in imaging
based on acoustical or vibrational waves is relatively straightforward.
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Chapter 2 presents the equations governing flexural wave propagation in beams and
plates. Different approaches to deal with dispersion are derived and compared in
Chapter 3. The methods and constraints for the formation of images from mea-
surements are presented in Chapter 4, followed by a discussion of improvements by
including multiple scattering in Chapter 5. The results are summarised and evalu-
ated in Chapter 6.
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Flexural waves in beams and plates

ATOMYRIADES

Nature, it seems, is the popular name
for milliards and milliards and milliards

of particles playing their infinite game
of billiards and billiards and billiards.

(Piet Hein, 1905 – 1996)

Like for any other structure, wave fields in beams and plates can be analysed by using
the three-dimensional wave equation for elastic solids. However, two dimensions of
a beam are much smaller than its length. Analogously, the thickness of a plate
is much smaller than the other two dimensions. It is, therefore, in many cases
appropriate and more feasible to model beams as one-dimensional and plates as
two-dimensional entities, using a dedicated equation to describe wave propagation
within these structures.

The present chapter is structured as follows: first, the flexural mode of wave prop-
agation is introduced, followed by the derivation of the wave equations for beams
and plates. The Green’s functions for both problems are presented, and models for
reflection and scattering of waves are derived from the wave equations.

2.1 Introduction to flexural waves

The linear theory of elasticity allows for two principal modes of wave propagation
in an infinite homogeneous solid medium [Graff 1975]:

• longitudinal waves associated with particles moving along the direction of prop-
agation

• transverse shear waves exhibiting particle motion perpendicular to the direc-
tion of propagation.
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However, if the extent of the medium is not infinite, boundary conditions are in-
troduced, and reflections and scattering at the boundaries have to be taken into
account. In structures such as beams and plates, waves are guided by the outer
surfaces. Therefore, they can be regarded as waveguides [Auld 1973]. The superpo-
sition of waves that are incident on, and reflected from the boundaries leads to an
effective propagation along the guiding surfaces that can be described by a wave-
guide mode. Rayleigh and Lamb were the first to derive the speeds of propagation
of these modes from the exact theory of elasticity in 1889 [Graff 1975].

One of these modes is the flexural or bending mode. It is the lowest order mode
of the family of guided waves with transverse displacements. Especially for plate-
like structures, this mode is of considerable importance. Since it is associated with
displacements normal to the vibrating structure, it can cause the generation of sound
waves in a surrounding fluid [Cremer 2005]. Flexural waves are easily exited by a
force acting normal to the plate, such as an impact or a vibrational source.

More than a century before Rayleigh and Lamb derived the full solution to the
guided mode problem, approximate solutions for the propagation of bending waves
were sought by derivation of wave equations using simplifying assumptions.

2.2 The flexural wave equations

2.2.1 Derivation of the flexural wave equation for beams

The equations governing the flexural motion of beams were derived by Leonhard
Euler and Daniel Bernoulli around 1750 [Graff 1975]. Essentially, the movement
of the beam is modelled as rotation of infinitesimally small elements as shown in
Fig. 2.1. There exists a neutral surface, which is curved in only one direction. Its
length does not change when the beam is bent. Above and below this neutral surface,
the beam is compressed or extended in axial direction depending on its curvature.

Euler and Bernoulli introduced hypotheses for small deflections in order to simplify
the problem and allow for a one-dimensional description [Reddy 1999]:

• Plane cross-sections remain plane.

• Plane cross-sections are inextensible.

• Plane cross-sections remain normal to the neutral surface.

These assumptions have immediate consequences for the physical modelling of the
problem: there is no force component along the axis of the beam, and transverse
stress and strain are not included [Fahy 1985]. This assumption is only valid for
thin plates and small deflections.
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neutral
surface

Figure 2.1: Euler-Bernoulli model for the bending of a beam: the beam elements are aligned
along a neutral surface.

The following steps are taken according to the derivation provided by Cremer, Heckl
and Petersson [Cremer 2005]. Considering a beam element rotated by an angle ϕ
as shown in Fig. 2.2, it can be seen that for small angles, the following approx-
imation can be made for an infinitesimally small transverse displacement u of an
infinitesimally small beam element:

∂u

∂x
= tanϕ ≈ ϕ, (2.2.1)

with x being the position in the axial direction.

In good approximation, the tensile strain εx of the element considered is assumed to
depend linearly on the distance z from the neutral axis as illustrated in Fig. 2.3.

εxdx = −zdϕ. (2.2.2)

The tensile stress σx is related to the strain by the Young modulus E:

σx = Eεx = −Ez∂ϕ
∂x

= −Ez∂
2u

∂x2
. (2.2.3)

For a beam of rectangular cross-section, the bending moment is obtained by inte-
gration over the cross-sectional area with height h and width b in the y-z-plane:

M =

b/2∫
−b/2

h/2∫
−h/2

σxz dy dz = −E∂
2u

∂x2

b/2∫
−b/2

h/2∫
−h/2

z2 dy dz = −EI ′ ∂
2u

∂x2
. (2.2.4)

The constant I ′ in the above equation represents the area moment of inertia, which
is dependent on the shape of the cross-section only and determines the resistance to
bending.
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ϕ

ϕ

∆x

∆u

Figure 2.2: Rotation of a beam element

dϕ

dx

z = 0
z

−εxdx

Figure 2.3: Strain of a beam element
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The product of the Young modulus E and the area moment of inertia I ′ is termed
the bending stiffness or flexural rigidity B′:

B′ = EI ′. (2.2.5)

The bending stiffness depends on material parameters and cross-sectional shape of
the beam. For a rectangular beam, for instance, the bending stiffness is given by

B′ =
Ebh3

12
. (2.2.6)

It can be seen from Eq. 2.2.4 that a lower bending stiffness leads to an increase in
curvature ∂2u/∂x2 for the same bending moment M .

The flexural wave equation can now be derived from the net moments and forces as
shown in Fig. 2.4. The net force acting on a beam element must be equal to the
mass times acceleration of the element:

F −
(
F +

∂F

∂x
dx

)
= m′dx

∂2u

∂t2
, (2.2.7)

with m′ being the mass per unit length of the beam with given density ρ:

m′ = ρ b h. (2.2.8)

F

M

F + ∂F
∂x dx

M + ∂M
∂x dx

dx

Figure 2.4: Moments and forces on a beam element, after [Cremer 2005].

For the equilibrium of moments, the rotary inertia of the element is neglected, such
that the sum of moments is given by the following expression:

M −
(
M +

∂M

∂x
dx

)
− Fdx = 0. (2.2.9)
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From the combination of the above equations, the bending wave equation is obtained:

B′
∂4u

∂x4
+m′

∂2u

∂t2
= 0. (2.2.10)

Application of a temporal Fourier transform as defined in appendix A leads to the
Helmholtz equation for bending waves:

∂4ũ

∂x4
− k4

Bũ = 0, (2.2.11)

with kB being the bending wavenumber of the beam:

kB =
√
ω

4

√
m′

B′
. (2.2.12)

The phase velocity cB is obtained as the quotient of frequency and wavenumber:

cB(ω) =
ω

kB
=
√
ω

4

√
B′

m′
. (2.2.13)

This result shows the dispersive nature of flexural waves: the speed of propagation
depends on the frequency. Eq. 2.2.12 relating wavenumber to frequency is called
the dispersion relation. It will be investigated in more detail in Section 2.2.4.

2.2.2 Historical development of the plate equation

Despite their close relation, the equations describing the movement of a plate were
not obtained directly along with the beam equation presented above. In fact, it took
a whole century before a satisfactory answer to the plate problem was found.

Bernoulli himself tried to model plates as a gridwork of beams, based on his earlier
results. However, as his approach neglected torsional resistance of the interconnected
beams, he was unable to find a theory that could satisfactorily explain the results
obtained by experiments [Szilard 2004].

At the beginning of the nineteenth century, it was the physicist Ernst Florens
Friedrich Chladni who brought the plate problem back to the attention of the sci-
entific community. He had discovered that sand spread out on a plate would form
geometric figures when the plate was set into vibration by means of a violin bow.
Although he was not the first to observe these patterns, he was the first scientist to
systematically investigate the phenomenon. After several attempts to obtain a pro-
fessorship had failed, he decided to earn his money by giving lecture tours, on which
he presented – among self-made instruments and other experiments – the patterns
on vibrating plates [Stöckmann 2007].
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While being in France in 1809, he was invited by Napoleon for a personal demon-
stration. The emperor was impressed and offered a prize to the person that could
provide the mathematical theory behind the observed patterns. However, the French
Academy of Science dealing with the competition had to extend the delivery date
twice due to the lack of submissions. Finally in 1811, on the last day of the extended
deadline, the jury received one single paper by Sophie Germain [Szilard 2004]. Al-
though she was denied a proper education due to the fact that she was a woman,
Sophie Germain had taught herself mathematics and reached a level that allowed her
to discuss problems with mathematicians such as Gauss, Lagrange and Legendre.

Unfortunately, she had made a mistake in the derivation of the flexural wave equa-
tions. Lagrange, who had witnessed Chladni’s demonstration for Napoleon and was
a member of the jury, was able to correct this error. Nevertheless, the subject was
proposed again. In 1813, Sophie Germain submitted a paper with the corrected
equation, but a definition of the wavenumber constant was left out, such that the
prize was denied again. Finally, at the third attempt, she won the prize in 1816 in
spite of an improper definition of the wavenumber. She had provided the correct
differential equation, but the solution was still incomplete. Nevertheless, she must
be regarded as the first person to derive the equations of motion for a plate.

In the following decades, scientists such as Poisson and Navier tried to find the
correct wavenumber constant. The first complete theory of plate bending was not
published earlier than 1850 by Gustav Kirchhoff. He had succeeded in applying the
hypotheses of Bernoulli to the plate problem. For this reason, these hypotheses are
usually called ‘Kirchhoff hypotheses’ in the context of plate problems [Reddy 1999].
The equations derived by Kirchhoff form the so-called classical plate theory.

2.2.3 The flexural wave equation for plates

The derivation of the plate equations is not presented here, mainly due to the fact
that the derivation itself does not provide many additional insights that are relevant
in the context of this work when compared to the one-dimensional equation of a beam
as presented in section 2.2.1. The reader is therefore referred to standard textbooks
such as Timoshenko [Timoshenko 1959], Leissa [Leissa 1969], Graff [Graff 1975], or
Cremer, Heckl and Petersson [Cremer 2005].

According to Fahy, it can be argued that a plate of infinite extent does not signifi-
cantly differ from a beam [Fahy 1985], as long as only one-dimensional propagation
is considered. It is then merely necessary to adapt the relation between stress and
strain in axial direction. However, this is not sufficient to describe two-dimensional
propagation properly. The additional dimension makes contractions of the cross
sections in one direction impossible. Therefore, it is necessary to replace the Young
modulus E by E/(1 − ν2) for the plate problem, with ν being the Poisson ratio
[Cremer 2005].
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The bending stiffness of the plate B′′ is then given by the following expression:

B′′ =
h3E

12(1− ν2)
. (2.2.14)

Furthermore, instead of the mass per unit length, the mass per unit area is included
in the wave equation for the plate:

m′′ = ρh, (2.2.15)

with h being the thickness of the plate.

The flexural wave equation for plates is obtained from the requirement that bending
moments and forces acting on a plate element must be in equilibrium, as in the
case of a beam. The two-dimensional solution arrived at is given by the following
equation [Cremer 2005]:

B′′∇4u+m′′
∂2u

∂t2
= 0, (2.2.16)

in which ∇4 represents the biharmonic operator [Graff 1975]:

∇4u =

(
∂4u

∂x4
+ 2

∂4u

∂x2∂y2
+
∂4u

∂y4

)
(2.2.17)

Application of a temporal Fourier transform leads to the Helmholtz equation for
bending waves:

∇4ũ− k4
Pũ = 0, (2.2.18)

with the bending wavenumber given by

kP =
√
ω

4

√
m′′

B′′
. (2.2.19)

Therefore, the phase velocity in the plate is obtained as:

cP(ω) =
√
ω

4

√
B′′

m′′
. (2.2.20)

Comparing this result to Eq. 2.2.13, it can be seen that the wavenumber and phase
velocity of waves in beams and plates show exactly the same dispersive character.
In the following, the indices B and P introduced above will be used whenever a
distinction between beams (B) and plates (P) is required. If the index is omitted,
application to both problems is possible, and the respective constants and functions
can be used.

The flexural wave equation has been derived in order to describe the normal dis-
placement of beams and plates. However, it should be noted that the wave equation
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is also valid for normal velocity and normal acceleration due to the fact that cal-
culation of the derivative with respect to time on both sides of the equation does
not change its basic structure. The wave equation and the methods derived from
it can thus directly be applied to flexural wave fields for which the normal velocity
or normal acceleration of the plate is known. This is the case for measurements
obtained using a laser vibrometer or an accelerometer, respectively.

2.2.4 The dispersion relation

The form of Eqs. 2.2.13 and 2.2.20 shows that the dispersion is determined by a
constant factor depending on the material parameters and the geometry. For beams
with rectangular cross-section and height h, this dispersion constant AB is given by

AB =
4

√
B′

m′
= 4

√
Eh2

12ρ
, (2.2.21)

showing that the width b of the beam has no influence on the speed of propagation.
The corresponding constant AP for the plate is given by the following expression:

AP =
4

√
B′′

m′′
= 4

√
Eh2

12ρ(1− ν2)
. (2.2.22)

Comparing the results to Eq. 2.2.20, it is seen that the phase velocity increases pro-
portionally to the square root of the thickness h for both beam and plate. Figure 2.5
presents the phase velocity curves for some typical materials.

A simulated example of a propagating wave front is presented in Fig. 2.6. The plane
wave shown is chosen to have a short zero-phase pulse shape when passing the origin
of the coordinate system at time t = 0. As a consequence of dispersion, the wave
front spreads out over time and space during propagation.

Figure 2.7 and Fig. 2.8 show sections of the simulated flexural wave field in space
and time, respectively.

Another interesting quantity for a dispersive wave field is the group velocity cgr,
which is the speed at which the envelope of a signal consisting of multiple frequencies
propagates through space. The group velocity is defined as follows [Cremer 2005]:

cgr =
∂ω

∂k
. (2.2.23)

For flexural waves, the group velocity depends on the frequency and is given by twice
the phase velocity:

cgr = 2c. (2.2.24)

Hence, the envelope of a signal can travel twice as fast in a flexural wave field as a
point of constant phase within this signal. This is illustrated in Fig. 2.9.
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Figure 2.5: Phase velocity curves for some exemplary plates made of steel, aluminium, glass
or concrete.
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Figure 2.6: Simulation of a plane wave propagating in one direction in a 1 mm aluminium
plate illustrating the effects of dispersion: spreading of the wave front in time and space;
the magnitude of the zero-phase spectrum at the origin is shown; grey values correspond to
normal velocity of the plate.
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Figure 2.7: Spatial profile of the normal velocity of the wave field shown in Fig. 2.6 for several
points in time. It can be observed that higher frequency components propagate faster than
the lower frequency components, leading to increased spreading of the wave front.
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Figure 2.8: Temporal profile of the normal velocity of the wave field shown in Fig. 2.6 for
several propagation distances x from the origin. The lower frequency components can be
seen to arrive later than higher frequency components.
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Figure 2.9: Normal velocity of a wave propagating in a plate with dispersion constant A = 1
(normalised scale) dependent on the distance from the source shown for different points in
time (6, 8 and 10 ms); a cos2-windowed sine tone burst with a centre frequency of 1 kHz is
used; the diamond-shaped marker designates the maximum of the envelope travelling at the
group velocity; the circle marks a point of constant phase travelling at the phase velocity.

The wavelength λ of a flexural wave is obtained as the inverse of the wavenumber:

λ =
2π

k
=

2πA√
ω
. (2.2.25)

Figure 2.10 shows the frequency-dependent wavelength for the same materials as in
Fig. 2.5.

The equation for the phase velocity shows that the propagation speed decreases
rapidly if the frequency goes towards zero. In this case, the wavelength increases
towards infinity in the theoretical limit.

2.2.5 Limitations and extensions of the classical theory of flexural waves

The decision to neglect shear stresses leads to a maximum frequency up to which
the classical equations of flexural motions can be used. Cremer, Heckl and Petersson
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Figure 2.10: Wavelength for flexural waves in some exemplary plates made of steel, alu-
minium, glass or concrete.

suggest that the bending wavelength λP should exceed six times the plate thickness
[Cremer 2005]:

λP > 6h. (2.2.26)

This leads to the following expression for the maximum thickness given the material
parameters and the maximum frequency fmax to be used:

h <
π
√

E
12ρ(1−ν2)

18fmax
(2.2.27)

Figure 2.11 shows the maximum thickness as a function of the maximum frequency
for steel, aluminium and concrete for the classical plate theory to be valid. For the
given materials, the Kirchhoff theory is valid up to approximately 20 to 30 kHz for
plates with a thickness of 1 cm, and up to more than 100 kHz for plates that are
thinner than 1 mm.

If plates of higher thickness have to be investigated or if higher frequencies have to
be considered, it is necessary to abandon the simplifications mentioned above. Sig-
nificant extensions to the classical theory of plates published by Kirchhoff were made
mainly during the first half of the twentieth century. In 1921 Stephen Timoshenko
developed a theory for the motion of beams including transverse shear deformations
[Timoshenko 1959]. Eric Reissner was able to solve the shear problem for plates
and published his results in 1945 [Reissner 1945]. The plate model that is nowa-
days used as a standard in structural engineering is based on the work of Raymond
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Figure 2.11: Maximum thickness of plates made of steel, aluminium or concrete for the
Kirchhoff theory to provide a good approximation.

Mindlin, who presented an approximate plate theory including both transverse shear
deformation and rotary inertia in 1951 [Mindlin 1951].

The models can be compared by the speed of propagation they predict with respect to
the speed for guided waves in plates as derived by Rayleigh and Lamb [Lamb 1889].
The model for guided waves is obtained by considering the three-dimensional plate
problem with longitudinal and transversal waves that have to satisfy the boundary
conditions imposed by the limited thickness of the plate [Auld 1973]. Fig. 2.12 shows
the different dispersion relations for a steel plate obtained from different theories,
along with the frequency limit given by Eq. 2.2.27.

In this work, the classical plate theory using Kirchhoff’s assumptions will primarily
be used. This decision, however, should not be regarded as a limitation. On the
contrary, it shows that the methods developed perform well, even if a simplified
theoretical model is used. Furthermore, the approaches presented in the following
chapters are based on the Green’s function or the dispersion relation for the plate un-
der investigation. By exchanging these propagation models, the methods developed
can be applied even to a broader range of problems.
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Figure 2.12: Phase velocity curves for a steel plate with a thickness of 1 cm: Kirchhoff
bending model, corrected bending model including shear force and rotational inertia, Lamb
model for guided waves. The frequency limit given by Eq. 2.2.27 is shown.

2.3 Green’s function for flexural waves

In the previous sections, the homogeneous wave equations for one- and two-dimensional
problems have been presented. As a subsequent step, it is necessary to analyse the
wave equations for wave fields that contain sources.

2.3.1 Inhomogeneous wave equation

Let us use the general term S̃(x, ω) to represent a source distribution in the temporal
frequency domain. The inhomogeneous wave equation is given by the following
expression:

∇4ũ(x, ω)− k4ũ(x, ω) = S̃(x, ω), (2.3.28)

This can be written in short notation using the Helmholtz operator H:

Hũ(x, ω) = S̃(x, ω). (2.3.29)

The Helmholtz operator H relates the wave field ũ and the source distribution S̃.
In order to calculate the generated wave field from a known distribution of sources,
the inverse Helmholtz operator H−1 is needed. Such an operator is called the Green
operator G = H−1 [Tarantola 1988]:

ũ(x, ω) = H−1S̃(x, ω) = GS̃(x, ω). (2.3.30)
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The Green operator carries out a spatial convolution of the source distribution and
the Green’s function in order to obtain the resulting field:

ũ(x, ω) = Gs̃ =

∞∫
−∞

G̃(x, x0, ω)S̃(x0, ω)dx0. (2.3.31)

The kernel of the Green operator G is the Green’s function G, which can be derived
as solution to the inhomogeneous wave equation with a Dirac delta function as source
term [Griffiths 2005]: (

∇4 − k4
)
G̃(x, x0, ω) = δ(x− x0). (2.3.32)

This approach will be used in the following to determine the Green’s functions for
the one- and two-dimensional flexural wave equations. The Green’s functions can
then be used to determine the responses of beams and plates to a given excitation.

2.3.2 Green’s function for the one-dimensional flexural wave

The Green’s function can be derived from Eq. 2.3.32. The complete derivation is
presented in appendix B.1 due to its length. The Green’s function for the one-
dimensional case of a beam is given by the following equation:

G̃(x, x0, ω) = − 1

4k3
B

(
je−jkB∆x + e−kB∆x

)
, (2.3.33)

with ∆x = |x− x0| representing the distance to the position x0 of the source. It can
be seen that the Green’s function comprises a propagating and an evanescent part.
The propagating part e−jkB∆x is phase-shifted by 90◦ with respect to the excitation;
the evanescent part e−kB∆x rapidly dies out with increasing distance from the source.

2.3.3 Green’s function for the two-dimensional flexural wave

The two-dimensional Green’s function for the plate equation is given by a combina-
tion of two Hankel functions of the second kind:

G̃(x, x0, ω) = − j

8k2
P

[
H

(2)
0 (kP∆x)−H(2)

0 (−jkP∆x)
]
, (2.3.34)

with ∆x = |x− x0| representing the distance to the position x0 of the source. The
derivation can be found in appendix B.2. As in the one-dimensional case, the solution
consists of a propagating and an evanescent part, which becomes more evident when
an approximation to the Hankel functions is used as shown in the following section.
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2.3.4 Approximation of the Green’s functions

For situations in which the product k∆x � 1, the expression for the Green’s func-
tions can be simplified:

• The evanescent part can be neglected in comparison to the propagating part.

• The Hankel function of the second kind can be approximated by an exponential
function.

From the definition of the bending wavenumber in Eqs. 2.2.12 and 2.2.19 for the one-
dimensional and two-dimensional case, respectively, it can be seen that the terms
kB∆x and kP∆x increase

• with increasing distance from the source,

• with decreasing thickness of the beam or plate,

• with increasing frequency.

The one-dimensional Green’s function given in Eq. 2.3.33 can be approximated by
the following expression:

G̃(x, x0, ω) ≈ − j

4k3
B

e−jkB∆x = W̃ ′(ω)e−jkB∆x, kB∆x� 1. (2.3.35)

The resulting function consists of two factors: the exponential factor e−jkB∆x de-
scribing the dispersive nature of the propagating waves influencing its phase spec-
trum, and the factor W̃ ′(ω) describing a change of the amplitude spectrum of the
excitation.

For the two-dimensional case, an asymptotic approximation of the Hankel function
is used [Abramowitz 1964]:

H
(2)
0 (k∆x) ≈

√
2j

πk∆x
e−jk∆x, k∆x� 1. (2.3.36)

Substitution of this approximation into Eq. 2.3.34 results in a description by expo-
nential functions:

G̃(x, x0, ω) ≈

√
1

32jπk5
P∆x

(
e−jkP∆x −

√
je−kP∆x

)
, kP∆x� 1. (2.3.37)

It can be seen that the term e−kP∆x describes an evanescent wave, which can be
neglected for kP∆x � 1. Hence, the two-dimensional Green’s function can be
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approximated by the following equation:

G̃(x, x0, ω) ≈

√
1

32jπk5
P∆x

e−jkP∆x = W̃ ′′(ω)
e−jkP∆x

√
∆x

, kP∆x� 1. (2.3.38)

As in the one-dimensional case, the Green’s function can be split into a factor describ-
ing the amplitude spectrum W̃ ′′(ω) and a factor representing the phase spectrum
e−jkP∆x. Additionally, the factor 1/

√
∆x accounts for the geometrical damping of

the cylindrical wave front during propagation within the plate.

Figure 2.13 shows the accuracy of the approximations for the one- and the two-
dimensional Green’s functions. The phase is well approximated for distances higher
than a quarter of the wavelength, the amplitude of the Green’s function is well
approximated for distances exceeding a wavelength.

In both the one- and the two-dimensional case, it can be seen that the essential
characteristics of the Green’s functions describing the dispersive nature of flexural
waves are contained in the phase spectrum.

2.4 Response of beams and plates to point excitation

2.4.1 Point excitation of a beam

If a force F acting in positive z-direction on a point x0 is introduced as the source
term of the inhomogeneous wave equation, a formulation is obtained from which the
response of the beam to the exciting force can be derived.(

∇4 − k4
B

)
ũ(x, x0, ω) =

F

B′
δ(x− x0). (2.4.39)

Using the Green’s function of the plate, the resulting vertical displacement can
directly be given:

ũ(x, x0, ω) = − F

4B′k3
B

(
je−jkB∆x + e−kB∆x

)
. (2.4.40)

The normal velocity v is given by multiplication by jω.

ṽ(x, x0, ω) = jωũ(x, x0, ω) = − jωF

4B′k3
B

(
je−jkB∆x + e−kB∆x

)
. (2.4.41)

From this equation, the point mobility Y , i.e., the relation between force and velocity
at the excitation point x0 = 0 can be derived:

Y =
v(0, 0, ω)

F
=
ω(1− j)
4B′k3

B

=
1− j

4
√
ω

4
√
m′3B′

. (2.4.42)

This shows that a prescribed force exerted on a beam yields a lower velocity response
if the mass density or the bending stiffness of the beam are higher.
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Figure 2.13: Magnitude and phase of the exact Green’s function (solid line) and its approx-
imation (dashed line): (a) one-dimensional case, (b) two-dimensional case; distance from
the source is expressed in terms of the wavelength λ.

2.4.2 Point excitation of a plate

In the following, the Green’s function of the plate will be used to derive the verti-
cal displacement due to a point force. Starting out from the inhomogeneous wave
equation for the plate,

(
∇4 − k4

P

)
ũ(x, x0, ω) =

F

B′′
δ(x− x0), (2.4.43)

the resulting displacement is readily obtained:

ũ(x, x0, ω) = − jF

8k2
PB
′′

[
H

(2)
0 (kP∆x)−H(2)

0 (−jkP∆x)
]
. (2.4.44)
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The normal velocity v is determined by multiplication by jω as in the one-dimensional
case:

ṽ(x, x0, ω) = jωũ(x, x0, ω) =
Fω

8k2
PB
′′

[
H

(2)
0 (kP∆x)−H(2)

0 (−jkP∆x)
]
. (2.4.45)

From this equation, the point mobility Y of the plate at the excitation point x0 = 0
can be derived:

Y =
v(0, 0, ω)

F
=

ω

8k2
PB
′′ =

1

8
√
B′′m′′

=

√
3(1− ν2)

16Eρh4
. (2.4.46)

This equation shows that the velocity obtained using a prescribed point force de-
pends on the flexural rigidity B′′ and the mass density per unit area m′′. The stiffer
the plate, the more it resists to be set into vibration. In terms of material properties,
the mobility is lower for

• higher Young’s modulus E,

• higher mass density ρ, or

• higher thickness h.

2.4.3 Temporal responses of beams and plates

In the preceding sections, the responses of beams and plates to point excitation
have been derived. The equations representing the response have been given in the
temporal frequency domain. When the associated temporal response is needed, it
can in most cases not directly be obtained by means of a discrete inverse Fourier
transform. This is due to the dispersive nature of bending waves. The phase velocity
according to Eqs. 2.2.13 and 2.2.20 tends towards zero, meaning that low frequency
components arrive significantly later than components from the rest of the spectrum.
As a consequence, the bending wavelet has infinite extent in the temporal domain.
This poses a problem in the context of the discrete Fourier transform, which assumes
periodicity for the finite time window considered. When the temporal response is
calculated from an inverse discrete Fourier transform of the frequency domain equa-
tions, care has to be taken to suppress low frequency components that would arrive
after the duration of the time window. If these components are not appropriately
suppressed by filtering in the frequency domain, wrap-around effects can occur. The
low frequency components that should appear at a later point in time can then show
up at the beginning of the wavelet.

A more elegant solution is arrived at by application of the continous Fourier trans-
form, thereby calculating the temporal bending wavelet analytically. Temporal re-
sponses of flexural systems have first been derived by Boussinesq [Boussinesq 1885]



2.5 Reflected and scattered flexural waves 27

and have recently been presented by Büssow for the normal velocity response of
beams and plates [Büssow 2008a].

For the beam, the velocity is given by the following expression:

v(x, x0, t) =
FH(t)

4m′

√
2

πAB

√
1

t
sin

(
|x− x0|2

4ABt

)
, (2.4.47)

with H(t) being the Heaviside step function.

For the plate, one arrives at the following similar representation of the normal ve-
locity:

v(x, x0, t) =
FH(t)

4π
√
B′′m′′

1

t
sin

(
|x− x0|

2

4APt

)
. (2.4.48)

In both cases the phase of the response is determined by the distance to the source
and the time elapsed, whereas the amplitude is determined by the time only, apart
from constant factors accounting for material properties.

In the argument of the sine function, the dispersion factor D determines how fast
the spectral components separate when an impulsive signal propagates in a flexural
medium [Büssow 2008b]:

D =
|x− x0|

2

4A
=

(∆x)2

4A
, (2.4.49)

with ∆x = |x− x0| being the distance from the source. The separation increases
quadratically with increasing distance from the source.

2.5 Reflected and scattered flexural waves

Up to this point, results have been presented for homogeneous media of infinite
extent. The wave field in finite beams and plates is essentially determined by the
reflections occurring at the boundaries. Furthermore, the assumption that inhomo-
geneities in the medium scatter or reflect incident waves forms the foundation for the
detection of these regions by imaging methods. Therefore, it is necessary to quantify
the relation between an incident wave and the generated reflection at a boundary or
inhomogeneity.

2.5.1 Reflection from boundaries

The wave field in a semi-infinite plate (y > 0) can be modelled by considering
solutions of the following form [Graff 1975]:

ũ(x, y, ω) = g(y)ej(kxx−ωt), (2.5.50)
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with g(y) describing the behaviour of the field in y-direction and kx being the com-
ponent of the wavenumber vector k along the boundary. Snell’s law has been used
in Eq. 2.5.50, stating that incident and reflected wave at a straight boundary share
the same wavenumber vector component along the boundary [Auld 1973].

Inserting Eq. 2.5.50 into the wave equation yields a quartic equation, from which
four solutions can be obtained. Therefore, the wave field at the boundary can consist
of the following four components [Graff 1975]:

ũ(x, y, ω) = C1 e
j(kxx−kyy−ωt) + C2 e

j(kxx+kyy−ωt)

+ C3 e
−ky,evyej(kxx−ωt) + C4 e

ky,evyej(kxx−ωt),
(2.5.51)

ky =
√
k2

P − k2
x, (2.5.52)

ky,ev =
√
k2

P + k2
x. (2.5.53)

The terms C1 . . . C4 represent coefficients determining the strength of the respective
components. The C1 and C2 terms describe propagating waves, the first one being
the incident wave and the latter representing a reflected wave propagating away from
the boundary. The C3 and C4 terms represent non-propagating fields. Graff rejects
the field described by the C4 term “because it yields exponentially increasing waves”
[Graff 1975]. However, it can be argued that it can be interpreted as an evanescent
field incident on the boundary. In order to derive the reflection coefficients for an
incident plane propagating wave, the C4 term is not neglected but chosen to be zero.

Figure 2.14 illustrates the relation between the wavenumber components along and
normal to the boundary according to Snell’s law. Furthermore, the damping function
ky,ev of the near-field represented by the C4 term is shown.

Assuming that the incident plane wave has amplitude C1 = 1, there are two un-
known reflection coefficients: the coefficient R = C2/C1 describes the generation of
a propagating wave upon reflection, the coefficient Rev = C3/C1 the generation of
an evanescent field. In general, R and Rev are dependent on the angle of incidence.
However, in the special case of simply supported boundaries, no evanescent field is
generated and R = −1, Rev = 0 [Fahy 1985].

The reflection coefficients can be determined by imposing two conditions on the
boundary. Table 2.1 lists the conditions for three typical cases: free, simply sup-
ported, and clamped boundaries.

Figure 2.15 shows the reflection coefficients R and Rev. It can be seen that the mag-
nitude of the reflected propagating wave is equal to one in all three cases. However,
there is an additional phase shift, which is dependent on the angle of incidence for
free and clamped boundaries.

The reflection coefficients for the one-dimensional beam can be obtained by setting
kx = 0, i.e., using the values for normal incidence. Table 2.2 lists the coefficients for
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Figure 2.14: Relation between kx, ky and ky,ev according to Snell’s law.

boundary condition mathematical constraints

free
∂2

∂y2 ũ(x, 0, ω) = 0

∂3

∂y3 ũ(x, 0, ω) = 0

clamped
ũ(x, 0, ω) = 0

∂
∂y ũ(x, 0, ω) = 0

simply supported
ũ(x, 0, ω) = 0

∂2

∂y2 ũ(x, 0, ω) = 0

Table 2.1: Three typical boundary conditions for plates and associated equations
[Chaigne 2007].

the three aforementioned boundary conditions [Mead 1982].

The reflection coefficient Rev for the evanescent wave can even take values higher
than one. However, the associated field decreases rapidly with increasing distance
from the boundary, such that its effect is negligible from a certain distance on.
Figure 2.16 shows the damping of the near-field for free and clamped boundaries
for different angles of incidence. It can be seen that the near-field effects can be
neglected at distances exceeding a wavelength.
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Figure 2.15: Magnitude and phase of the reflection coefficients (a) R and (b) Rev for three
typical boundary conditions.

boundary condition R Rev

free j 1 + j

clamped j −1− j
simply supported −1 0

Table 2.2: Reflection coefficients for beam ends.
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Figure 2.16: Damping of the near-field with increasing distance from the boundary dependent
on the angle of incidence for (a) free and (b) clamped boundary conditions; contour lines
show the damping from 10 to 60 dB relative to the incident wave; the distance is expressed
in terms of the wavelength.

2.5.2 Reflection at cross-sectional changes

With respect to the detection of material defects, it is interesting to analyse the
reflection from a sudden change in material thickness. This coarse model of an
inhomogeneity can give a first impression of the strength of the field that is reflected
from a defect.

A model for the reflection and transmission of bending waves at a sudden change in
material parameters is given by Cremer et al. [Cremer 2005]; only normal incidence
is considered. In the present context, it is assumed that the only difference on both
sides of the sudden change is given by a variation in thickness. Furthermore, the
beam or plate is assumed to have a standard thickness h0, such that the cross-
sectional change can be quantified by the quotient

Q =
h0

h1
, (2.5.54)

with h1 < h0 representing the loss in thickness on the other side of the change.
The reflection coefficient R for propagating waves is then given by the following
expression:

R =
2Q(1−Q)− j

√
Q(1−Q)2

√
Q(1 +Q)2 + 2Q(1 +Q)

. (2.5.55)

For evanescent waves, the following reflection coefficient Rev is obtained:

Rev =

√
Q(1−Q2)− j

√
Q(1−Q)2

√
Q(1 +Q)2 + 2Q(1 +Q)

. (2.5.56)
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Figure 2.17 shows magnitude and phase for the reflection coefficients R and Rev for
different values of Q. The reflection to be expected is relatively weak. For instance,
the magnitude reflection coefficient R for the propagating field does not exceed 0.5 if
the ‘defect’ is not thinner than approximately 10 % of the standard plate thickness.
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Figure 2.17: Magnitude (a) and phase (b) of the reflection coefficients R (solid line) and
Rev (dotted line) for a normal incident plane wave at a cross-sectional change.

It is thus seen that a defect has to be quite severe before it can simply be detected
by looking for reflections, or alternatively, that a good signal-to-noise ratio of the
measurement unit has to be maintained in order to pick up reflections from smaller
changes in thickness.
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2.5.3 Scattering of flexural waves

For features of a material inhomogeneity that are in the order of magnitude of a
wavelength, it does not make sense to use a reflection coefficient to describe the
effect of the object on the wave field. If the object itself or parts of it, such as
sharp edges, have a size comparable to the wavelength, diffraction plays a more
important role [Robinson 1987]. In fact, diffraction and scattering can be seen as
the more general description for the interaction of a change in medium parameters
with the wave field. According to Huygens’ principle, reflected wave fronts can be
interpreted as the superposition of scattering effects from an aligned distribution of
points at a boundary marking a change in medium properties. If this distribution
of scatterers is of sufficient size with respect to the wavelength, incident waves are
reflected according to Snell’s law, whereas no preferred direction can be given for
point-like scatterers [Gelius 2000].

Hence, it is desirable to derive the equations that describe the scattering of flexural
waves. These equations will be used in Chapters 4 and 5 to obtain estimates of the
material properties from measured wave fields.

There are many references that derive analytical expressions for the field scattered by
a material inhomogeneity of certain geometrical shape, for example straight cracks
[Porter 2007] or cylindrical inclusions [Wang 2005]. In the following, however, the
more general equations describing the scattering of an incident wave field due to
arbitrary inhomogeneities described by a spatial function of material properties are
presented.

In order to derive the wave field caused by the scattering object, the total wave field
is written as sum of the incident wave field ũinc(x, ω) and the scattered wave field
ũsc(x, ω):

ũ(x, ω) = ũinc(x, ω) + ũsc(x, ω). (2.5.57)

It should be noted that this scattering model introduces the incident field ũinc(x, ω)
and the scattered field ũsc(x, ω) as auxiliary fields for the mathematical description
and treatment of the scattering problem. The only field that is physically observable
is the total field ũ(x, ω).

The incident wave field is the field caused by a source with spectrum S̃(ω) at position
xs if there is no scatterer present. The wave equation for this incident field is the
inhomogeneous wave equation with a source term on the right hand side:(

∇4 − k4
0

)
ũinc(x, ω) = S̃(ω) δ(x− xs), (2.5.58)

with k0 being the constant wavenumber of the homogeneous background medium.

Hence, the Green’s function can directly be used to calculate this field:

ũinc(x, ω) = S̃(ω)G̃(x, ω). (2.5.59)



34 Flexural waves in beams and plates

With the scatterer present, the wave equation of the total field can be given:[
∇4 − k(x)4

]
ũ(x, ω) = S̃(ω) δ(x− xs). (2.5.60)

Since the medium with the scatterer is inhomogeneous, the wavenumber k(x) is a
function of position. For reasons of simplicity, Eq. 2.5.60 has been derived using
the assumption that the scattering object can be described by a change in mass
density ρ only. If other material properties or the thickness of the plate are allowed
to vary, the bending stiffness can no longer be regarded as constant and the flexu-
ral wave equation assumes a significantly more complicated form, see for example
[Leissa 1969] or [Chaigne 2007]. The decision to assume the bending stiffness to be
constant can be justified by comparison to approaches used for modelling acoustical
scattering in bulk media, which often solve only the scalar field problem by taking
the compressibility as variable while keeping the density constant [Abubakar 2005].
However, Van Dongen and Wright were able to show that the consideration of both
density and compressibility leads to improved reconstruction results for the scat-
tering problem in bulk media [Van Dongen 2007]. Therefore, a possible extension
of the flexural scattering model including variation in the bending stiffness, albeit
beyond the scope of this work, has to be kept in mind.

The wave equation for the scattered field is readily derived by subtracting the wave
equation of the incident field (Eq. 2.5.58) from the wave equation of the total field
(Eq. 2.5.60). After rearrangement, the following result is obtained:(

∇4 − k4
0

)
ũsc(x, ω) =

[
k(x)4 − k4

0

]
ũ(x, ω). (2.5.61)

The scattered field ũsc(x, ω) can be modelled as a wave field caused by a source
distribution. This source distribution is present within the scattering object, for
which the difference between local material properties k(x) and the properties of
the background k4

0 is non-zero. These distributed sources are usually referred to as
the contrast sources [Van den Berg 1997]. The strength of the contrast sources is
determined by the strength of the total field within the scatterer and the so-called
scattering potential Φ̃(x, ω) [Wolf 1969]:

Φ̃(x, ω) = k(x)4 − k4
0. (2.5.62)

Equation 2.5.61 shows that the scattered field is propagating in the homogeneous
background medium with wavenumber k0. The effects of the inhomogeneities are
modelled by the source term on the right-hand side of this equation.

The scattering potential Φ̃(x, ω) depends on the frequency. In order to model the
scattering objects as changes in material parameters independent of frequency, the
contrast function χ(x) is introduced:

Φ̃(x, ω) = k4
0

{[
k(x)

k0

]4

− 1

}
= k4

0 χ(x). (2.5.63)
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The dimensionless contrast function χ(x) is zero outside the scatterer. From the
dispersion relation k(x) = ω/c(x, ω), it is seen that the contrast function is positive
if the phase speed c(x, ω) in the scatterer is lower than in the surrounding background
medium, and negative if the phase speed is higher.
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Figure 2.18: The dimensionless contrast depends linearly on the local change in density with
respect to the background medium (a); the dependency on the local phase speed with respect
to the background medium is nonlinear (b).

The source term of the scattered field described by Eq. 2.5.61 is formed by the
product of the scattering potential Φ̃(x, ω) and the total field ũ(x, ω). It is customary
to introduce the contrast sources w̃(x, ω) as a shorthand notation for this product
[Van den Berg 1997]:

w̃(x, ω) = Φ̃(x, ω) ũ(x, ω). (2.5.64)

The scattered field can be calculated by spatial convolution of the Green’s function
of the background medium with the source term [Tarantola 1988]:

ũsc(x, ω) =

∞∫
−∞

G̃(x, x0, ω)w̃(x0, ω) dx0. (2.5.65)

This concludes the description of the model for scattering in flexural wave fields.
Summarising, the following functions have been introduced:

• The contrast χ(x) represents the relative deviation of the material parameters
from the background medium.
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• The scattering potential Φ̃(x, ω) is the frequency-dependent potential function
describing how strong a material inhomogeneity interacts with the total wave
field.

• The contrast sources w̃(x, ω) form a source distribution caused by the interac-
tion of the wave field with material inhomogeneities. This source distribution
generates the scattered field.

The scattering model for flexural waves will be used to derive the methods for
imaging of inhomogeneities in Chapter 4 and 5.

2.6 Summary

In this chapter, the basic equations governing the flexural motion of beams and
plates under the Kirchhoff plate model have been introduced. Furthermore, the
Green’s functions describing the reaction to an impulsive excitation of the medium
have been derived. Descriptions of the reflection and scattering of flexural waves
have been given. Multiple scattering is modelled by a simplified scalar scattering
model.

The theory of flexural wave fields presented in this chapter will form the basis for
methods used for their analysis. In the following, the just obtained theoretical back-
ground will be needed to derive techniques for the removal of the effects of dispersion
and for the generation of images of sources and scatterers from measurements of the
wave field.



3

Analysis and removal of dispersion
effects

Everything we see hides another thing,
we always want to see what is hidden by what we see.

There is an interest in that which is hidden...

(René Magritte, 1898 – 1967)

The main purpose of acoustical and vibrational imaging is the extraction of informa-
tion on inhomogeneities in a medium from a measured wave field. Typical examples
for these inhomogeneities are boundaries and scatterers. These inhomogeneities can
be modelled by secondary sources. The contributions of all primary and secondary
sources constitute the measured response of the medium under investigation.

The key information needed to obtain an image is given by the strength and the
arrival times of the waves caused by secondary sources. When analysing flexural
wave fields, the presence of dispersion can impede the localisation of these sources
[Wilcox 2001a]. It has already been pointed out that the speed of propagation in a
flexural wave field depends on the frequency. An impulsive wave travelling through
the medium will thus spread out over time and space with increasing distance from
the source. This has two important consequences:

• The spreading of waves impedes the accurate determination of their temporal
position in the measured signal. Therefore, the localisation of the source is
made difficult.

• The spreading of the waves of the contributing sources leads to overlapping
events in the measured response, preventing the separation and identification
of different sources.

Both effects increase over time and with increasing distance from the source. There-
fore, it is desirable to remove the effects of dispersion from a measured signal to fa-
cilitate its analysis and to allow for accurate localisation and identification of events
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caused by vibrational sources. The present chapter gives an overview of possible
methods to perform dispersion removal. The procedures for dispersion compensa-
tion are derived from the model of a wave field in a dispersive medium. Also, methods
for obtaining the dispersion properties directly from measurements are presented. It
is shown that the removal of dispersion effects cannot be carried out independently
from the analysis of the primary source signal, leading to a combined framework for
dispersion compensation and source signature deconvolution.

3.1 Model of the flexural response

3.1.1 Time-invariant reflection model for non-dispersive media

The model of a flexural response is based on the convolutional model, which is well
known in the fields of seismics [Robinson 1985] and room acoustics [Berkhout 1980].
It describes a measured signal u(t) as the superposition of wavelets Wi(t) represent-
ing the signals caused by secondary sources in the medium. Examples for secondary
sources are reflecting boundaries, which can be modelled by mirror image sources,
and point-like diffractors and scatterers.

The superposition of all source signals with different arrival times ti constitutes the
total response:

u(t) =
∑
i

Wi(t− ti) + n(t), (3.1.1)

with n(t) denoting an additive noise signal.

Assuming a simplified model in which the secondary sources share the spectrum of
the source wavelet S(t) and can be characterised by their strength Ri only, the total
response can be represented as a convolution of the source signal and a train of Dirac
pulses:

u(t) = S(t) ∗
∑
i

Ri δ
(
t− xi

c

)
+ n(t), (3.1.2)

with xi being the distance between the secondary source i and the receiver1. It
can be seen that this equation essentially represents a one-dimensional model. The
signal of the primary source can be taken into account by including R0 = 1.

3.1.2 Distance-dependent reflection model for dispersive media

In flexural wave fields, the signal of a secondary sources is not only influenced by the
primary source signal, but also determined by the dispersion characteristics and the
distance between source and receiver as shown in the previous chapter. As a result

1In contrast to chapter 2, xi is used instead of ∆xi as a simplified notation.
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in the analysis of the approximation of the Green’s function in Section 2.3.4, it was
found that the dispersive nature of the Green’s function is given by an exponential
term describing the non-linear phase spectrum:

W̃ (xi, ω) = e−jkxi = e−j
√
ω
A xi (3.1.3)

The inverse temporal Fourier transform of this expression is now defined as the
flexural wavelet W (xi, t). This time signal contains the dispersive properties of a
source at distance xi from the receiver and can be used to model the measured
response in a dispersive medium:

u(t) = S(t) ∗
∑
i

RiW (xi, t) + n(t). (3.1.4)

Note that the spectral properties of the Green’s function that are not taken into
account by the wavelet W (xi, t) can be incorporated in the source signal S(t). Like-
wise, the distance-dependent geometrical damping factor can be combined with the
reflection coefficient Ri.

In this model, it is assumed that all source signals are produced at the same point in
time t = 0, and that the strength of the dispersion is thus influenced by the distance
between source and receiver. This requirement is fulfilled by the mirror image source
model for reflecting boundaries, for example, as illustrated in Fig. 3.1. The boundary
reflection can be replaced by a mirror image source on the opposite side of the
boundary. The difference between the signals of the primary and secondary source
is determined by the reflection coefficient Ri, which can be used to model a certain
boundary condition. Simply supported boundaries, for instance, can be modelled
by setting Ri = −1 [Graff 1975].

3.2 Dispersion removal for known source-to-receiver distance

In the following sections, it will be investigated how the effects of dispersion can
be removed if the dispersion characteristics of the material under investigation are
known. Starting out from the model of the measurement u(t) taken in a dispersive
wave field, a convolution filter FD(t) is derived that can be applied to obtain a
response q(t) without dispersion:

q(t) = FD(t) ∗ u(t). (3.2.5)

In order to derive this filter, the transformation of the measurement u(t) to the
frequency domain is used:

ũ(ω) = S̃(ω)
∑
i

Ri W̃ (xi, ω). (3.2.6)
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S S′

Figure 3.1: Illustration of the mirror image source model: the reflection of the primary
source S on a boundary can be modelled by a mirror image source S′.

In this equation, the noise term n(t) has been neglected for simplicity.

If there is only one source present and the distance x0 between source and receiver
is known, Eq. 3.2.6 can be simplified considerably:

ũ(ω) = S̃(ω)R0 W̃ (x0, ω). (3.2.7)

In this case, the matched filter to be applied to remove the effects of dispersion is
the complex conjugate of the dispersive wavelet W̃ (x0, ω):

F̃D(x0, ω) = W̃ ∗(x0, ω) = ejkx0 = ej
√
ω
A x0 . (3.2.8)

Application of this filter leads to the following result:

q̃(ω) = F̃D(x0, ω)ũ(ω) = S̃(ω)R0. (3.2.9)

For known source-to-receiver distance, the spectrum S̃(ω) and strength R0 of the
source are retrieved. The filtering operation can also be expressed as convolution in
the time domain:

q(τ) =

∞∫
−∞

FD(x0, τ − t)u(t) dt. (3.2.10)

For discrete signals, the filtering operation can be written as matrix-vector multipli-
cation as suggested by Berkhout et al. [Berkhout 2007]:

q(τ) = F (τ, t)u(t), (3.2.11)
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=

τ τ

t

t

q(τ) F (τ, t) u(t)

Figure 3.2: Illustration of dispersion removal by time-invariant convolution, after Berkhout
et al. [Berkhout 2007].

with the rows of the matrix F given by a time-sampled version of the flexural wavelet
W (x0, τ − t) as symbolically illustrated in Fig. 3.2.

If there is a source present at a different distance x1, for which the filter FD(x0, t)
was not designed, its signal will show up in the output q(t) as well. The response of
the filter to this input can easily be calculated:

q̃(x0, ω) = F̃D(x0, ω)S̃(ω)R1 e
jkx1 = S̃(ω)R1 e

−jk(x1−x0). (3.2.12)

Hence, signals from sources at other distances than x0 will still exhibit dispersive
characteristics after the filtering operation. The strength of this dispersion is de-
termined by the difference of the distance to the source x1 and the distance x0 the
filter was designed for.

3.3 Dispersion removal by distance-dependent filtering

In a lot of applications, the distance between source and receiver cannot be assumed
to be known beforehand. Therefore, it is desirable to develop a filter which is able
to remove the effects of dispersion without prior knowledge about the position of
a source. This can for example be achieved by making the matched filter FD(x, ω)
distance-dependent as suggested by Wilcox et al. [Wilcox 2001b]. A similar con-
cept for dispersion removal has been presented by Berkhout et al. [Berkhout 2007],
proposing a dispersion compensation procedure based on time-variant convolution.
The output obtained is a time signal in a non-dispersive medium for which a speed
of propagation must be chosen.
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The present work follows the idea of Wilcox et al. by choosing distance informa-
tion as output of the dispersion removal procedure, thereby rendering the choice
of an arbitrary propagation speed unnecessary. Furthermore, the distance between
a secondary source and the receiver is the information of interest for obtaining an
image showing the positions of secondary sources. Therefore, dispersion removal
should be defined as an operation transforming a temporal signal containing disper-
sive wavelets to a spatial map of events associated with the observed dispersive time
signal.

The filter function is no longer chosen for a fixed distance x0 as in Eq. 3.2.8, but
depends on the distance x as a running variable:

F̃D(x, ω) = W̃ ∗(x, ω) = ejkx = ej
ω
c(ω)

x. (3.3.13)

The output of the filter is a function q of source-to-receiver distance x. For every
distance x of interest, a matched filter corresponding to this distance is applied to
the input signal:

q(x) =

∞∫
−∞

F̃D(x, ω)ũ(ω) dω. (3.3.14)

In order to illustrate this operation and compare it to the filter for a fixed distance
x0, an inverse Fourier transform is applied to Eq. 3.3.14. This operation allows to
express the filter function by time signals. The detailed derivation is presented in
Appendix C and results in the following integral:

q(x) = 2π

∞∫
−∞

W (x, t)u(t) dt. (3.3.15)

The output for the distance x is thus determined in the time domain by the cor-
relation of the input signal u(t) and the dispersive wavelet W (x, t) for the specific
distance x. For discrete signals, this filtering operation can be written as matrix-
vector multiplication:

q(x) = F (x, t)u(t), (3.3.16)

with the rows of the matrix F given by a time-sampled version of the flexural wavelet
W (x, t). Fig. 3.3 illustrates the operation of dispersion removal for the distance-
dependent case.

3.4 Dispersion removal in the wavenumber-frequency domain

An alternative and computationally simpler method for dispersion removal has been
presented by Wilcox [Wilcox 2003]. This approach makes use of a representation in
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=

x x

t

t

q(x) F (x, t) u(t)

Figure 3.3: Illustration of the matrix multiplication needed in order to perform dispersion
removal by distance-dependent convolution, after [Berkhout 2007].

the wavenumber-frequency domain, which is obtained by application of a temporal
and a spatial Fourier transform. In the following, the matched filter derived above
will be analysed in this domain.

A representation of the result of the distance-dependent matched filter for dispersion
removal in the wavenumber-frequency domain is obtained by application of a spatial
Fourier transform to Eq. 3.3.14, using kx as the Fourier variable with respect to the
distance x:

q̃(kx) =

∞∫
−∞

∞∫
−∞

F̃D(x, ω)ũ(ω) dωejkxx dx. (3.4.17)

Under the assumption that the integrand is continuous and that the Fourier trans-
forms converge, the order of integration can be changed:

q̃(kx) =

∞∫
−∞

∞∫
−∞

F̃D(x, ω)ejkxx dxũ(ω) dω =

∞∫
−∞

˜̃FD(kx, ω)ũ(ω) dω. (3.4.18)

The inner integral represents the filter function ˜̃FD(kx, ω) in the wavenumber-frequency
domain, which is given by the spatial Fourier transform of Eq. 3.3.13:

˜̃FD(kx, ω) =

∞∫
−∞

F̃D(x, ω)ejkxx dx =

∞∫
−∞

ej
ω
c(ω)

xejkxx dx = 2πδ

[
ω

c(ω)
+ kx

]
.

(3.4.19)
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The Dirac delta function describes the curve of the dispersion relation for the flexural
wave field:

kx = −k = −ω/c(ω). (3.4.20)

The negative sign arises from the fact that in the context of a transformation from a
temporal to a spatial function, different exponential kernels in the definition of the
Fourier transform are used (see appendix A). In a direct mapping from frequency
to wavenumber in which positive time is chosen to correspond to positive distance,
positive temporal frequencies have to be mapped to negative wavenumbers and vice
versa. This is due to the fact that in this section, the spatial variable is chosen to
designate the source position relative to the point of observation, whereas the kernels
of the spatial Fourier transform are chosen with the spatial coordinate corresponding
to the point of observation in a wave field.

Putting the result back into Eq. 3.4.18, the following formulation for dispersion
removal in the wavenumber-frequency domain is obtained:

q̃(kx) = 2π

∞∫
−∞

δ

[
ω

c(ω)
+ kx

]
ũ(ω) dω. (3.4.21)

In order to make use of the sifting property of the Dirac delta function, the following
substitution is performed:

k =
ω

c(ω)
, (3.4.22)

dω =
∂ω

∂k
dk = cgr(k)dk, (3.4.23)

with cgr being the group velocity defined by Eq. 2.2.23 in Section 2.2.4. Using
this substitution, the argument of the Dirac delta function depends linearly on the
integration variable, thereby allowing the integration to be carried out:

q̃(kx) = 2π

∞∫
−∞

δ (k + kx) ũ[k(ω)]cgr(k) dk = 2πũ[kx(ω)]cgr[kx(ω)]. (3.4.24)

Hence, the dispersion removal operation can be interpreted as a mapping from the
frequency to the wavenumber domain. For every value of kx in the output func-
tion q̃(kx), the associated value of the frequency spectrum ũ(ω) is picked using the
dispersion relation.

The result in the spatial domain is then obtained by application of an inverse spatial
Fourier transform:

q(x) =

∞∫
−∞

ũ[kx(ω)]cgr[kx(ω)]e−jkxx dkx. (3.4.25)
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As a result of the above derivation, dispersion compensation can be performed in
the wavenumber-frequency domain in a much more efficient way than in the space-
time domain. Whereas in the space-time domain a distance-dependent correlation
is required, the dispersion-free signal can be obtained in the wavenumber-frequency
domain by a simple mapping operation. The result as a function of space is obtained
by application of an inverse spatial Fourier transform to q(kx).

Furthermore, Eq. 3.4.24 shows that along with the mapping, the wavenumber spec-
trum has to be scaled by the group velocity. This corresponds to an adjustment of
different spectral densities for the two spectra as illustrated in Fig. 3.4. The densities
in the frequency and wavenumber spectra are related by the group velocity cgr.

∆ω

∆k

wavenumber k

cgr = ∂ω
∂k

fr
eq

u
en

cy
ω

Figure 3.4: The densities of the wavenumber and the frequency spectra are related by the
group velocity being shown as the tangent to the dispersion relation (dotted line).

An overview of the procedure for dispersion compensation in the wavenumber-
frequency domain is given in Fig. 3.5, which illustrates the three steps:

(1) transformation of the time signal to the frequency domain,

(2) mapping from the frequency to the wavenumber domain using the dispersion
relation, taking spectral densities and sampling criteria into account,

(3) inverse Fourier transform to the spatial domain.



46 Analysis and removal of dispersion effects

0 5 10
−1

0

1

time (ms)

am
pl

itu
de

0 2000 4000 6000
0

5

frequency (Hz)

m
ag

ni
tu

de

0 5 10
−1

0

1

offset (m)

am
pl

itu
de

0 10 20 30
0

5

−wavenumber (m 1)

m
ag

ni
tu

de

0 2000 4000 6000
−300

−200

−100

0

ph
as

e 
(r

ad
)

frequency (Hz)
0 10 20 30

−300

−200

−100

0
ph

as
e 

(r
ad

)

−wavenumber (m 1)

Fourier
transform

inverse Fourier
transform

mapping

input signal output signal

frequency domain wavenumber domain

Figure 3.5: Schematic overview of dispersion compensation by spectral mapping.

Figure 3.5 illustrates that the method for dispersion removal transforms the phase
spectrum that is nonlinearly dependent on the frequency to a phase spectrum de-
pending linearly on the spatial Fourier variable.

Although Wilcox and his colleagues were the first to apply such a transformation in
the context of dispersion removal for Lamb waves, the transformation itself originates
from the work of Oppenheim, Johnson and Steiglitz [Oppenheim 1971]. They coined
the term spectral warping [Oppenheim 1972]. In 1990, an application in the con-
text of dispersion compensation in optical waveguides was published by Brinkmeyer
et al. [Brinkmeyer 1990] [Kohlhaas 1991]. An extended and detailed description
of the transformation has recently been given by Allen, Bailey and Demidenko
[Bailey 2004].

An example of dispersion removal, for which the measured normal velocity of a beam
has been used, is given in Fig. 3.6. The experiment is described in Appendix G.2.
The dispersive impulse response is difficult to interpret. After dispersion removal,
the reflections from the beam ends can clearly be identified.
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Figure 3.6: Impulse response showing the normal velocity of a beam measured at a single
position (a); result after dispersion removal (b).

An even better insight into the wave field is gained by displaying impulse responses
measured at adjacent positions next to each other. This kind of representation is
typical for seismics [Berkhout 1987] and room acoustics [Kuster 2004], and allows the
assessment of temporal and spatial properties of the wave field. However, Fig. 3.7(a)
shows that the interpretation of the wave field is severely hampered by the effects of
dispersion. After dispersion removal, travelling waves and reflections from the beam
ends can clearly be recognised (see Fig. 3.7(b)).

3.4.1 Sampling and aliasing conditions for discrete signals

In addition to the transform itself, Wilcox also investigated and described its proper-
ties with respect to an application to sampled signals. Most important, it should be
realised that an equidistantly sampled frequency spectrum is connected to a wave-
number spectrum in which the samples are not equidistant, as can be seen from
Fig. 3.4. This is due to the nonlinear dispersion relation used for the mapping. In
order to be able to carry out fast Fourier transforms, the signals should be sam-
pled with a regular sampling interval. It is therefore required to resample, i.e., to
interpolate the wavenumber spectrum after the mapping [Wilcox 2002].

The sampling of the output signal is subject to constraints related to the sampling
theorem [Wilcox 2003]. If these constraints are neglected, the signal will either be
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Figure 3.7: Normal velocity of a beam of 2 m length measured with a spatial sampling of 1
cm; the source is positioned at a distance of 0.5 m from the left end (see Appendix G.2); the
image is formed by putting impulse responses next to each other (a); result after dispersion
removal (b).

undersampled or corrupted by wrap-around effects. The maximum sampling interval
in the wavenumber domain is limited by the sampling theorem. If the maximum
frequency of the temporal spectrum is given by fmax, the following limit can be given
for the maximum spatial wavenumber kx,max:

|kx,max| ≤ |kx(fmax)| = ωmax

c(ωmax)
. (3.4.26)

Furthermore, the dispersion relation as illustrated in Fig. 3.4 can be used to define
the maximum sampling interval ∆kx in the wavenumber domain. Whereas the
spatial Fourier variable kx has opposite sign with respect to the wavenumber k due
to the definitions of the Fourier transforms as shown above, the spectral densities
∆kx and ∆k are equal, leading to the following limit for the sampling interval in the
wavenumber domain:

∆kx = ∆k ≤ ∆ω
∂k

∂ω
=

∆ω

cgr(ωmax)
. (3.4.27)
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3.5 Analysis of the dispersion removal procedure

In order to assess its applicability for practical purposes, the output of the dispersion
removal procedure is further analysed. This analysis can be performed on either
the matched filter or the mapping in the wavenumber-frequency domain since both
methods are equivalent. It is chosen to make use of the matched filter and the
representation of the model of the flexural wave field in the frequency domain as
given by Eq. 3.2.6:

ũ(ω) = S̃(ω)
∑
i

Rie
−j ω

c(ω)
xi . (3.5.28)

The ideal desired output of the dispersion removal procedure aiming to localise
sources, is a series of Dirac delta pulses indicating the positions xi and strength Ri
of the sources in the spatial domain:

q(x) =
∑
i

Ri δ(x− xi). (3.5.29)

3.5.1 Influence of dispersion removal on the amplitude spectrum

Application of the dispersion removal filter, given by Eq. 3.3.13, to the wave field
given by Eq. 3.5.28, provides a representation of the filter output:

q(x) =

∞∫
−∞

ej
ω
c(ω)

xS̃(ω)
∑
i

Rie
−j ω

c(ω)
xi dω. (3.5.30)

The summation describes a convergent series of continuous functions, such that the
order of summation and integration can be interchanged:

q(x) =
∑
i

Ri

∞∫
−∞

ej
ω
c(ω)

(x−xi)S̃(ω) dω. (3.5.31)

The integral can be written as an inverse spatial Fourier transform by using the
following substitution:

kx = − ω

c(ω)
, (3.5.32)

dω =
∂ω

∂kx
dkx, (3.5.33)

which leads to the following equation:

q(x) =
∑
i

Ri

∞∫
−∞

∂ω

∂kx
S̃ [ω(kx)] ejkxxie−jkxx dkx. (3.5.34)
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The inverse Fourier transform of the first exponential term can be carried out explic-
itly, such that the filter output can be written as convolution in the spatial domain:

q(x) =

∞∫
−∞

∂ω

∂kx
S̃ [ω(kx)] e−jkxx dkx ∗

∑
i

Ri δ(x− xi). (3.5.35)

Comparing this result with the desired output of the dispersion removal filter as
defined in Eq. 3.5.29, it can be seen that the application of the filter indeed retrieves
the position and strength of the sources. The resolution of this result is limited by
the spatial spectrum Sx(kx) given by the following expression:

S̃x(kx) =
∂ω

∂kx
S̃ [ω(kx)] . (3.5.36)

Using the point spread function Sx(x), which is the inverse spatial Fourier transform
of S̃x(kx), the result of the dispersion removal procedure can be written in the
following form:

q(x) = Sx(x) ∗
∑
i

Ri δ(x− xi). (3.5.37)

The filter output is convolved with the point spread function Sx(x). It is, there-
fore, interesting to analyse the characteristics of this function and to determine the
conditions under which its negative influence on the result obtained by dispersion
compensation is minimised.

From Eq. 3.5.36, it can be seen that the spectrum S̃x(kx) consists of two parts. The
frequency spectrum S̃ [kx(ω)] of the source signal determines the spatial spectrum
of the filter output. The source spectrum is mapped to the wavenumber spectrum
with the mapping given by Eq. 3.5.32. This is readily understood as a limitation of
the bandwidth by the source signal. The bandwidth of the source signal determines
the bandwidth of the spatial spectrum.

Additionally, the spectrum is scaled by the term ∂ω/∂kx. The shape of this spectral
change for flexural wave fields can be expressed in terms of the spatial Fourier
variable kx, by using the dispersion relation and the dispersion constant A defined
in Section 2.2.4:

∂ω

∂kx
= −∂ω

∂k
= −cgr(kx) = −2A2 |kx| . (3.5.38)

It is seen that the spectral scaling term represents a spatial high-pass filter, the
magnitude of which increases linearly with increasing spatial frequency. This filter
accounts for different spectral densities in the frequency and wavenumber spectra,
as already found for the group velocity term arising for the dispersion removal in
the wavenumber-frequency domain (see Eq. 3.4.24). It can be interpreted as spectral
scaling that ensures the conservation of energy when transforming between frequency
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and wavenumber spectra:

∞∫
−∞

∣∣∣S̃(ω)
∣∣∣2 dω =

∞∫
−∞

∣∣∣S̃ (ω(kx))
∣∣∣2 ∂ω

∂kx
dkx. (3.5.39)

This energy balance resembles Parseval’s theorem, which relates the energy of a
time signal and its Fourier transform [Arfken 1985]. In this context, it explains the
physical need for the spectral weighting by the term ∂ω/∂kx.

Figure 3.8 presents an illustration of the spectral changes associated with the map-
ping from frequency to wavenumber. Some typical results of dispersion compensa-
tion for different source spectra are shown in Fig. 3.9. A flat amplitude spectrum as
in Fig. 3.9(a) results in a more pronounced peak after dispersion removal than the
shaped spectrum of Fig. 3.9(c).

wavenumber −kx

S̃x(−kx)

kx = − ω
c(ω)

fr
eq

u
en

cy
ω

S̃(ω)

Figure 3.8: The wavenumber spectrum S̃x(kx) after dispersion removal is related to the
frequency spectrum S̃(ω) by the dispersion relation.

3.5.2 Change of the phase spectrum due to a temporal delay

In the previous section, emphasis has been put on the effects of dispersion removal
on the amplitude spectrum of the retrieved signal. It is of equal importance to
investigate the changes occurring in the phase spectrum. The presented model of
the flexural wave field is based on the assumption that all impulsive sources are
triggered at one point in time t = 0 (see Section 3.1).
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Figure 3.9: Dispersion compensation for three different source spectra (a, b and c) of a
dispersive signal with dispersion constant A = 2 m · s−0.5 observed at a distance of 1 me-
tre from the source; from top to bottom: source spectrum, associated time signal, spatial
localisation after dispersion removal, wavenumber spectrum after dispersion removal.

In the following, it is investigated how the outcome of the method for dispersion
compensation is influenced by a time shift, i.e., by a source signal with a linear
phase spectrum. It is obvious that this case is of practical relevance. For instance, if
the timing of an impact source is incorrect or a measurement system introduces an
additional delay to the registered signals, the sources of the model of the flexural field
will still be synchronised. However, the point in time t = 0 may not be registered
correctly. This condition can be modelled by a delayed source signal:

S̃(ω) = e−jωt0 . (3.5.40)

The resulting spatial spectrum after dispersion removal can be determined using the
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mapping in the wavenumber-frequency domain as given by Eq. 3.5.36:

S̃x(kx) =
∂ω

∂kx
S̃ [ω(kx)] = −2A2 |kx| ej sgn(kx)A2k2xt0 , (3.5.41)

in which the following substitutions have been used:

c(ω) = A
√
ω, (3.5.42)

kx(ω) = − ω

c(ω)
, (3.5.43)

ω(kx) = − sgn(kx)A2k2
x. (3.5.44)

The phase of the exponential factor in Eq. 3.5.41 is proportional to k2
x. This means

that any delay t0 6= 0 causes a nonlinear dependency of the phase spectrum of the
filter output on the wavenumber kx. Thus, a delay of the source signal introduces
additional, unwanted dispersion in the result of the procedure designed to remove
dispersion.

Figure 3.10 shows the result of dispersion compensation for source signals with sev-
eral values of delay t0. The effect of dispersion increases for greater delays, and the
estimated position of the sources is shifted away from the correct value.

3.6 Limitations of the method for dispersion removal presented

The examples given in the previous sections show that there are several limitations
inherent to the proposed technique for dispersion removal:

(1) The presented approach relies on the mirror image source model, in which the
primary and secondary sources are synchronised in time.

(2) The point in time at which the sources are triggered must be known accurately
in order not to introduce unwanted dispersion in the filtering process.

(3) The bandwidth of the spectrum of the vibrational sources determines the
achievable resolution for localisation.

(4) The resolution is limited by a spatial high-pass filter.

The first item is a model assumption, whereas the other three are results of the
analysis of the filter output.

3.6.1 Optimal source spectrum

Setting optimal spatial resolution as the goal of the dispersion removal procedure,
it is desirable to achieve a filter output having a flat amplitude and zero-phase
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Figure 3.10: (a) Dispersive signal with dispersion constant A = 1.8 m · s−0.5; result after
dispersion removal for different delays: (b) t0 = 0 ms, (c) t0 = 2 ms, (d) t0 = 4 ms.

spectrum [Berkhout 1974]. In order to satisfy this demand, a zero-phase source
signal corresponding to a flat amplitude spectrum in the wavenumber domain can
be chosen. The shape of its frequency spectrum is determined by the dispersion
relation. The relation between frequency and wavenumber spectrum as presented in
Eq. 3.5.36 can be used to derive the required frequency spectrum.

Starting out from a flat amplitude spectrum in the wavenumber domain given by

S̃x(kx) = 1, (3.6.45)

and using the dispersion relation

kx(ω) = − sgn(ω)

√
|ω|
A

, (3.6.46)

the following source spectrum is derived:

S̃(ω) =
∂kx
∂ω

S̃x [kx(ω)] =
1

2A
√
|ω|

. (3.6.47)

The source spectrum would need to have an amplitude distribution according to
the function 1/

√
|ω| in order to achieve optimal resolution in the localisation. This
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spectral shape is depicted in Fig. 3.11, showing the significant boost required for low
frequencies. Since the magnitude of the spectrum tends towards infinity for ω → 0,
it is clear that there must be a lower bound for the spectrum.
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Figure 3.11: Optimal magnitude (qualitatively) of the source spectrum S̃(ω) in order to
achieve a flat wavenumber spectrum S̃x(kx) after dispersion removal.

Furthermore, it should be noted that there exists an alternative way of achieving
the optimal source spectrum for discrete implementations. Instead of using the
spectral shape given by Eq. 3.6.47 and depicted in Fig. 3.11, it is also possible to
adjust the sampling of the input signal in the frequency domain. As can be seen
from Fig. 3.4, equidistant sampling in the wavenumber domain corresponds to non-
equidistant sampling in the frequency domain. It is thus possible to employ a flat
frequency spectrum if the sampling in the frequency domain is chosen according to
the dispersion relation, i.e., by taking the square root relation between frequency and
wavenumber into account. For Nω frequencies ωn between ωmin and ωmax, equidis-
tant sampling in the wavenumber domain corresponds to the following distribution
in the frequency domain:

ωn =

[
√
ωmin + (n− 1)

√
ωmax −

√
ωmin

Nω − 1

]2

. (3.6.48)

3.6.2 The need for deconvolution of the measured signal

At this point, the question arises whether the spectral correction ∂ω/∂kx has to be
taken into account, given its adverse effect on the resolution. From a physical point
of view, the factor has to be retained in order to ensure that energy is correctly
conserved when mapping from a frequency to a wavenumber spectrum. However, if
dispersion removal is understood as just a technique for signal processing, there is
no need to retain an element that is detrimental to the resolution. Therefore, it is
preferable to omit the spectral correction factor.



56 Analysis and removal of dispersion effects

Likewise, it is not necessarily required to change the source signal physically in order
to obtain optimal resolution. The measured response can be altered by deconvolving
it with the source signal. This way, a signal with a flat source spectrum is obtained.
Without additional knowledge about the signal characteristics, deconvolution can
be performed only in the regions of the spectrum in which the signal-to-noise ratio
is sufficiently high. The result of the deconvolution is, therefore, still limited in
bandwidth. If a physical change of the source signal is possible, it could have the
advantage of improving the signal-to-noise ratio beyond the possibilities of deconvo-
lution.

An advantage of the deconvolution operation, however, is given by its ability to take
also phase characteristics into account. Therefore, it is also possible to compensate
for the effect of a time delay of the source signal as described in Section 3.5.2. This
operation is feasible due to the convolutional model of the flexural wave field given
by Eq. 3.1.4, in which the source spectrum and the dispersive impulse response are
separable and can be treated apart.

It becomes evident that the proposed approach to dispersion removal needs to be
combined with source signature deconvolution to achieve high spatial resolution and
good localisation of the sources. Methods for deconvolution and their effect on the
result of dispersion removal are presented in Section 3.8.

3.7 Estimation of the dispersion model

In the context of non-destructive testing, the properties of the medium under in-
vestigation can, in general, be assumed to be known. Nevertheless, there may be
cases in which there is no available information on the material properties of the
plate-like structure to be inspected, or its thickness is difficult to measure due to
limited access.

The measurement does not contain direct information on properties such as density
or elasticity of the material, but rather shows their combined effect on wave propa-
gation in the dispersion relation. Knowledge of the dispersion relation is sufficient to
localise secondary sources in the medium that can be interpreted as inhomogeneities.

In the following, first the estimation of the dispersion relation for general dispersive
waves will be presented, followed by the special case of flexural waves leading to
some simplifications and a broader range of applications.
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3.7.1 Estimation of the dispersion relation

3.7.1.1 Extraction of the dispersion relation from the wavenumber-frequency domain

If a dataset is available in which the wave field is sampled in time and space, this
information can be used to obtain a representation in the wavenumber-frequency
domain by application of a two-dimensional Fourier transform. This domain has
been shown to provide the link between frequencies and wavenumbers, which is
fixed according to the dispersion relation (see Section 3.4). Therefore, significant
signal components in wavenumber-frequency spectrum can be found only close to
the curve describing the dispersion relation [Alleyne 1991a].

Figure 3.12(a) shows a time-space representation of a flexural wave propagating
along a beam. The experiment is described in Appendix G.2. The temporal signals
are measured at equidistant spatial positions. Application of a Fourier transform
with respect to both time and space results in the wavenumber-frequency spectrum
presented in Figure 3.12(b), in which the dispersion relation can be seen.
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Figure 3.12: Flexural wave field in a beam (a) and associated representation in the
wavenumber-frequency domain (b) revealing the dispersion relation (dashed).

Since it is not a problem to obtain a high number of samples in time, the applicability
of this method is mainly determined by the number of available spatial samples.
The resolution in the wavenumber domain is limited by the spatial aperture covered
with receivers, and the maximum spacing of the receivers is dictated by the sampling
criterion to avoid aliasing.

The resolution with respect to the wavenumber can be increased by application of
methods that focus on high resolution. Due to the fact that only a single peak
in the wavenumber spectrum needs to be retrieved for each frequency, methods
for inversion with a sparseness constraint can, for example, be applied to obtain a
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wavenumber-frequency spectrum with high resolution [Sacchi 1998].

In two-dimensional plates, the situation is more complicated. If a linear array of
receivers is used, only contributions of waves propagating along the array can be
found on the curve describing the dispersion relation. For oblique angles of incidence,
the apparent speed of propagation along the array is higher, such that wavenumber
components appear smaller [Berkhout 1987].

In finite structures, however, it can be assumed that reflections from the boundaries
of the plate cause the presence of waves incident on the array under a high number
of different angles, among which there are waves propagating along the array. In
the wavenumber-frequency domain, such a wave field is represented by a spectrum
with components between the outer curves of the dispersion relation for positive and
negative wavenumber components.

The linear array measurement of a flexural wave field and its representation in the
wavenumber-frequency domain are presented in Figure 3.13. The experiment is
described in Appendix G.1.
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Figure 3.13: Flexural wave field in a plate (a) and associated representation in the
wavenumber-frequency domain (b) revealing the dispersion relation (dashed).

3.7.1.2 Improved estimation of the dispersion relation

If there are not enough receiver positions available to extract the dispersion relation
from the wavenumber-frequency domain, approaches based on the short-time Fourier
transform can help to determine the travel times at different frequencies. Since the
classical short-time Fourier transform can only provide limited resolution, advanced
methods are often employed, such as the Wigner-Ville spectrum [Prosser 1999], the
reassigned spectrogram [Niethammer 2000], or a special dispersion-oriented short-
time Fourier transform [Hong 2005]. These methods are either implicitly iterative
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or can be combined with iterative methods to improve the result of the obtained
estimate [Zakharia 2000]. However, these approaches can only be used if the waves
arriving at the receiver are not overlapping, such that a single event can be analysed.

A challenging yet interesting task is the estimation of the dispersion relation from a
measurement of a wave field with reflections. In order to optimise the model given
by the assumed dispersion relation, an objective function is needed. For the sake
of obtaining good resolution, a function promoting sparseness of the output can be
employed [Wei 2009]. Possible criteria are maximum entropy [Wiggins 1978] or the
L1-norm [Donoho 2008], for instance. For the result after dispersion removal q(x),
the L1-norm is given by the following integral over its absolute value:

‖q(x)‖ =

∞∫
−∞

|q(x)| dx. (3.7.49)

In a discrete implementation, the integration over x is replaced by a summation.

The relation between the dispersion model and the data after dispersion removal is
highly nonlinear. Hence, it is not advisable to estimate the entire dispersion relation
based on this objective function. Instead, it is proposed to focus on only one feature
of the dispersion model that has a significant effect on the resolution of the output.
Optimising for one parameter linked to the feature under consideration along with a
limitation of the maximum allowed change from the standard model can render the
problem well-defined and solvable. This approach will, in the following, be explained
by means of an example.

Figure 3.14 shows a simulated impulse response containing several reflections in a
steel plate having a thickness of 2 cm. Note that the plate is rather thick, such that
the Kirchhoff plate model is not perfectly applicable (see Section 2.2.5).

The simulation is based on the more accurate model of propagating Lamb waves,
whereas the simpler Kirchhoff model is used for dispersion removal. Both models
are shown in Fig. 3.15 for comparison.

The example presented here represents the case in which the Kirchhoff model is
not capable of accurately modelling the dispersion characteristics of the medium
under investigation. The result of the dispersion removal procedure can be improved
by employing a slightly modified model allowing for a deviation of the dispersion
characteristics from the simple Kirchhoff model.

The strength of the dispersion is determined by the curvature of the dispersion
relation. For non-dispersive wave propagation, for example, the dispersion relation
exhibits zero curvature. Therefore, it is chosen to add a parameter µ modifying the
strength of dispersion to the model given by Eq. 3.6.46:

kx(ω) = − sgn(ω)

√
|ω|
A

(
ω

ωmax

)µ
, (3.7.50)
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Figure 3.14: Simulated dispersive impulse response in a steel plate with a thickness of 2 cm
containing several reflections; the Lamb model was employed to calculate the phase velocity.
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Figure 3.15: Comparison of phase velocity (a) and dispersion relation (b) for the Kirchhoff
and the Lamb model of wave propagation in plates for the impulse response presented in
Fig. 3.14.

with ωmax being the maximum frequency of the input signal.

Figure 3.16 shows how the choice of the parameter µ changes the phase velocity
curve: propagation speeds for the lowest and highest frequencies contained in the
signal are not altered, whereas the region in between is modified in order to obtain
variable strength of the dispersion. Using a value of zero for µ leads to the simple
Kirchhoff bending model. The modification in Eq. 3.7.50 does not directly reflect a
physical model. However, it helps to correct for the major cause of error in dispersion
removal: the assumption of an incorrect dispersion strength.
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Figure 3.16: Illustration of the effect of the exponential parameter µ on the phase velocity
curve.

The modified model is then used for dispersion removal. The optimal choice of
the parameter µ is determined numerically using the L1-norm as an optimisation
criterion. To this end, Brent’s algorithm for minimisation without derivatives is used
[Brent 2002]. In Fig. 3.17, the result is compared with the outcome obtained using
the simple Kirchhoff model. It can be seen that the adaptive dispersion model leads
to an increase in resolution, a fact that can especially be observed for events at late
arrival times, i.e., arriving from more distant sources.

The L1-norm is thus indeed suitable as a measure for optimisation of the resolution
of the dispersion removal result. The magnitude of the L1-norm for different values
of the parameter µ is shown in Fig. 3.18. Despite the fact that the objective function
to be minimised is nonlinear, the region around the minimum is relatively smooth.

From this example, it can be seen that there should be only one unknown parameter,
and that the optimal choice of this parameter can be made by using the L1-norm as
optimisation criterion.
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Figure 3.17: Result of dispersion removal for the input shown in Fig. 3.14: (a) Kirchhoff
model, (b) estimate with exponential parameter and minimisation of the L1-norm.
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Figure 3.18: Magnitude of the L1-norm for different values of the exponential tuning param-
eter µ.
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3.8 Deconvolution

In Section 3.5, the influence of the dispersion removal procedure on the spectrum
has been discussed, resulting in the requirement of combining dispersion removal
and deconvolution. In the following, methods for coping with a non-white source
signal and a possible delay in the measurement chain will be presented.

3.8.1 Source signature deconvolution

The removal of the imprint of the source can be achieved by standard deconvolution
methods as for example discussed by Berkhout [Berkhout 1977]. It is assumed that
the spectrum of the source signal is either known, or can be estimated from the
measurements. The deconvolved signal can then be obtained by application of the
well-known Wiener filter [Wiener 1964].

Figure 3.19 shows the result of dispersion removal with and without deconvolution
for the signature of the source. It can be seen that deconvolution leads to a reduction
of artefacts, thereby facilitating the interpretation of the outcome.
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Figure 3.19: Result of dispersion removal for flexural waves in a beam (a) without and (b)
with source signature deconvolution.

In Section 3.6.1, the optimal source spectrum corresponding to a flat wavenumber
spectrum has been derived. However, the flatness of the wavenumber spectrum is not
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the only criterion for optimal resolution. A sudden discontinuity of the wavenumber
spectrum, for example caused by limitation of the bandwidth, leads to ringing arte-
facts in the spatial domain. Therefore, it is not desirable to keep the spectrum
perfectly flat up to the highest wavenumber contained in it. It is rather preferable
to create a smooth transition towards zero amplitude in order to reduce these arte-
facts. For practical applications, a compromise between flatness and smoothness has
to be found [Berkhout 1984].

3.8.2 Correction of a linear phase shift

In Section 3.5.2, it has been shown that a temporal delay, which corresponds to
a linear phase shift, has significant influence on the quality of the result of the
dispersion removal procedure. Therefore, it might be necessary to compensate for a
delay, introduced by the measurement chain, for instance.

In this section, measurements obtained on a 2 mm steel plate excited by the impact
of a small steel bullet are used. The experiment is described in Appendix G.1. Due
to the mechanism of excitation, precise synchronisation was difficult to maintain
during the experiment, and incorrect temporal alignment of the dataset is likely.

Figure 3.20 shows the result after applying dispersion removal to this dataset. The
temporal alignment is obviously incorrect, leading to an inferior outcome.
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Figure 3.20: Wave field in a 2 mm steel plate (a); result of dispersion removal without
compensation for the delay of the measured signals (b).
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In this context, the methods used in Section 3.7.1.2 for the estimation of an optimal
dispersion model can be used again. Once more, the L1-norm is used as an optimi-
sation criterion. The parameter to be estimated is the time delay before dispersion
removal.

As shown in Fig. 3.21, there exists a relatively smooth minimum of the objective
function. The choice of this minimum should correspond to a temporal delay that
helps to improve the resolution after dispersion removal. The optimal time delay is
found by application of Brent’s derivative-free minimisation algorithm [Brent 2002],
an implementation of which was provided by Press et al. [Press 1996], for example.
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Figure 3.21: Magnitude of the L1-norm for different time shifts applied before dispersion
removal.

Figure 3.22 shows the result of dispersion removal with application of the estimated
optimal time delay. Despite the fact that the applied delay is relatively small
(less than 0.1 ms), the gain in resolution after disperison removal in comparison
to Fig. 3.20 is significant.

3.9 Summary

In this chapter, techniques for the removal of the effects of dispersion have been pre-
sented. Essentially, the effects of dispersion can be compensated for by transforming
the temporal impulse response to a spatial representation. In this context, the dis-
persion relation does not only determine the transformation itself, but dictates the
requirements for sampling and spectral shape of input and output signals as well.
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Figure 3.22: Time-aligned wave field in a 2 mm steel plate (a); result of dispersion removal
with optimised delay of the measured signals.

It has been shown that dispersion removal has to be combined with deconvolution in
order to be most effective. In particular, a linear phase shift equivalent to a temporal
delay has to be avoided.

Whereas dispersion removal can be applied to impulse responses measured at a
single receiver location, the methods presented in the following chapters will combine
information available at different receiver locations in order to obtain an image
revealing the positions of primary and secondary sources in the wave field.



4

Imaging under the Born
approximation

All science is either physics or stamp collecting.

(Ernest Rutherford, 1871 – 1937)

The analysis of vibrating structures is performed by measuring the wave field caused
by one or more sources at a number of receiver points. The raw information obtained
at these points is not sufficient to characterise the medium fully. In order to detect
inhomogeneities, a map of the properties of the structure under investigation is
needed. In the previous chapter, it has been shown that dispersion removal leads
to a one-dimensional representation of source positions. In the present chapter,
information from an array of receivers is combined to create a two-dimensional image
of the medium. First, techniques for extrapolating the wave field from measured
points to different points in the medium of interest are presented, followed by a
discussion of methods to obtain an image of a source distribution. The derived
approach is then extended to obtain an image of scatterers present in the plate
under investigation. By introducing the Born approximation, an estimate of the
obtainable resolution for imaging based on first-order scattering is given.

4.1 Wave field extrapolation

The wave equation provides temporal relationships between different spatial points
in the medium. Therefore, knowledge of the wave field in a spatially limited region
can be used to estimate the wave field at different locations in space. In seismics
and acoustics, the Rayleigh integrals are often used for this purpose [Rayleigh 1878].
They enable the calculation of pressure or particle velocity at a point in a half
space from pressure or velocity information on a plane [Berkhout 1987]. For flexural
wave fields, the two-dimensional equivalent is given by extrapolation of displacement
information from measurements taken on a line into a half plane as illustrated in
Fig. 4.1.



68 Imaging under the Born approximation

y

x

Figure 4.1: Wave field with sources in the lower half space y < 0; knowledge of the field
variable at the line y = 0 is sufficient to calculate the field in the upper half space y > 0.

The analysis of the extrapolation problem in the wavenumber-frequency domain
allows geometrical illustrations of the calculations involved.

4.1.1 The flexural wave field in the wavenumber-frequency domain

The wave equation in the wavenumber-frequency domain is obtained by application
of a spatial Fourier transform to the Helmholtz equation given by Eq. 2.2.18:[(

k2
x + k2

y

)2 − k4
P

]
˜̃̃u(kx, ky, ω) = 0. (4.1.1)

For a non-zero wave field, it can be seen that the relation between the spatial Fourier
variables kx, ky and the frequency ω is determined by the dispersion relation:

(
k2
x + k2

y

)2
= k4

P =

[
ω

cP(ω)

]4

=
ω2

A4
P

. (4.1.2)

This means that all non-zero values can be found on the surface described by the
above equation. Geometrically, it is a surface of revolution obtained by rotating the
curve of the dispersion relation around the frequency axis as shown in Fig. 4.2.

For the flexural wave field, this surface is given by a paraboloid. It can easily be
shown that this paraboloid is formed by all possible combinations of plane travel-
ling waves. Considering a plane wave of a certain frequency ω0 travelling into the
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Figure 4.2: Illustration of the flexural wave field in the wavenumber-frequency domain: prop-
agating plane waves can be found on the surface of revolution created by rotation of the func-
tion describing the dispersion relation around the frequency axis (a); section for a single
frequency (b).

direction determined by the angle ϕ, a space-time representation is given by

u(x, y, t) = cos

{
ω0

[
t− x cosϕ

cP(ω)
− y sinϕ

cP(ω)

]}
. (4.1.3)

In the wavenumber-frequency domain, this wave field is represented by the following
expression:

˜̃̃u(kx, ky, ω) = 2πδ(|ω| − ω0) δ

[
kx −

ω cosϕ

cP(ω)

]
δ

[
ky −

ω sinϕ

cP(ω)

]
. (4.1.4)

Thus, for a single frequency, the combination of travelling waves for all directions ϕ
forms a circle with radius ω/cP(ω) in the wavenumber-frequency domain as indicated
in Fig. 4.2. In the same figure, it is furthermore shown that a broadband plane wave
is found on the curve given by the dispersion relation and rotated to the direction
of propagation ϕ.

The circle k4
P = (k2

x + k2
y)2 of propagating waves is also known as Ewald’s cir-

cle, named after Paul Peter Ewald who used it as a geometrical construction to
derive diffraction angles in crystallography [Ewald 1969]. The paraboloid in the
wavenumber-frequency domain is thus formed by the combination of Ewald’s circles
for multiple frequencies.

The restriction to propagating waves can be regarded as a far-field assumption:
If the field is observed at a sufficient distance from the sources, the reduction of
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amplitude due to geometrical damping is negligible for the region of observation.
In the context of deriving approximations to the Green’s functions in Section 2.3.4,
it has been shown that this is the case if the distance to the sources exceeds a
wavelength.

However, if the wave field is observed or calculated in the vicinity of sources, the
evanescent components due to damping over distance cannot be neglected, leading
to contributions to the wave field which can be found off the paraboloid in the
wavenumber-frequency domain.

4.1.2 Application of the projection-slice theorem

If the paraboloid in the wavenumber-frequency is fully known, travelling waves can
be reconstructed and the wave field caused by their superposition can be calculated
at all points in time and space by application of an inverse Fourier transform:

u(x, y, t) =
1

(2π)3

∞∫
−∞

∞∫
−∞

∞∫
−∞

˜̃̃u(kx, ky, ω)ej(ωt−kxx−kyy) dkx dky dω. (4.1.5)

If the wave field is known only on the line y = 0, the wavenumber-frequency spectrum
at this is readily determined:

u(x, y = 0, t) =
1

(2π)3

∞∫
−∞

∞∫
−∞

 ∞∫
−∞

˜̃̃u(kx, ky, ω) dky

 ej(ωt−kxx) dkx dω. (4.1.6)

The order of integration has been changed according to Fubini’s theorem [Saks 1937].

It is seen that the operation of taking a slice of the wave field at y = 0 in the
spatial domain is equivalent to a projection along the ky-axis onto the kx-ω plane
in the wavenumber-frequency domain. This relation is known as the projection-slice
theorem [Bracewell 2003].

The result presented in Eq. 4.1.6 shows that a spatio-temporal Fourier transform
applied to a line measurement u(x, y = 0, t) of a wave field leads to a wavenumber-
frequency spectrum ˜̃u(kx, ω) being an orthogonal projection of the paraboloid rep-
resenting the full wave field. This is illustrated in Fig. 4.3.

4.1.3 Wave field extrapolation by a spatial shift

The geometrical interpretation helps to understand the need for the two assumptions
introduced above:
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Figure 4.3: The wavefield at the line y = 0 is a projection of the full wave field taken along
the ky-axis in the wavenumber frequency domain.

• The wave field is assumed to be source-free in order to uniquely relate spa-
tial Fourier variables and frequency by the dispersion relation, using only the
paraboloid representing propagating plane waves.

• The reconstruction of the paraboloid from its projection is ambiguous with
respect to the ky-coordinate; it has to be mapped to one side of the line
ky = 0.

The latter result is due to the ambiguity when determining ky from the dispersion
relation in Eq. 4.1.2. Note that ky does not represent a Fourier variable when
determined from this equation. Instead, ky must be interpreted as a wavenumber
describing the propagation in y-direction. By neglecting evanescent waves, ky is
assumed to be real. The two remaining roots obtained when determining ky from
Eq. 4.1.2 reflect the fact that it cannot be resolved from which side an observed
plane wave is arriving at the line y = 0. In order to resolve this ambiguity, it can,
for example, be assumed that all plane waves propagate into positive half space for
which ky > 0.
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Using these assumptions, ky can uniquely be determined from kx and ω:

ky =

√[
ω

cP(ω)

]2

− k2
x =

√
k2

P − k2
x. (4.1.7)

The wave field can then easily be extrapolated to a line y = y0 with y0 > 0. The
spatial shift from the line through the origin to the line at y = y0 is obtained by mul-
tiplication with an exponential function in the wavenumber domain [Sicard 2002]:

˜̃u(kx, y0, ω) = ˜̃u(kx, 0, ω)ejkyy0 . (4.1.8)

4.1.4 Wave field extrapolation by mapping from frequency to wavenumber

Another option for wave field extrapolation is given by the direct mapping from
frequency ω to the spatial wavenumber ky. Figure 4.4 illustrates this idea, which
is known as Stolt migration in the context of seismic exploration [Stolt 1978]. The
two-dimensional inverse Fourier transform of the wave field at the line y = 0 is taken
as a starting point:

u(x, t) =
1

(2π)2

∞∫
−∞

∞∫
−∞

˜̃u(kx, ω) ej(ωt−kxx) dkx dω. (4.1.9)

A representation of the wave field in the spatial domain is obtained by substituting
ω by ky using Eq. 4.1.7. For the variable of integration ω, the following substitution
is obtained by differentiation of Eq. 4.1.7:

dω =
kycP(ω)

kP − k2
P
∂cP(ω)
∂ω

dky, (4.1.10)

Insertion of the phase velocity for flexural waves cP(ω) = AP
√
ω leads to the follow-

ing relation for flexural wave fields:

dω = 2A2
Pky dky. (4.1.11)

This case is analogous to the change of variable in the context of dispersion removal
presented in Section 3.5.1. The additional factor 2A2

Pky can be interpreted as a
statement of energy conservation when transforming between two projections of the
wave field in the wavenumber-frequency domain. The projection of the paraboloid
representing the wave field onto the kx-ω-plane is used to derive the projection onto
the kx-ky-plane as illustrated in Fig. 4.4
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ω

kx

ky

kx

spatial spectrum for time t = 0

total wave field

wave field on
the line y = 0

Figure 4.4: Knowledge of the wave field on the line y = 0 can be used to reconstruct the wave
field in the wavenumber-frequency domain for ky > 0; the projection onto the wavenumber
domain provides spatial information for time t = 0.

Using the substitution of Eq. 4.1.11, the spatio-temporal Fourier transform of Eq. 4.1.9
can be rewritten as a two-dimensional spatial Fourier transform in kx and ky:

u(x, y) =
A2

P

2π2

∞∫
−∞

∞∫
−∞

˜̃u

kx, ky =

√√√√∣∣∣∣∣
[

ω

cP(ω)

]2

− k2
x

∣∣∣∣∣
 e−j(kxx+kyy) dkxky dky.

(4.1.12)

Information of a wave field on a line can therefore be transformed into a two-
dimensional spatial representation of the field. It has already been pointed out that
this image is generated by a projection onto the kx-ky-plane in the wavenumber-
frequency domain, which is equivalent to an integration along the frequency axis.
Thus, it corresponds to the state of the wave field at time t = 0. In order to obtain
a spatial image of the wave field for a different point in time t0, the wavenumber-
frequency spectrum can be multiplied by an exponential term e−jωt0 . Note that this
multiplication has to be carried out before ω is substituted by ky.
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This method of producing a spatial map of the wave field can be regarded as a two-
dimensional extension of the method of dispersion removal presented in Section 3.4.
Equivalently, dispersion removal can thus be interpreted as a simplified form of wave
field extrapolation. The processing steps are similar in both cases. As in the case
of the one-dimensional dispersion removal procedure, a discrete implementation of
the two-dimensional imaging requires interpolation of the wavenumber spectrum
as explained in Section 3.4.1. A sampling grid that is equidistantly spaced in the
kx-ω-domain corresponds to a non-equidistantly spaced grid in the kx-ky-plane as
illustrated in Fig. 4.5.

ky kx

kx

ω
ω

kx

ky

(a) (b)

(c)

Figure 4.5: An equidistantly spaced sampling grid in the kx-ω domain (a) is mapped by the
dispersion relation (b) to a non-equidistant sampling grid in the kx-ky domain (c).
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4.1.5 Wave field extrapolation of evanescent components

In general, practical measurements will not comply with the limiting condition that
only propagating waves may be present in the wave field. However, it has been shown
that the evanescent components are negligible if the distance to sources exceeds a
wavelength.

Nevertheless, it is necessary to investigate what happens if evanescent waves are
present. As stated above, any non-propagating component can be found off the
paraboloid in the wavenumber-frequency domain. The mapping from frequency to
wavenumber according to Eq. 4.1.7 is therefore not correct for these components.
Two cases can be distinguished:

(1) For |kx| ≤ kP, evanescent components are mapped into the propagating field.
They are projected onto the paraboloid along the ky-axis.

(2) For |kx| > kP, Eq. 4.1.7 returns positive imaginary values for ky. With re-
spect to the extrapolation based on mapping in the wavenumber-frequency
domain, these regions should not be taken into account since no real ky co-
ordinate can be assigned. If the wave field is extrapolated by multiplication
by an exponential function as stated in Eq. 4.1.8, the field can only be ex-
trapolated into the positive half-plane for which y0 > 0, i.e., away from the

sources. In this case, the wave field is multiplied by a factor e−
√
k2x−k2Py0 in

the wavenumber-frequency domain, such that the evanescent field decreases
for increasing extrapolation distance y0.

4.1.6 Bi-directional wave field extrapolation

It has been shown that knowledge of the wave field on a line y = 0 does not provide
information about the direction of propagation normal to this line. In the above
derivation, it was chosen to let all wave field components propagate into the positive
half space for which y > 0.

Nevertheless, it is possible to overcome the problem of the non-uniqueness of the
direction of propagation by employing more information on the wave field at the
line y = 0. A classical choice is the additional usage of the normal derivative of the
wave field with respect to y: ∂ũ(x, y = 0, ω)/∂y. The Kirchhoff-Helmholtz theorem
states that information on the field and its normal derivative on a boundary can
be used to determine the field in the source-free region enclosed by this boundary
uniquely [Berkhout 1987]. In the case of a two-dimensional flexural wave field, this
boundary is chosen to be an infinite line positioned at y = 0.

With respect to the representation of the wave field in the wavenumber-frequency
domain, the Kirchhoff-Helmholtz theorem corresponds to the use of two different
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projections of the paraboloid representing the wave field. One of them is the pro-
jection of the paraboloid as introduced above:

˜̃u(kx, y = 0, ω) =
1

2π

∞∫
−∞

˜̃̃u(kx, ky, ω) dky. (4.1.13)

The second projection is taken of the Fourier-transformed normal derivative of
the wave field, which is obtained by a multiplication by the factor −jky in the
wavenumber-frequency domain.

∂

∂y
˜̃u(kx, y = 0, ω) = − j

2π

∞∫
−∞

ky
˜̃̃u(kx, ky, ω) dky. (4.1.14)

These two projections are sufficient to reconstruct the entire paraboloid of propa-
gating waves with positive and negative coordinates for ky.

To this end, the wavenumber spectra of propagating waves are formed from mea-
surements ˜̃u(kx, y, ω) and ∂ ˜̃u(kx, y = 0, ω)/∂y separately. At this point, the non-
uniqueness is still maintained, i.e., both spectra are symmetric with respect to the
kx-axis. Denoting these two forms as ˜̃u1(kx, ky) and ˜̃u2(kx, ky), one obtains:

˜̃u1(kx, ky) = ˜̃u

kx, ky =

√√√√∣∣∣∣∣
[

ω

cP(ω)

]2

− k2
x

∣∣∣∣∣
 , (4.1.15)

˜̃u2(kx, ky) =
∂

∂y
˜̃u

kx, ky =

√√√√∣∣∣∣∣
[

ω

cP(ω)

]2

− k2
x

∣∣∣∣∣
 . (4.1.16)

A unique reconstruction of the field ˜̃u′(kx, ky) on both sides of the array is then
formed by adding these spectra in such a way that the parts placed in the incorrect
half of the field cancel each other:

˜̃u′(kx, ky) =
1

2

[
˜̃u1(kx, ky)−

˜̃u2(kx, ky)

j ky

]
. (4.1.17)

The field in the spatial domain is then obtained by an inverse Fourier transform of
˜̃u′(kx, ky).

In the following, an example will be used to illustrate the described method. Fig-
ure 4.6 shows a typical setup with two impulsive sources of equal strength both
triggered at time t = 0. The wavenumber-frequency representations of the pro-
jection onto the kx-axis of both the field and its normal derivative are shown in
Fig. 4.7.
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Figure 4.6: Simulation setup: two sources are positioned on different sides of an array
(dashed) of 2.4 m length located on the x-axis; the simulations are carried out for a field
with a dispersion constant AP = 2 m · s−0.5.
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Figure 4.7: Projection of the wave field in the wavenumber-frequency domain obtained from
(a) the field and (b) the normal derivative of the field at the array position.

The wavenumber spectra ˜̃u1(kx, ky) and ˜̃u2(kx, ky) are depicted in Fig. 4.8(a) and
(c), while Fig. 4.8(b) and (d) show their spatial representations u1(x, y) and u2(x, y),
respectively. Clearly, both functions by themselves are non-unique as can be seen
from the symmetry with respect to the kx- or x-axis, respectively. However, these
two representations of the wave field differ in their spectral content: the field de-
rived from the normal derivative is spectrally shaped by an additional factor −j ky.
By application of Eq. 4.1.17, the unique wavenumber spectrum ˜̃u′(kx, ky) shown in
Fig. 4.8(e) is obtained. Its inverse Fourier transform depicted in Fig. 4.8(f) reveals
the correct position of both sources.
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Figure 4.8: Wavenumber spectra and respective spatial representations obtained from the
field at y = 0 (a) ˜̃u1(kx, ky), (b) u1(x, y), from the normal derivative of the field at y = 0
(c) ˜̃u2(kx, ky), (d) u2(x, y), and by combination of both: (e) ˜̃u′(kx, ky), (f) u′(x, y).
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Note that the figures obtained show the wave field at t = 0, i.e., at the moment that
both sources are triggered. Snapshots at different points in time can be obtained
simply by application of a positive or negative time shift to the signals recorded at
the linear array. As an example, the field is reconstructed at two points in time just
before and just after t = 0, see Fig. 4.9.
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Figure 4.9: Reconstruction of the simulated wave field at t = −0.3 ms (a) and t = +0.3 ms
(b) using bi-directional wave field extrapolation; the positions of the sources are indicated
by the crosses.

It can be seen that the extrapolation of the wave field results in an image consisting
of the propagating waves at a certain point in time. Therefore, there are no real
‘sources’ for the wave fronts in the image. The source locations observed in Fig. 4.8(f)
are actually the focal points at which the propagating waves converge at the moment
that the sources are triggered. From the focal points, the waves propagate towards
the array. Furthermore, it should be noted that the result of the extrapolation
contains only the waves for angles of propagation that can be registered by the
array. Therefore, the omni-directionality of the sources cannot be retrieved.

Nevertheless, wave field extrapolation can be used as a tool to obtain insight in the
wave field from snapshots at a point in time. If this point is well-chosen, the resulting
image can be expected to bear sufficient information to locate primary or secondary
sources. Only the case of extrapolation from a linear array of receivers has been
presented here due to the fact that it can easily be used for visual illustrations of
the relations between frequency and wavenumber spectra. From this point of view,
wave field extrapolation can be seen as a straightforward extension of the methods
for dispersion removal to two dimensions.
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4.1.7 From wave field extrapolation to imaging

It has been shown that wave field extrapolation enables the calculation of the prop-
agating part of the wave field at arbitrary points in time and space. In order to
obtain an image, it is necessary to go one step further: the observed wave field must
be related to the spectra of the sources it is caused by. In this context, two types of
sources can be distinguished:

• The primary sources are the active sources employed to generate the wave
field. They are assumed to be known.

• The secondary sources can be characterised as passive sources. They are
formed by the unknown material inhomogeneities, which are illuminated1 by
the primary sources.

Therefore, in order to detect changes in material properties, it is first of all necessary
to be able to detect the secondary sources of an observed wave field. With respect
to this application, wave field extrapolation as presented above has two main limi-
tations: it is tailored to deal with the propagating part of the field only and requires
knowledge of the wave field on a straight line. Therefore, the following issues have
to be resolved:

• The restriction to propagating plane waves must be abandoned in order to be
able to deal with sources present in the wave field, thereby taking geometrical
damping and near-field effects into account.

• The imaging formalism has to be extended to arbitrary geometrical configura-
tions of a finite number of sources and receivers.

Both demands can be met by using the framework of array-based imaging. Arrays of
receivers are widely used in different disciplines such as mobile communication, radar
tracking, seismic exploration, room acoustics, non-destructive testing, and medical
imaging. This fortunate fact has led to cross-fertilisation of developments in these
different areas of research. The underlying mathematical principles have extensively
been studied and can be employed to assess the capabilities and limitations of an
imaging system. In the following sections, the problem of determining primary and
secondary sources causing a wave field is thus analysed by means of the tools of
array processing.

1The term illumination is not restricted to optics, but can also refer to acoustical and vibrational
sources.
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4.2 Imaging of a source distribution

The imaging of a source distribution, also known as the inverse source problem
[Bertero 1998] can be regarded as a prerequisite for the imaging of scatterers. There-
fore, it is chosen to represent the source distribution by the variable w(x, ω), already
bearing in mind that it will later on be used to represent the contrast sources intro-
duced in Section 2.5.3 when imaging a distribution of scatterers. For the problem
at hand, it is sufficient to deal with an abstract distribution of sources with certain
spatial and spectral properties.

The field caused by the source distribution is picked up by a collection of Nr receivers
at the locations xr with index r = 1 . . . Nr. The signal f̃(xr, ω) measured at a certain
receiver r due to the source distribution can readily be determined by means of the
Green’s function as has been shown in Section 2.5.3:

f̃(xr, ω) =

∞∫
−∞

G̃(xr, x, ω)w̃(x, ω) dx = GRw̃(x, ω). (4.2.18)

In the above equation, the operator GR has been introduced to describe the mapping
from the source space S to the receiver space R. Figure 4.10 illustrates this mapping.
Besides the short notation, the usage of operators has the advantage of facilitating
the treatment of problems in the framework of linear algebra. All operators presented
in this work are linear operators acting on Hilbert spaces, i.e., multidimensional
vector spaces on which an inner product can be defined [Riley 1997]. This property
will be used below in order to derive solutions to minimisation problems.

source
distribution

receiver
signals

f̃(xr, ω)
w̃(x, ω)

GR

Figure 4.10: Mapping from the source distribution w̃(x, ω) to the receiver signals f̃(xr, ω)
by the operator GR.

Equation 4.2.18 describes the forward problem, i.e., the generation of the signals at
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the receivers due to the source distribution. Imaging deals with the inverse problem
of estimating a source distribution for given receiver signals. In the following sec-
tions, different methods of obtaining such estimates will be presented and analysed.

4.2.1 Imaging as a minimisation problem

The estimation w̃est(x, ω) of a source distribution can be cast as a linear algebra
problem by minimising the difference between the field generated by the source
distribution and the observed receiver signals in a least-squares sense:

w̃(x, ω)est = arg min
w̃(x,ω)

∥∥∥f̃(xr, ω)− GRw̃(x, ω)
∥∥∥2

R
, (4.2.19)

with ‖·‖2R denoting the L2-norm in the receiver space R.

A solution is found by differentiating Eq. 4.2.19 with respect to w̃(x, ω) and setting
the result equal to zero. The following normal equations are obtained:

G†RGRw̃(x, ω) = G†Rf̃(xr, ω), (4.2.20)

with G†R representing the adjoint of the operator GR.

4.2.1.1 The adjoint imaging operator

The adjoint operator G†R performs a mapping from the receiver space R to the source
space S and is defined by the following inner products on these spaces:〈

GRw̃(x, ω), f̃(xr, ω)
〉
R,ω

=
〈
w̃(x, ω),G†Rf̃(xr, ω)

〉
S,ω

. (4.2.21)

The definition of the adjoint operators and the notation used in this work can be
found in appendix D. The resulting adjoint for the operator GR is represented by
the following equation:

G†Rf̃(xr, ω) =

Nr∑
r=1

G̃∗(xr, x, ω)f̃(xr, ω), (4.2.22)

with the superscript asterisk denoting complex conjugation. Besides the formal
definition, the adjoint of an operator can often be given a physical interpretation. For
a general convolution operator L, the adjoint operator L† represents a convolution
with the time-reversed filtering wavelet. Hence, the adjoint operator can be used to
undo the time shift of the forward operator, or equivalently, cancel the change of the
phase spectrum caused by the forward operator. The amplitude spectrum is equally
affected by L and L†.
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The operator GR represents a convolution operator in space and time: it con-
volves the source distribution with the Green’s function in order to obtain the field
at the receiver points. Its adjoint G†R is known as the backpropagation operator
[Van den Berg 1999]. The adjoint operator of the imaging problem represents a
mapping from the receiver space R to the source space S. It is used to propagate
the receiver signals back towards their origin. As in the case of a general convolution
operator, the adjoint operator G†R undoes the time shift caused by the forward op-
erator GR, whereas it applies the same geometrical damping, i.e., the same decrease
of the amplitudes due to the spreading of the wavefronts as the forward operator
GR. Hence, the amplitudes of the waves are scaled as if they would physically have
propagated twice through the medium: from the source to the receiver and vice
versa.

4.2.2 Spectral representation of the imaging problem

At first sight, the introduction of operators and their adjoints might seem laborious.
It is therefore important to analyse the benefits of representing the imaging problem
in this form.

The least-squares solution to the imaging problem given by Eq. 4.2.20 suggests that
an estimate of the source distribution can be obtained by formally inverting the
operator combination G†RGR:

w̃est(x, ω) =
(
G†RGR

)−1

G†Rf̃(xr, ω) = R−1G†Rf̃(xr, ω). (4.2.23)

The formal solution consists of the application of the backpropagation operator to
the receiver signals by G†R and the application of an additional operator R = G†RGR

that has to be inverted. The backpropagation operator can always be applied,
whereas the conditioning of the operator R might prohibit its inversion. Therefore,
it is important to determine the conditions under which R is invertible and, in the
case that inversion is not possible, to determine useful approximate solutions. To
this end, the following statements about R can be made:

(1) The operator R is a self-adjoint operator [Fokkema 1993].

(2) The eigenvalue decomposition can be used in order to diagonalise R and de-
termine its spectrum, which is real and positive.

(3) From the spectrum of R, the ill-posedness of the problem can be analysed.

This means that, according to the spectral theorem for self-adjoint operators, there
exists a unitary transformation operator U , such that R can be diagonalised:

R = U†SU , (4.2.24)
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with S being a diagonal multiplication operator containing the eigenvalues of R.

The eigenvalues form the spectrum of R and indicate whether the desired inversion
is possible. If the spectrum does not contain any zeros, inversion can simply be
performed by using the reciprocal of the eigenvalues:

R−1 = U†S−1U . (4.2.25)

If the spectrum of the operator R contains zeros, the inversion is not unique, and
additional measures must be taken in order to obtain a unique solution.

In order to diagonalise the operator and analyse the spectrum, a detailed expression
for R is needed, which can be obtained by inserting Eq. 4.2.18 into Eq. 4.2.22:

Rw̃(x, ω) = G†RGRw̃(x, ω) =

Nr∑
r=1

G̃∗(xr, x, ω)

∞∫
−∞

G̃(xr, x, ω)w̃(x, ω) dx. (4.2.26)

Equation 4.2.26 describes a mapping from the source space S onto itself. The analysis
of this equation is simplified by re-writing it in a slightly different form:

Rw̃(x, ω) =

Nr∑
r=1

G̃∗(x, 0, ω) ∗

δ(x− xr)
∞∫
−∞

δ(x− xr)
[
G̃(x, 0, ω) ∗ w̃(x, ω)

]
dx

 ,

(4.2.27)
with the asterisk denoting spatial convolution. From this equation, it can be seen
that the following operations are carried out:

(1) The source distribution is convolved with the Green’s function, such that the
wave field is obtained for the entire source space S.

(2) The field is sampled at the receiver positions.

(3) The values obtained at the receiver positions determine the strengths of a
number of virtual sinks at the receiver positions.

(4) The result of applying the operator R is given by the superposition of these
sinks.

The first two steps are carried out by the forward operator GR, whereas the adjoint
G†R takes care of the latter two. The given description can be used to provide a
physical interpretation of the operators: The forward operator GR decomposes the
source distribution in terms of shifted copies of the Green’s function. The receiver
signals f̃(xr, ω) represent the ‘coefficients’ of this decomposition. The adjoint op-
erator performs a reconstruction of the source distribution by superimposing point
sinks, i.e., the anti-causal equivalent of the Green’s function describing circular wave
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fronts propagating towards the receivers. Figure 4.11 gives an illustration of these
operations. The operator R performs both the decomposition and the reconstruc-
tion, thereby indicating to what extent the source distribution can be reconstructed
for a given setup of receivers.
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Figure 4.11: Mapping from the source distribution to the receivers by the operator GR (a);
reconstruction of the source distribution by the operator G†R (b).

It becomes evident that R must have finite rank: whereas all frequencies can be
represented, the superposition of only Green’s functions corresponding to sinks at
the receiver locations are used to construct its result. The rank ofR is determined by
the number of receivers. This is due to the fact that in a combination of operations,
the operation with the lowest rank determines the overall rank of the operator. In
the imaging problem, the operation of lowest rank is the sampling at the receiver
points, the rank of which is equal to the number of receivers Nr.

Therefore, the imaging problem is not unique and ill-posed in the sense of Hadamard’s
definition [Hadamard 1923]. There exist different source distributions resulting in
exactly the same receiver signals.

Since the non-uniqueness of the inverse problem given by the formal inversion in
Eq. 4.2.23 has been established, it is necessary to devise methods that can provide
approximate solutions. One of the simplest approximations has already been pre-
sented above: it is the application of the adjoint operator G†R without the additional
inversion of R:

w̃adj(x, ω) = G†Rf̃(xr, ω). (4.2.28)

If the generation of the receiver signals due to a source distribution is taken into
account, it can be seen that the operator R provides the result that can be obtained
by backpropagation for a given source distribution:

w̃adj(x, ω) = G†RGRw̃(x, ω) = Rw̃(x, ω). (4.2.29)
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Hence, the operator R describes the quality of the image in comparison to the true
source distribution. Application of this operator to a source distribution shows
to what extent an image is blurred. Therefore, R enables the assessment of the
resolution that is obtainable by application of the adjoint operator and is called the
reproducing kernel [Sibul 1995] or the resolution operator [Tarantola 2005].

4.2.3 Resolution analysis in the wavenumber-frequency domain

Whereas the diagonalisation of the resolution operator R as demanded by Eq. 4.2.24
provides information on the operator spectrum, it is decided to analyse how R in-
fluences the wavenumber-frequency spectrum of a given source distribution. If the
operations in the wavenumber-frequency spectrum can be expressed as a multiplica-
tion, R can be described as a spectral filter. This allows for a physical interpretation
of the operator: the representation in the wavenumber-frequency domain reveals how
well different frequencies and related wavenumbers can be reproduced in an image.
The presence or absence of wavenumber components determines the spatial resolu-
tion of the imaging technique.

Representations in the wavenumber domain for the assessment of the resolution
obtained by imaging procedures have also been used by Beylkin and Oristaglio
[Beylkin 1985], Berkhout [Berkhout 1987] and Bleistein et al. [Bleistein 2001]. The
wavenumber domain provides an overview of the spectral content that can easily be
interpreted. By establishing a link between the characteristics of the wavenumber
spectrum and the choice of imaging setup, the effect of source and receiver positions
as well as the choice of frequencies employed for imaging on the achievable resolution
can be analysed.

The wavenumber spectrum describing the resolution is also known as the modulation
transfer function, while its spatial counterpart, the point spread function describes
how an ideal point-like object is reconstructed by the imaging method or system
under investigation [Hendee 2002].

By application of a spatial Fourier transform, the resolution operator R given by
Eq. 4.2.27 is readily transformed to the wavenumber-frequency domain:

Rw̃(k1, ω) =

Nr∑
r=1

˜̃̃
G∗(k1, ω)ejk1·xr

∞∫
−∞

e−jk·xr
˜̃̃
G(k, ω)w̃(k, ω) dk. (4.2.30)
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The influence of the receiver positions xr can be put into a single factor:

Rw̃(k, ω) =
˜̃̃
G∗(k1, ω)

∞∫
−∞

Nr∑
r=1

ej(k1−k)·xr
˜̃̃
G(k, ω)w̃(k, ω) dk

=
˜̃̃
G∗(k, ω)

{(
Nr∑
r=1

ejk·xr

)
∗
[

˜̃̃
G(k, ω)w̃(k, ω)

]}
,

(4.2.31)

with the asterisk denoting convolution with respect to kx and ky. Note that the
sum of exponentials in the form of ejk·xr represents a spatial Fourier transform of

the receiver geometry, for which the variable
˜̃
ψ(k) is introduced:

˜̃
ψ(k) =

Nr∑
r=1

ejk·xr . (4.2.32)

For an arbitrary point xP, the resolution operator has the following wavenumber-
frequency spectrum:

˜̃̃
R(k, xP, ω) = Rejk·xP =

˜̃̃
G∗(k, ω)

{
˜̃
ψ(k) ∗

[
˜̃̃
G(k, ω)ejk·xP

]}
. (4.2.33)

This spectrum
˜̃̃
R(k, xP, ω) is formed by application of three successive operations in

the wavenumber-frequency domain:

(1) The spectrum of the source distribution is multiplied by the Green’s function.

(2) The filtered source spectrum is convolved with a spatial Fourier transform of
the receiver geometry.

(3) The result is multiplied by the complex conjugate of the Green’s function.

The first and third operation represent spectral filters, i.e., multiplication operators
in the wavenumber-frequency domain that perform a weighting of the spectrum by
the Green’s function. As shown in Appendix B.2, the Green’s function for a source at
the origin is given by the following expression in the wavenumber-frequency domain:

˜̃̃
G(k, ω) =

1(
k2
x + k2

y

)2 − k4
P

. (4.2.34)

Figure 4.12 shows a sections through this function for a single frequency. The Green’s
function consists of propagating and non-propagating components. The propagating
components can be found on the paraboloid consisting of a combination of Ewald’s
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circles for multiple frequencies as introduced in Section 4.1.1. Non-propagating
components decay rapidly towards the inside or outside of this paraboloid. Function
values on the paraboloid tend towards infinity. However, the integral over the Green’s
function remains finite. Fig. 4.12 depicts the discrete spatial Fourier transform of
a spatial section. The spectrum shown is thus sampled and convolved with a sinc
function corresponding to the extent of the spatial domain. Therefore, the samples
close to and on the Ewald’s circle k4

P = (k2
x + k2

y)2 have finite values.
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Figure 4.12: Section through the Green’s function in the wavenumber-frequency domain for
a single frequency (a); section through this axially symmetric function for ky = 0 (b).

With respect to the three operations forming the resolution operator
˜̃̃
R(k, xP, ω), the

first and third operation given by the filtering with the Green’s function reduce the
magnitude of all non-propagating wavenumber components, i.e., components that
are off the paraboloid in the wavenumber-frequency domain. Hence, the wavenumber
bandwidth is effectively reduced to an annular region around the Ewald’s circle of
radius kP. The width of this region is determined by the extent to which components
of low magnitude can be used in the imaging process, i.e., by the signal-to-noise ratio.
In many practical cases, the annular region can be approximated by the Ewald’s
circle of radius kP, such that the maximum spatial resolution that can be obtained
by backpropagation is in the order of the wavelength λ for the given frequency ω.
Whether or not this resolution limit is achieved depends on the second operation
determining the spatial resolution, i.e., the Fourier transform of the array geometry.

4.2.4 Design and assessment of array geometries

Since it has been shown that the geometry of an array has major influence on
the achievable resolution, the wavenumber spectrum of several simple array setups
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is analysed. The convolution operation in Eq. 4.2.33 alters the content of spatial
frequencies depending on the structure of the Fourier transform of the receiver ge-
ometry. The wavenumber content can thus be blurred, shifted, or copied to different
locations in the wavenumber spectrum.

Based on these findings, two alternative desirable forms of the wavenumber spectrum
for the ‘ideal’ geometry of an array of receivers can be defined:

• The wavenumber spectrum of the array geometry should resemble a Dirac delta
pulse at the origin, thereby having virtually no influence on the resolution of
the backpropagated field given by the resolution operator R in Eq. 4.2.33.

• Alternatively, the imprint of the wavenumber spectrum of the receiver geom-
etry should exhibit a spectral shape that is easy to compensate for by decon-
volution.

The following discussion of the imaging problem will focus on the first option; the
second approach is covered in Section 4.2.4.3.

It is obvious that the wavenumber spectrum of the receiver geometry can only to a
limited extent resemble a Dirac delta function centred at the origin: such a spec-
trum would correspond to full spatial coverage with receivers – a trivial case without
practical relevance. Therefore, it is necessary to investigate how a good approxima-
tion can be achieved with a finite number of receivers. First, the simple case of a
one-dimensional linear array is considered, based on which rules for arbitrary two-
dimensional geometries can be derived.

4.2.4.1 Aliasing and truncation by discrete and finite arrays in one dimension

Figure 4.13(a) depicts an array of Nr receivers with a spacing distance d. The
Fourier transform of this array geometry is given by a train of Dirac pulses as shown
in Fig. 4.13(b). The wavenumber spectrum of the sampled wave field is convolved
with these Dirac pulses, such that it is periodically repeated. According to the
Nyquist-Shannon sampling theorem, the spatial distance d of the receivers should
not exceed half the minimum wavelength contained in the signal in order to avoid
aliasing [Shannon 1949]:

dNyquist ≤
λmin

2
. (4.2.35)

Choosing this distance leads to repetitions of the wavenumber spectra at positions
4πN/λmin, N being an arbitrary integer. The repeated spectra of the wave field
with maximum wavenumber 2π/λmin do not overlap.

However, the limiting value dNyquist is only valid if an infinite number of samples
is taken. Figure 4.14 depicts the case of a finite array of Nr receivers covering an
aperture of a = Nr d, which is the threshold at which another receiver could just be
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(a)

(b)

d

2π/λmin

4π/λmin

x

kx

Figure 4.13: Sampling by an infinite array in the spatial domain (a) corresponds to repetition
of the wavenumber spectrum of a wave field (dotted) in the wavenumber domain (b).

placed within the same aperture a. The wavenumber spectrum of a sampled wave
field is not convolved by Dirac pulses as in the infinite case, but by sinc functions
corresponding to the aperture a of the array as shown in Fig. 4.14(b).
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Figure 4.14: Sampling with a finite array of aperture a consisting of Nr receivers with
distance d in the spatial domain (a); due to the finite aperture, the wavenumber spectra
(dotted) are, in first approximation, extended by 2π/a on both sides (dashed) by convolution
with a sinc function (b); in order to reduce aliasing, the separation of the spectra is increased
by 2π/a in comparison to Fig. 4.13.

The wavenumber spectrum of the wave field is repeated and extended due to the
convolution with the sinc function. As a consequence, the wavenumber spectra of
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a wave field sampled by a finite array will overlap. Nevertheless, the impact of the
aliasing can be reduced by a more rigorous sampling criterion in order to lower the
extent to which the spectra overlap.

The strongest effect caused by a finite aperture is a broadening of the main lobe
of the sinc function. Convolution with this main lobe extends the wavenumber
spectrum by 2π/a on both sides as depicted in Fig. 4.14(b). In order to ensure that
repetitions of the wavenumber spectrum do not significantly influence the baseband
with wavenumbers kx ≤ 2π/λmin, the distance between the spectra is increased by
2π/a in comparison to the infinite array. The following condition has to be fulfilled:

2π

d
≥ 4π

λmin
+

2π

a
. (4.2.36)

The maximum distance of the receiver elements is thus given by

dfinite ≤
λmin

2

a

a+ λmin

2

. (4.2.37)

If the limit towards an infinite aperture is taken, dfinite approaches the Nyquist-
Shannon sampling interval given by Eq. 4.2.35. The maximal sampling distance can
also be expressed in terms of the number of receivers Nr:

dfinite ≤
λmin

2

Nr − 1

Nr
. (4.2.38)

For the extreme case of only two receivers, the maximum spacing is equal to a quarter
of the wavelength, which is half the interval suggested by the Nyquist-Shannon
sampling theorem.

Figure 4.15 presents a plot of the maximum spatial sampling interval depending on
the aperture and the number of receivers. The Nyquist-Shannon limit gives a rea-
sonable approximation if the aperture of the array exceeds five times the wavelength,
or if the linear array consists of at least ten receivers.

4.2.4.2 Aliasing and truncation by discrete and finite arrays in two dimensions

The conditions derived in the one-dimensional case can also be applied to imaging
in two dimensions. Figure 4.16 shows representations of a finite linear array in the

spatial and the wavenumber domain, corresponding to ψ(x) and
˜̃
ψ(k), respectively.

This one-dimensional array is chosen as a first example in order to study the effects
of sampling and truncation on two-dimensional imaging.

It has been shown in Eq. 4.2.33 that the resolution obtained by application of the
adjoint operator is determined by three steps, the second of which is the convolution

by
˜̃
ψ(k). Furthermore, it has been pointed out that the first and the third step limit

the wavenumber content to an annular region around the circle of radius kP.
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Figure 4.15: Maximum receiver distance expressed in terms of the minimum wavelength for
a finite array with given aperture (a), and for a given number of receivers (b).

1

0

−3 −2 −1 0 1 2 3

−3

−2

−1

0

1

2

3

−2 −1 0 1 2

−2

−1

0

1

2

k
y
/k

P

kx/kP

y
/
λ

x/λ

(a) (b)

re
la

ti
ve

m
ag

n
it

u
d

e

Figure 4.16: Representation of a finite linear array in the spatial domain (a) and in the
wavenumber domain (b); two dashed circles with radius kP and 2 kP are superimposed.

From this combination of operations, it can be derived which part of the wave-

number spectrum of
˜̃
ψ(k) has an actual influence on the achievable resolution. The

convolution of the incident field with
˜̃
ψ(k) can, in good approximation, be described

as convolution with points on the Ewald’s circle of radius kP. The wavenumber
spectrum of the receiver geometry is convolved with this circle and thus shifted by
kP into all directions. Subsequent multiplication by the Green’s function, again
approximated by the Ewald’s circle of radius kP reveals that only wavenumber com-

ponents of
˜̃
ψ(k) inside the circle of radius 2 kP can have influence on the resolution;

components of the spectrum outside this circle are filtered out by the subsequent
multiplication with the Green’s function in Eq. 4.2.33.
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This insight provides a tool which can be used to design and assess array setups.
The following two design criteria have to be met by an array of receivers:

• The Fourier transform
˜̃
ψ(k) of an array geometry should resemble a Dirac

pulse at the origin.

• Apart from this pulse,
˜̃
ψ(k) should be zero inside the circle of radius 2 kP.

The spacing of the array elements in Fig. 4.16 is chosen according to Eq. 4.2.38. The
repetitions of the main lobe of the spectrum are outside the circle of radius 2 kP.
Hence, significant effects of aliasing are avoided.

It has been shown that a finite aperture leads to a broadening of the lobe at the

origin of
˜̃
ψ(k). An extreme case is found in the two-dimensional representation of

the one-dimensional linear array: the aperture in y-direction is zero, corresponding
to infinite extent in the ky-direction in the wavenumber domain. The resolution

function R̃(x, xP, ω) is therefore symmetric with respect to the y-axis. As already
seen in the context of wave field extrapolation, the linear array does not discriminate
between positive and negative y-coordinates.

This ambiguity can be resolved by extending the array in the y-direction. Fig-
ure 4.17(a) shows a curved array. From the representation in the wavenumber do-
main shown in Fig. 4.17(b), it can be seen that the extent of the main lobe at the

origin of
˜̃
ψ(k) is limited in the y-direction.
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Figure 4.17: Representation of a curved array (quarter of a circle) in the spatial domain (a)
and in the wavenumber domain (b).

The aperture in the y-direction can further be increased by employing a semi-circular
array as shown in Fig. 4.18(a). The sampling distance is chosen in such a way that
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interference from spectral repetitions is mainly found outside the circle of radius
2 kP. Note the main lobe at the origin in the wavenumber domain, the extent of
which in the ky-direction becomes smaller with increasing aperture of the array in
y-direction.
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Figure 4.18: Representation of a curved array (semi-circle) in the spatial domain (a) and
in the wavenumber domain (b).

The main lobe of the Fourier transform of the array geometry can be narrowed

further by using a circular setup, thereby making
˜̃
ψ(k) axially symmetric with respect

to the origin as shown in Fig. 4.19(b). For a given number of receivers, the circular
array provides an efficient way of achieving a relatively high aperture while limiting
the interference due to aliasing.

The two criteria for array setups introduced above can be employed for the analysis
of arbitrary geometries. The transition from the linear array to the circle has been
chosen as a simple example. For more complex geometries, the two criteria enable
the assessment and optimisation of the array design. For instance, it can be decided
whether the placement of another receiver can actually give an improvement in
resolution, and where the receiver should be placed to give the best improvement.

4.2.4.3 Imaging in the near- and far-field

As a generalisation of the example of a circular setup of receivers, the imaging
of a source distribution in the near- and far-field is considered. The setup shown
in Fig. 4.19(a) is modified towards continuous sampling on a circle of radius ∆x,
such that effects of aliasing do not have to be taken into account. To this end, the

wavenumber spectrum of the receiver geometry
˜̃
ψ(k) is expressed in terms of angular
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Figure 4.19: Representation of a circular array in the spatial domain (a) and in the wave-
number domain (b).

position θr and distance from the origin ∆x:

˜̃
ψ(k) =

Nr∑
r=1

ej|k|∆x cos θr . (4.2.39)

For continuous sampling, the Fourier transform of the receiver geometry is then
given by integration over all angles θ of the representation in polar coordinates:

˜̃
ψ(k) =

2π∫
0

ej|k|∆x cos θdθ = 2πJ0(|k|∆x), (4.2.40)

with J0 representing the zeroth order Bessel function of the first kind. This Bessel
function has a peak of unit magnitude at the origin of the wavenumber domain
and side lobes extending in radial direction as shown in Fig. 4.20. In comparison
to Fig. 4.19(b), it can be seen that aliasing effects are not present in the case of
continuous sampling as expected.

For different values of the radius ∆x, the wavenumber spectrum of the circular
receiver geometry is scaled in the radial direction. As the radius ∆x is taken towards
infinity, the far-field approximation is obtained:

lim
∆x→∞

J0(|k|∆x) =

{
1, |k| = 0

0, |k| > 0
(4.2.41)

This asymptotic result represents the ideal case of a wavenumber spectrum having
only a peak of magnitude 1 at the origin, which is close to the desired spectrum
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Figure 4.20: Representation of an ideal continuous circular array in the spatial domain (a)
and in the wavenumber domain (b).

having a Dirac delta pulse at the origin as derived at the beginning of Section 4.2.4.
Hence, by measuring in the far-field all around a source distribution, where the
radiated wave field can be received for all angles separately, the influence of the
receiver array on the achievable resolution can virtually be eliminated.

Another case of interest is obtained for low values of the radius ∆x, i.e., for imaging
in the near-field of the source distribution. For lower ∆x, the peak at the origin
of the Bessel function increases, such that the circles of zero magnitude are shifted
outwards in radial direction. Since the first zero crossing of J0(|k|∆x) can be found
for |k|∆x ≈ 2.405, imaging at a radial distance equal to a wavelength λ, for instance,
leads to the first circle of zero magnitude at |k| ≈ 0.38kP.

The increase of the width of the main peak of J0(|k|∆x) seems to have an adverse
effect the obtainable resolution according to Eq. 4.2.33 because of the blurring effect

of the Fourier transform of the receiver geometry
˜̃
ψ(k) on the wavenumber spectrum.

However, with respect to inversion, the broadening of the main peak can actually be
shown to have a positive influence on the obtainable resolution. The feasibility of in-
version can be determined by the ability to divide by the spectrum of the resolution

operator
˜̃̃
R(k, xP, ω). Inversion is hindered by zeros in this spectrum. The convolu-

tion of the Green’s function by
˜̃
ψ(k) in Eq. 4.2.33 introduces zeros to wavenumber

components inside and outside the Ewald’s circle of radius kP. If the width of the
main peak of J0(|k|∆x) increases, the distance of these zeros from the Ewald’s circle
is increased as well, leading to a bigger part of the wavenumber spectrum that is
not affected by zeros. In the inversion, higher wavenumber components outside the
Ewald’s circle can thus be reconstructed. Hence, it is possible to obtain an image
with superresolution, i.e., an image with a spectrum having wavenumber compo-
nents above the resolution limit, if the receivers are positioned in the near-field.
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This principle is extensively used in near-field acoustic holography [Williams 1999]
or near-field microscopy [Greffet 1997].

The advantages of imaging in the near-field are mentioned mainly for the sake of
completeness. With respect to the purpose of the present work, its possibilities
can be regarded as a special case that can only be exploited if the receiver setup is
explicitly chosen. The restriction to an image region extending only a few centimetres
from the receivers is not considered useful for the imaging of plate-like structures
using flexural waves. For this limited range, the benefit in comparison to classical
scanning techniques, i.e., a combination of local measurements of the plate thickness,
becomes negligible.

The possibilities of inversion will further be investigated in Section 4.2.8. First, the
backpropagation approach will be presented in the case that information at multiple
frequencies is available.

4.2.5 Frequency and wavenumber spectra for optimal spatial resolution

In the previous section, the setup of the receivers has been analysed with respect to
the available information represented in the wavenumber-frequency domain. Signif-
icant improvement of the obtained image can be achieved by including information
available at different frequencies in the imaging process. Different frequencies are
directly related to different wavenumbers by the dispersion relation and correspond
to information at annular rings of different radii in the wavenumber domain. Com-
bination of rings in the wavenumber domain as the one shown in Fig. 4.12 helps to
fill the wavenumber spectrum, leading to an increase in resolution.

The question how information at different frequencies should be employed in the
imaging process is directly related to the optimisation of the resolution of the image.
In optics, an empirical resolution criterion postulated by Rayleigh is often used: two
peaks can just be resolved when the maximum of the image of the first peak coincides
with the first minimum of the image of the second peak [Born 1999]. Optimal
resolution is thus achieved by minimising the width of the point spread function of
the imaging process. Hence, the resolution of an image is improved if the following
demands are met by the wavenumber spectrum:

(1) The wavenumber spectrum should have a high bandwidth.

(2) In the discrete case, the spectrum should be sampled equidistantly.

(3) All wavenumbers should be present with equal strength, i.e., the wavenumber
spectrum should be flat.

These requirements can be translated to the frequency spectrum by means of the
dispersion relation k =

√
ω/A. The bandwidth of the wavenumber spectrum can
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directly be extended by employing more frequencies. For bending waves, it should
be noted, however, that a downward extension of the frequency spectrum results in
a relatively large extension of the wavenumber spectrum, whereas the bandwidth
must significantly be extended towards higher frequencies in order to achieve the
same relative extension on the high end of the wavenumber spectrum. This is due
to the square root characteristics of the dispersion relation.

Similarly, the requirement of equal sampling distance in the wavenumber domain cor-
responds to non-equidistant sampling the frequency domain as illustrated in Fig. 3.4
in the context of dispersion removal in Section 3.4. There are two alternative possi-
bilities of dealing with this issue:

• Non-equidistant samples are taken from a flat frequency spectrum, or,

• equidistant samples are taken from a frequency spectrum, the shape of which
is adapted in such a way that the corresponding wavenumber spectrum is flat.

Both options have been presented in the context of deriving an optimal input fre-
quency spectrum for the dispersion removal procedure in Section 3.6.1. The latter
option requires an amplitude content proportional to 1/

√
ω as derived in Eq. 3.6.47.

Nevertheless, the first option of using non-equidistant samples is to be preferred
since it requires less effort for additional calculations in order to achieve the optimal
spectral content by deconvolution. Equation 3.6.48 can thus be used to calculate the
optimal distribution of a discrete number of frequencies applied for the formation of
the image.

The demands derived above assume that the wave field caused by the sources ex-
hibits a flat wavenumber spectrum. If this is not the case, additional deconvolution
procedures can be applied to the receiver signals to improve the resolution. Fur-
thermore, it becomes once more evident that the optimal source spectrum and the
sampling conditions for imaging are essentially determined by the medium itself.
The wavenumber spectrum dictates the criteria for optimal resolution, which can be
transferred to the frequency spectrum of the sources via the dispersion relation. In
addition, it has to be kept in mind that the spectral content for optimal resolution
should not only exhibit a flat, but also a smooth amplitude spectrum as pointed out
in Section 3.8.1 [Berkhout 1984].

Based on the detailed discussion of the resolution operator R in the previous section,
it is possible to present and analyse several methods for imaging. So far, the imaging
problem has been presented for a single frequency. The criteria for optimal spectra
have been established in this section, such that different imaging approaches can be
reviewed under the assumption that information is available at multiple frequencies.
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4.2.6 Imaging by backpropagation

In Section 4.2.2, it has been shown that the imaging problem consists essentially of
backpropagation of the receiver signals, i.e., the application of the adjoint operator
G†R. In addition, an inversion of the resolution operator R is needed as derived in
Eq. 4.2.23. Omission of the inversion provides a simple, approximate solution to
the imaging problem. The resolution that can be obtained by backpropagation for
a single frequency is given by the resolution operator R as shown in Eq. 4.2.29.

The backpropagated source distribution w̃adj(x, ω) for a single frequency is obtained

by application of the adjoint operator to the receiver signals f̃(xr, ω) as shown in
Eq. 4.2.28. The correct frequency-dependent weighting α(ω) for the adjoint operator
can then be determined by minimising the difference between the receiver signals
corresponding to w̃adj(x, ω) and the measured receiver signals [Van den Berg 1999]:

α(ω) = arg min
α(ω)

∥∥∥α(ω)GRw̃adj(x, ω)− f̃(xr, ω)
∥∥∥2

R

= arg min
α(ω)

∥∥∥α(ω)GRG†Rf̃(xr, ω)− f̃(xr, ω)
∥∥∥2

R

=

∥∥∥G†Rf̃(xr, ω)
∥∥∥2

S∥∥∥GRG†Rf̃(xr, ω)
∥∥∥2

R

.

(4.2.42)

From the approximate representation of the Green’s functions derived in Section 2.3.4,
it can be seen that the amplitude spectrum of Green’s function for beams is pro-
portional to k−3

B , whereas the Green’s function for plates is proportional to k−2.5
P .

The frequency-dependent weighting factor α(ω) for beams exhibits the following
characteristics:

α(ω) ∝ kB(ω)6 ∝ ω3, (4.2.43)

whereas the following spectral dependency is valid for plates:

α(ω) ∝ kP(ω)5 ∝ ω2.5. (4.2.44)

Therefore, the weighting factors compensate for the influence of the forward and
backward propagation on the frequency spectrum. This operation can be interpreted
as deconvolution: the weighting factor equalises the frequency weighting introduced
by the Green’s function.

The source distribution estimated by backpropagation is obtained by the following
expression:

w̃est(x, ω) = α(ω)G†Rf̃(xr, ω). (4.2.45)

The achievable resolution can be expressed in terms of the resolution operator. In
contrast to Eq. 4.2.29, the weighting by α(ω) is taken into account in case of multiple
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frequencies. The following relation between the imaged distribution w̃est(x, ω) and
the true source distribution w̃(x, ω) is obtained:

w̃est(x, ω) = α(ω)G†RGRw̃(x, ω) = α(ω)Rw̃(x, ω). (4.2.46)

By deriving α(ω) as the minimum of an error functional (Eq. 4.2.42), a step is already
taken from pure backpropagation towards inversion. In this simple form, merely the
compensation for different strength of the field at different frequencies is taken into
account.

Figure 4.21 shows a typical simulation setup with two sources of equal strength
positioned at a distance of 0.5 m from an array of 12 receivers. The medium is
chosen to be an aluminium plate of 3 mm thickness. Information at ten different
frequencies between 1 kHz and 12 kHz distributed according to Eq. 3.6.48 is used
for the formation of an image. In order to make the simulation more realistic, 10 %
noise is added to the receiver signals. Only the domain marked by the dashed line
is used for imaging.
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Figure 4.21: Simulation setup for the imaging of two sources marked by crosses(a); image
obtained by backpropagation (b).

Despite the fact that the sources have a distance of 10 cm, which is approximately
two times the smallest wavelength used, they cannot be resolved due to the limited
aperture covered by the array and the simplicity of backpropagation.

4.2.7 Imaging by time shifting

It has already been pointed out that the adjoint operator G†R does not only cancel
the time shift introduced by the forward operator, it also introduces additional
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damping. The reconstructed amplitude decreases with increasing distance from the
receivers, just as if a real source at the receiver position had been used. A viable
alternative is given by application of an operator T that only performs an inverse
time shift without affecting the signal amplitudes. In order to apply this operator, it
is sufficient to know the dispersion relation, or equivalently, the frequency-dependent
phase velocity. Knowledge of the frequency-dependent amplitude characteristics of
the Green’s function is not required.

This approach can be qualified as a ray-theoretical approximation [Bleistein 2001].
With respect to the approximate expressions for the Green’s functions in beams and
plates presented in Section 2.3.4, it can be seen that this approximation is essen-
tially valid for high frequencies. Similar approaches for which only the direction and
speed of propagating wave fronts are considered are also used for seismic modelling
[Robinson 2008]. The methods for dispersion removal presented in the previous
chapter are also based on this kind of approximation, such that a correct determi-
nation of the position can be expected, whereas the estimated amplitude might only
partially reflect the actual strength of a detected source.

Analogously to the adjoint of GR as given by Eq. 4.2.22, the operator T can be
defined as superposition of the time-shifted receiver signals:

T f̃(xr, ω) =

Nr∑
r=1

ejk·(x−xr)f̃(xr, ω). (4.2.47)

In contrast to the adjoint operator G†R, the operator T does not affect the amplitude
of the frequency spectrum. The frequency-dependent weighting factor α(ω) has to
take only the forward propagation from the source to the receivers into account and
needs to be adapted:

α(ω) = arg min
α(ω)

∥∥∥α(ω)GRT f̃(xr, ω)− f̃(xr, ω)
∥∥∥2

R

=

〈
GRT f̃(xr, ω), f̃(xr, ω)

〉
R∥∥∥GRT f̃(xr, ω)

∥∥∥2

R

.

(4.2.48)

For this reason, the frequency-dependent weighting factor α(ω) has to be taken as
the square root of the values obtained in Eq. 4.2.43 and 4.2.44. The spectral shape
for beams is therefore given by:

α(ω) ∝ kB(ω)3 ∝ ω1.5, (4.2.49)

For plates, the following expression is obtained analogously:

α(ω) ∝ kP(ω)2.5 ∝ ω1.25. (4.2.50)
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The resolution achieved by application of the operator T is described by the following
expression relating the true source distribution to its estimate:

w̃est(x, ω) = α(ω)T GRw̃(x, ω). (4.2.51)

It should be noted that the weighting factor α(ω) depends strongly on the frequency
as shown by Eq. 4.2.43 and 4.2.44, as well as its counterparts 4.2.49 and 4.2.50.
For practical applications, the signal-to-noise ratio might limit the extent to which
α(ω) can be used for amplification of the higher frequencies in order to achieve the
optimal resolution. Application of the described amplification might introduce noise,
whereas limiting of the amplification by α(ω) leads to inferior resolution.

Figure 4.22 shows the result of imaging by time shifting for the simulation example
described in Section 4.2.6. For the presented case, only a small qualitative difference
in comparison to imaging by backpropagation can be observed.
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Figure 4.22: Image of two sources obtained by time shifting; the qualitative difference to the
result obtained by backpropagation and shown in Fig. 4.21 is negligible.

4.2.8 Imaging by inversion

It is to be expected that further improvements in resolution can be obtained only by
abandoning the limitation to backpropagation or simple time reversal, and including
the inversion of the resolution operator as demanded by Eq. 4.2.23.

In Section 4.2.3, the operations carried out by the resolution operator have been in-
vestigated in detail (see for instance Eq. 4.2.33). Inversion of this operator requires
the application of the following three operations in the wavenumber-frequency do-
main:
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(1) multiplication by an inverse filter
˜̃̃
F1(k, ω) in order to compensate for the

multiplication by the complex conjugate of the Green’s function due to the
adjoint operator:

˜̃̃
F1(k, ω) =

˜̃̃
G(k, ω)∣∣∣∣ ˜̃̃
G(k, ω)

∣∣∣∣2
, (4.2.52)

(2) deconvolution of the result with the spatial Fourier transform of the receiver

geometry
˜̃
ψ(k),

(3) multiplication by an inverse filter
˜̃̃
F2(k, ω) in order to compensate for the

multiplication by the Green’s function due to the forward propagation:

˜̃̃
F2(k, ω) =

˜̃̃
G∗(k, ω)∣∣∣∣ ˜̃̃
G(k, ω)

∣∣∣∣2
. (4.2.53)

The feasibility of carrying out the first and third operation is limited by the signal-
to-noise ratio. Division by the Green’s function is only possible for a frequency-
dependent annular region close to the Ewald’s circle as shown in Fig. 4.12. Out-
side this region, the Green’s function decays rapidly, such that multiplication by
the reciprocal of its squared magnitude as required by Eq. 4.2.52 or 4.2.53 leads
to strong amplification that would boost any noise present in the measured signals
[Aster 2005]. Only wavenumber components which correspond to frequencies present
in the source signal can be reconstructed, indicating once more the theoretical reso-
lution limit of one wavelength derived in Section 4.2.3. Effectively, the filters given
by Eq. 4.2.52 and 4.2.53 perform the compensation for the frequency-dependent am-
plitude of the Green’s function. Essentially, they correspond to the weighting factor
α(ω) introduced in Section 4.2.6 in the case of backpropagation. However, the addi-
tional effect of equalisation within the annular region around the Ewald’s circle by
these two filters slightly increases the range of wavenumber components present in
the image.

The second operation described above, i.e., the deconvolution in the wavenumber-
frequency domain, corresponds to the necessity to compensate for the spatial sam-
pling of the wave field by the receivers. Such a compensation is possible to full
extent if spatial interpolation of the receiver signals can yield the full wave field, a
requirement that is fulfilled only if the wave field is sampled with an infinite array
and a spacing according to the Nyquist-Shannon sampling theorem as discussed in
Section 4.2.4. A finite array has a smoothing effect on the wavenumber spectrum of
the wave field that can at least partially be compensated for by deconvolution in the
wavenumber domain, thereby trying to remove the imprint of the array geometry as
shown in Figs. 4.16 to 4.19 for several examples.
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Hence, inversion of the resolution operator can be expected to yield an improvement
in resolution compared to backpropagation. Since it has been established that full
inversion is not possible due to the ill-posedness of the problem, the question arises
how an approximate inversion can be performed. Possible solutions are described in
the following section.

4.2.8.1 Stabilised imaging

Strategies for approximate solutions to the present inversion problem can be found
by closer inspection of the eigenvalues of the resolution operator R, formally given
by the diagonalisation of the operator presented in Eq. 4.2.24.

If the imaging problem was well-posed, the operator R could be inverted according
to Eq. 4.2.25, repeated here for convenience:

R−1 = U†S−1U , (4.2.54)

with U being a unitary operator performing the diagonalisation and S−1 representing
a diagonal operator containing the reciprocals of the eigenvalues σi.

Eigenvalues equal to zero have to be neglected since their reciprocal is not defined.
From the spectral analysis of the problem, it is evident that zero eigenvalues can
be caused only by the sampling of the wave field by the receivers, not by forward
or backward propagation. The sampling of the wave field has been shown to corre-

spond to a convolution of the Fourier transform of the array geometry
˜̃
ψ(k) with the

wave field in the wavenumber-frequency domain. The inverses of the forward and
backward propagation, however, represented by the filters given by Eq. 4.2.52 and
4.2.53, do not contain zeros in the wavenumber-frequency domain. Nevertheless,
they are ill-conditioned, which means that they contribute to a large spread of the
eigenvalues.

The inverse problem requires stabilisation, i.e., the exclusion of eigenvalues close or
equal to zero and the corresponding eigenfunctions from the inversion. Hence, a
necessary step is the removal of zero eigenvalues, which is achieved by using the
pseudo-inverse operator R+ [Strang 1988]. The pseudo-inverse is given by the fol-
lowing expression:

R+ = U†S+U , (4.2.55)

with S+ being a diagonal operator containing the reciprocal of the eigenvalues σi
for σi > 0, and zeros for σi = 0. Out of the multitude of non-unique solutions
to the original problem, the application of pseudo-inverse returns the solution with
the smallest L2-norm. From a physical point of view, the obtained solution has
minimum energy since all eigenfunctions belonging to zero eigenvalues that could
also contribute to a possible solution are excluded.
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The rough assessment of the eigenvalues of the filters
˜̃̃
F1(k, ω) and

˜̃̃
F2(k, ω) has been

carried out for the sake of illustration and clarification. In practice, it is not efficient
to obtain the eigenvalues of a computationally large problem before even starting to
solve it. Instead, it is proposed to make use of an iterative minimisation scheme, such
as the conjugate gradient (CG) method, which is the approach of choice in the present
work. Conjugate gradient methods can be used for solving linear and non-linear
systems of equations. A comprehensive overview of the origin of the CG approach
was presented by Golub and O’Leary [Golub 1989]. A more recent summary of its
development and refinement is given by Van der Vorst [Van der Vorst 2003].

The error functional to be minimised has already been presented in Eq. 4.2.19 at
the beginning of Section 4.2.1. Minimisation of this functional in a least-squares
sense can be performed by solving the normal equations (Eq. 4.2.20). This can be
achieved by a simplified conjugate gradient scheme for self-adjoint operators such
as G†RGR [Fokkema 1993]. Both the forward operator GR and the adjoint operator

G†R needed have been presented above and can be found, along with a derivation of
the adjoint operator, in Appendix D.3. The linear conjugate gradient scheme used
is given in Appendix F.1.

Figure 4.23 shows the result of imaging by unstabilised inversion for the simulation
example described in Section 4.2.6. If we know where to expect the sources, their
position and extent are significantly better resolved. However, the presence of noise
in the receiver data causes artefacts that prohibit the easy detection of the true
sources and render this method useless for practical applications.

x [m]

y 
[m

]

inversion

 

 

−0.2 −0.1 0 0.1 0.2
−0.2

−0.1

0

0.1

0.2

−200

0

200

400

600

Figure 4.23: Image of two sources obtained by straightforward inversion; the noise present
in the data is amplified and leads to the creation of severe artefacts in the image.
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4.2.8.2 Regularised imaging

A useful property of a linear CG scheme in the context of the present problem is
the fact that the scheme converges to the pseudo-inverse solution if the algorithm is
started with zero as the first guess for the solution [Hestenes 1975]. The usage of a
conjugate gradient scheme excludes the eigenvalues that are equal to zero from the
inversion of the operator. Nevertheless, the problematic combination of relatively
small eigenvalues and noisy data remains unresolved. Additional measures have to
be taken to avoid the excessive amplification of noise. The choice of how to deal with
the small eigenvalues marks the transition from stabilisation of the inversion towards
regularisation. Straightforward calculation of the inversion is possible. However, it
cannot be expected to produce a useful result.

Therefore, it is necessary to add some a priori information about the properties that
a ‘useful result’ should have. This formulation is as vague as the range of possible
choices is broad. A standard method is given by further limiting the energy of the
solution by simply excluding small eigenvalues from the inversion. This method
is usually known as truncated singular value decomposition (TSVD) [Hansen 1987].
Noise in the solution is avoided by excluding more eigenfunctions corresponding to
small eigenvalues from contributing to the estimated solution. A similar result can
be achieved by premature stopping of a conjugate gradient scheme [Ertürk 2002].
The motivation behind this choice is, again, the concurrent minimisation of energy
of the estimated solution.

Another common choice for a regularising functional is Tikhonov regularisation,
which is based on minimising the following error functional:

w̃(x, ω)est = arg min
w̃(x,ω)

∥∥∥f̃(xr, ω)− GRw̃(x, ω)
∥∥∥2

R
+ γ ‖Lw̃(x, ω)‖2S , (4.2.56)

with γ being a regularisation parameter and L representing a general operator, for
which often the identity operator I is used [Aster 2005]. This type of regularisation
is also known as damped least squares or ridge regression.

Tikhonov regularisation can also be applied to the singular value decomposition
by adding a small constant value to the eigenvalues of the operator to be inverted
[Hansen 1998]. This kind of regularisation is often chosen due to its simplicity. The
eigenfunctions corresponding to small eigenvectors are thereby chosen to contribute
to the solution only to a limited extent. Both truncated singular value decomposition
and Tikhonov regularisation provide solutions with a small L2-norm, i.e., minimum
energy. These types of regularisation tend to smooth the estimated solution, which
might not be desired in general [Sacchi 1998]. This problem will be covered in depth
when dealing with the imaging of material inhomogeneities in Section 4.3.6.

The imaging result obtained by inversion with Tikhonov regularisation is shown in
Fig. 4.24. The two sources can clearly be resolved, and the noise level in the image
is acceptable.
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Figure 4.24: Image of two sources obtained by inversion with Tikhonov regularisation.

However, it has already been shown that there are different ways of manipulating
the eigenvalues of an operator before inverting it. For multiplicative manipulation,
these choices are known as filter functions [Nagy 2003]. There are two issues to be
considered:

• Which filter function suits the problem at hand?

• How are the parameters of this function chosen?

The first question refers to the decision of truncating or merely damping small
singular values. The latter one refers to the even more crucial question at which
level of the eigenvalues cutting or damping should be applied. The decision can
be made relatively easily if all eigenvalues are available and their distribution can
be analysed. However, when using a conjugate gradient scheme, the optimal point
of stopping is difficult to pick [Hanke 1995]. Methods such as generalised cross
validation [Bertero 1998] or the L-curve criterion [Calvetti 2000] usually require the
solution of the problem for several different parameter values before the optimal one
can be picked, thereby increasing the computational effort considerably.

Instead of focusing on the choice of optimal regularisation parameters, this discussion
is postponed to Section 4.3.6, which deals with methods for imaging of a scattering
distribution by inversion. In this context, two more regularisation methods that
are relevant in the context of imaging will be presented: regularisation based on
a sparseness constraint and regularisation based on a total variation constraint.
Similar to truncated singular value decomposition or Tikhonov regularisation, these
methods can be applied to both the imaging of a source distribution or the imaging
of a scattering object.

The present section can be understood as an introduction to regularisation, with
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minimum norm regularisation as a simple method applicable to general inversion
problems. Advanced methods of regularisation, however, require more knowledge
on the expected inversion result to be used. Hence, a good regularisation technique
appropriate to the imaging problem must be chosen. Therefore, the two additional
methods will be presented after the analysis of the second imaging problem, i.e., the
problem of imaging a passive scattering distribution.

4.3 Imaging of scatterers under the Born approximation

Based on the results obtained for the imaging of a source distribution, the problem
of imaging material inhomogeneities can be addressed. A local deviation from an
otherwise homogeneous background medium causes scattering of the incident field
as described in Section 2.5.3. The inhomogeneity can be described as a scattering
distribution by using the contrast in material parameters χ(x) and the frequency-
dependent scattering potential Φ̃(x, ω). A scattering object can be regarded as a
secondary source distribution that has to be illuminated by primary sources. In the
following, it will be investigated how illumination from different directions and at
different frequencies can be used to create an image of the scattering distribution.

4.3.1 Array setup and modes of data collection

In order to derive the principles of imaging using a number of sources and a number
of receivers, the setup shown in Fig. 4.25 is considered. The embedding background
medium is given by an infinite homogeneous plate of known material properties.

scattering
distribution

receivers

sources

Figure 4.25: Setup for the imaging of a distribution of scatterers: a number of sources and
receivers are positioned in a homogeneous background medium.
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For reasons of simplicity, the sources at positions xs and receivers at positions xr are
assumed to be omni-directional. Different experiments can be performed in order to
measure the wave field and obtain information on the scatterer. Depending on the
availability of receiver and sources, different configurations are possible:

• Common receiver method
The fields caused by a number of sources are measured at one receiver point.

• Common source method
The field caused by one source is measured at a number of receivers.

• Zero-offset method
One transducer or a closely spaced source-receiver pair is repositioned in the
medium under investigation.

• Total matrix method
For a number of sources triggered successively, measurements are taken at a
number of receivers.

The different possibilities of combining sources and receivers for imaging are illus-
trated in Fig. 4.26. Note that the principle of reciprocity applies, such that inter-
changing source and receivers provides exactly the same information on the wave
field [Pierce 1989]. Different information is obtained only by measuring different
paths of propagation. The common source method is therefore equivalent to the
common receiver method if sources and receivers are swapped.

For the total matrix method, it is seen that some combinations of sources and re-
ceivers are redundant if the locations of sources and receivers coincide, thereby
reducing the necessary number of measurements to be taken [Davies 2005]. On the
other hand, the total matrix method retrieves less information on the wave field
than a method using separate sources and receivers.

4.3.2 Forward scattering

The basic equations describing the scattering of flexural waves have been introduced
in Section 2.5.3. From Eq. 2.5.65, it can be seen that the scattered field at the
receiver positions xr is given by the convolution of the Green’s function and the
contrast sources w̃(x, xs, ω):

f̃(xr, xs, ω) = ũsc(xr, xs, ω) = k4
0

∞∫
−∞

G̃(xr, x, ω)w̃(x, xs, ω) dx

= k4
0

∞∫
−∞

G̃(xr, x, ω)ũ(x, xs, ω)χ(x) dx.

(4.3.57)
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Figure 4.26: Different methods of using sources and receivers in order to obtain an image
with acoustical or vibrational waves. For the total matrix method (d), some combinations
(shown in grey) are redundant if source and receiver positions coincide.

The source position xs has been introduced in order to discriminate between fields
and observations caused by illumination from different sources.

The scattered field is determined by both the contrast χ(x) and the total field
ũ(x, xs, ω). The total field, in turn, is by definition the sum of the incident and the
scattered field:

ũinc(x, xs, ω) + GDX ũ(x, xs, ω) = ũ(x, xs, ω). (4.3.58)

Here, two operators have been introduced:

• The operator GD describes a mapping from the source space S onto itself; it
calculates the field caused by a given source distribution by convolution with
the Green’s function:

GDw̃(x, ω) =

∞∫
−∞

G̃(x, x0, ω)w̃(x0, ω) dx0. (4.3.59)
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• The contrast operator X performs a multiplication by the scattering potential:

X ũ(x, xs, ω) = Φ̃(x, ω)ũ(x, xs, ω). (4.3.60)

This leads to the following equation for the total field ũ(x, xs, ω):

(I − GDX ) ũ(x, xs, ω) = ũinc(x, xs, ω). (4.3.61)

If the incident field and the contrast are known, Eq. 4.3.61 can be solved for
ũ(x, xs, ω) by application of a conjugate gradient scheme, for instance. The ad-
joint operator for application of the CG scheme to the normal equations is given in
Appendix D.4.3.

4.3.2.1 Neumann series expansion of the forward scattering operator

The forward scattering operator shown in Eq. 4.3.61 can be expanded into a Neu-
mann series [Debnath 2005]:

ũ(x, xs, ω) = (I − GDX )
−1
ũinc(x, xs, ω) =

∞∑
n=0

(GDX )
n
ũinc(x, xs, ω). (4.3.62)

In this representation, it can easily be seen that an infinite order of scattering due
to the contrast represented by X is taken into account. However, Eq. 4.3.62 must be
interpreted as a formal solution: the inverse may not exist, and the Neumann series
does not necessarily converge.

If the medium under investigation is strongly damped, it might be sufficient to
include only a few orders of scattering in the model. In the general case, however,
the full scattering problem has to be solved.

4.3.3 Inverse scattering and the Born approximation

In the inverse scattering problem, it is desired to estimate the contrast function
χ(x) based on knowledge of the incident field ũinc(x, xs, ω) and the receiver signals
f̃(xr, xs, ω). In this case, both the contrast and the total field are unknown. The
implicit relation between the total field and the contrast makes the inverse problem
nonlinear. In the present chapter, it is chosen to use a linearised approximation
for imaging of the scattering distribution. Chapter 5 will deal with techniques for
solving the full nonlinear problem.

If the scattering is weak, the amplitude of the scattered field can be expected to be
significantly lower than the amplitude of the incident field. Therefore, a common lin-
earisation is given by the Born approximation, which assumes that the total field in-
side the scattering object can be approximated by the incident field [De Hoop 1995]:

ũ(x, xs, ω) ≈ ũinc(x, xs, ω). (4.3.63)
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Equation 4.3.58 is then adapted to include only first-order scattering:

ũinc(x, xs, ω) + GDX ũinc(x, xs, ω) ≈ ũ(x, xs, ω). (4.3.64)

It becomes evident that the Born approximation establishes a linear relation between
the contrast and the receiver signals for a given incident field. The receiver signals
can be expressed in terms of the Born measurement operator GX:

f̃(xr, xs, ω) = GXχ(x) = k4
0

∞∫
−∞

G̃(xr, x, ω)ũinc(x, xs, ω)χ(x) dx. (4.3.65)

Thus, the incident field is scattered once by the material inhomogeneities, and the
resulting field is picked up by the receivers. The contrast function can formally be
obtained by inversion of this equation:

χ(x) =
(
G†XGX

)−1

G†Xf̃(xr, xs, ω). (4.3.66)

The problem of imaging a distribution of scatterers can, in many aspects, be ap-
proached as the problem of imaging of a source distribution presented in Sec-
tion 4.2.2. For instance, a resolution operator RX for imaging of the contrast
function can be defined analogously to Eq. 4.2.23:

RX = G†XGX. (4.3.67)

4.3.4 Imaging by backpropagation

A first approximation to the solution is obtained by backpropagation, i.e., the appli-
cation of the adjoint operator G†X to the receiver signals. The derivation of the adjoint
operator is presented in Appendix D.4.1 and leads to the following expression:

χ(x)adj = G†Xf̃(xr, xs, ω) =

∞∫
−∞

k4
0

Ns∑
s=1

ũ∗inc(x, xs, ω)

[
Nr∑
r=1

G̃∗(xr, x, ω)f̃(xr, xs, ω)

]
dω.

(4.3.68)

Note that the inner part of this equation in square brackets represents the adjoint
of the problem of imaging a source distribution as shown in Eq. 4.2.22. This means
that the problem of imaging an inhomogeneity in the material actually consists of
two subproblems:

(1) The receiver signals are used to estimate the distribution of contrast sources.

(2) The contrast sources are related to the incident field in order to determine the
contrast.
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For the first problem, the results from Section 4.2.6 can be used in order to determine
an estimate of the contrast sources w̃est(x, xs, ω) using the appropriate frequency-
dependent weighting function α(ω). The adjoint of the operator GX is then given by
the following expression:

χ(x)adj =

∞∫
−∞

k4
0

Ns∑
s=1

ũ∗inc(x, xs, ω)w̃(x, xs, ω) dω. (4.3.69)

This equation represents the imaging condition, i.e., it describes how the image of the
contrast is generated from the known incident field ũinc(x, xs, ω) and the estimated
contrast sources w̃(x, xs, ω). An interpretation can be given in time domain: in the
case of backpropagation, the image is obtained by performing a cross-correlation of
contrast sources and incident field, from which the sample at time t = 0 is retained
[Sava 2006].

This result can be improved further. According to the Born approximation, the con-
trast sources are formed by multiplication of the contrast function and the incident
field:

w̃(x, xs, ω) = k4
0ũinc(x, xs, ω)χ(x). (4.3.70)

Equation 4.3.69 represents the adjoint of this operation, which is also derived in
Appendix D.2. A better estimate of the contrast can be obtained by inverting the
equation by minimising the following functional [Van den Berg 1999]:

χ(x)est = arg min
χ(x)

∥∥w̃(x, xs, ω)− k4
0ũinc(x, xs, ω)χ(x)

∥∥2

S,ω
. (4.3.71)

If there is a significant variation in the amplitude of the field or contrast sources for
different frequencies, the above approach will yield suboptimal results since frequen-
cies present with high strength will have a stronger influence on the optimisation.
Therefore, it is advisable to divide by the magnitude of the incident field, assuming
that all frequencies considered can equally contribute to a solution:

E [χ(x)] =

∞∫
−∞

∞∫
−∞

Ns∑
s=1

∣∣w̃(x, xs, ω)− k4
0(ω)ũinc(x, xs, ω)χ(x)

∣∣2
Ns∑
s=1
|k4

0(ω) ũinc(x, xs, ω)|2
dxdω (4.3.72)

The result of this least-squares problem is derived in Appendix E and given by
Eq. E.5:

χ(x)est =
1

Ω

∞∫
−∞

Ns∑
s=1

w̃(x, xs, ω)ũ∗inc(x, xs, ω)

k4
0(ω)

Ns∑
s=1
| ũinc(x, xs, ω)|2

dω, (4.3.73)
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with Ω representing the spectral bandwidth:

Ω =

∞∫
−∞

dω. (4.3.74)

In this case, it can be seen that the imaging condition of cross-correlation has been
replaced by deconvolution. The intention behind the deconvolution is the removal
of the imprint of the spectrum of the incident field. Effectively, the source spec-
trum is whitened, leading to a compact source signal in the time domain. This is
advantageous for improving the resolution of the resulting image.

Instead of showing results for the different imaging methods separately, it is chosen
to present images obtained using different methods in Section 4.3.7 for comparison.

4.3.5 Spectral analysis of the achievable resolution

Analogously to Section 4.2.2, the operator GX can be analysed in the wavenumber-
frequency domain in order to assess the spatial resolution that can be obtained by
imaging. In this domain, the forward operator GX is given by the following equation:

f̃(xr, xs, ω) = GX
˜̃χ(k) = k4

0

∞∫
−∞

e−jk·xr
˜̃̃
G(k, ω)

{[
S̃(ω)

˜̃̃
G(k, ω)ejk·xs

]
∗ ˜̃χ(k)

}
dk,

(4.3.75)
with the asterisk denoting convolution in the wavenumber-frequency domain and the
incident field being expressed in terms of the Green’s function, the source spectrum
and the position of the sources:

ũinc(k, xs, ω) = S̃(ω)
˜̃̃
G(k, ω)ejk·xs . (4.3.76)

Equation 4.3.75 can be rearranged to have the following preferred form for analysis
of the wavenumber-frequency spectrum, see Appendix D.4.2:

f̃(xr, xs, ω) = GX
˜̃χ(k) = k4

0S̃(ω)

∞∫
−∞

˜̃χ(k)

{[
˜̃̃
G(k, ω)e−jk·xr

]
∗
[

˜̃̃
G(k, ω)e−jk·xs

]}
dk.

(4.3.77)

As can be seen, the received signal is thus determined by the expression in curly
brackets representing a filter in the wavenumber-frequency domain, for which a new
variable is introduced:

˜̃̃
Ψ(k, xr, xs, ω) =

[
˜̃̃
G(k, ω)e−jk·xr

]
∗
[

˜̃̃
G(k, ω)e−jk·xs

]
. (4.3.78)
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From a physical point of view, this filter describes a combination of the incident and
the received field for a certain combination of source, receiver and frequency.

The corresponding adjoint operator G†X is derived in Appendix D.4.2 and given by
the following expression:

G†Xf̃(xr, xs, ω)

=

∞∫
−∞

k4
0S̃
∗(ω)

Ns∑
s=1

Nr∑
r=1

f̃(xr, xs, ω)

{[
˜̃̃
G∗(k, ω)ejk·xr

]
∗
[

˜̃̃
G∗(k, ω)ejk·xs

]}
dω

=

∞∫
−∞

k4
0S̃
∗(ω)

Ns∑
s=1

Nr∑
r=1

f̃(xr, xs, ω)
˜̃̃

Ψ∗(k, xr, xs, ω) dω.

(4.3.79)

Based on this result, the resolution operator RX being the composition of the for-
ward operator and the adjoint operator can be written in compact form:

RX = G†XGX

=

∞∫
−∞

k8
0

∣∣∣S̃(ω)
∣∣∣2 Ns∑
s=1

Nr∑
r=1

˜̃̃
Ψ∗(k1, xr, xs, ω)

∞∫
−∞

˜̃̃
Ψ(k, xr, xs, ω) ˜̃χ(k) dk dω.

(4.3.80)

Note that the structure of this result is similar to Eq. 4.2.30 describing the achievable
resolution for the imaging of a source distribution.

Hence, the imaging of a scattering distribution using backpropagation can be de-
scribed by the following steps, analogue to the imaging of a source distribution as
derived in Section 4.2.2:

(1) The wavenumber spectrum of the scattering distribution ˜̃χ(k) is decomposed

in terms of spectral filters
˜̃̃
Ψ(k, xr, xs, ω) formed by certain combinations of

source, receiver and frequency.

(2) The receiver signals f̃(xr, xs, ω) form the ‘coefficients’ of this decomposition.

(3) The reconstruction by the adjoint operator is performed by superposition of

the spectral filters
˜̃̃
Ψ(k, xr, xs, ω) weighted by the receiver signals.

Furthermore, Eq. 4.3.80 shows that there are two frequency-dependent terms having
particular influence on the achievable resolution: the source spectrum S̃(ω) and the
wavenumber of the background medium k0. By performing a deconvolution with
respect to the source spectrum and application of a frequency-dependent weighting



116 Imaging under the Born approximation

to compensate for the influence of k0, the resolution can be improved – independently
of the position of sources and receivers.

Therefore, the filter set
˜̃̃
Ψ(k, xr, xs, ω) for a certain source-receiver setup can be

interpreted as basis functions of a decomposition and can thus be referred to as
image decomposition filter. Analysis of a given set of filters can be expected to
provide information on the ability to reconstruct a certain scattering distribution
from the measured receiver signals. The obtainable resolution in imaging depends
on the position of the sources and receivers, as well as on the frequencies used for
imaging.

4.3.5.1 Coverage of the wavenumber spectrum

One of the most important limitations in imaging under the Born approximation can
directly be derived from the structure of the image decomposition filter. As can be
seen from Eq. 4.3.78, the filter is formed by the convolution of the Green’s function
with itself, yet under different modulations of the phase due to the exponential func-
tions. Assuming the optimal case in which only constructive interference between
the two convolved parts is given, it can be seen that the maximum theoretical range
of wavenumbers considered in the imaging process is given by the auto-convolution
of the Green’s function in the wavenumber domain.

In Section 4.2.3, it has been shown that wavenumber components outside the circle
of radius kP are so small that they cannot contribute to the image. Hence, for the
auto-convolution of the Green’s function, all wavenumbers with relevant contribution
can be found inside the circle of radius 2kP, which is the Ewald’s circle for the
scattering field as illustrated in Figure 4.27. The maximal spatial resolution that can
be obtained under the Born approximation is thus limited to about half a wavelength
[Wolf 1969]. Note that this resolution is twice as high as the resolution achievable
for the imaging of a source distribution.

There are some special configurations of sources and receivers that are interesting to
analyse in this context. For zero-offset imaging, for instance, the locations of source
and receiver coincide:

xr = xs = xr,s. (4.3.81)
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2kP

kP

kx

ky

Figure 4.27: The auto-convolution of a spectrum with maximum wavenumber kP leads to a
spectrum with maximum wavenumber 2kP.

The image decomposition filter
˜̃̃
Ψ(k, xr, xs, ω) can thus be simplified:

˜̃̃
Ψzero-offset(k, xr, xs, ω)

=

[
˜̃̃
G(k, ω)e−jk·xr,s

]
∗
[

˜̃̃
G(k, ω)e−jk·xr,s

]

=

∞∫
−∞

˜̃̃
G(k1 − k, ω)e−j(k1−k)·xr,s

˜̃̃
G(k, ω)e−jk·xr,s dk

= e−jk·xr,s
[

˜̃̃
G(k, ω) ∗

˜̃̃
G(k, ω)

]
.

(4.3.82)

This representation of the filter confirms the wavenumber limit derived above: the
maximum wavenumber components are determined by the auto-convolution of the
Green’s function in the wavenumber domain and can be found inside the circle of ra-
dius 2kP. Since the strongest spectral components of the Green’s function belonging
to propagating waves can be found on the circle of radius kP, the simplified image
decomposition filter derived in Eq. 4.3.82 has the strongest spectral components on
the Ewald’s circle of radius 2kP.

The filter is modulated by an exponential function according to the position of
source and receiver. Different directions of illumination and reception provide a
set of basis functions in the wavenumber domain that decompose the spectrum of
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the contrast function ˜̃χ(k). A combination of these decompositions is required to
reconstruct the contrast function with sufficient accuracy. This illustrates the need
for measurement diversity in order to obtain information on different parts of the
wavenumber spectrum [Langenberg 2002].

The requirement of diversity can best be derived from the far-field expressions of
the incident and the received field. For high distance of source and receiver from
the scattering object, the modulated Green’s functions in Eq. 4.3.78 can be replaced
by plane waves with directions dependent on the location of source or receiver. The
vectors kr and ks are introduced to represent the wavenumber vectors associated
with plane waves for certain directions of incidence and reception:

kr = kP
xr
|xr|

, ks = kP
xs
|xs|

. (4.3.83)

Furthermore, for coincident source and receiver location, the following wavenumber
vector for the far-field approximation is defined:

kr,s = kP

xr,s∣∣xr,s∣∣ . (4.3.84)

A far-field expression for the image decomposition filter is then readily derived:

˜̃̃
Ψfar-field(k, xr, xs, ω) = δ (k + kr) ∗ δ (k + ks)

= δ (k + kr + ks) .
(4.3.85)

The filter
˜̃̃
Ψfar-field(k, xr, xs, ω) is represented by a single Dirac delta pulse in the

wavenumber domain, meaning that one combination of angle of incidence and angle
of reception for a certain frequency can only provide information on a single point
in the wavenumber spectrum if the scattering object is imaged from the far-field.

The range of obtainable wavenumber components is determined by the addition of
the wavenumber vectors for the incident and the receiving wave field; the maximum
wavenumber components of radius 2kP are obtained only for zero offset between
source and receiver as illustrated in Fig. 4.28(a). In this case, the image decompo-
sition filter is given by the following expression:

˜̃̃
Ψzero-offset, far-field(k, xr, xs, ω) = δ

(
k + 2kr,s

)
. (4.3.86)

Increasing the angle between incident and received field results in an image decom-
position filter containing lower wavenumber components. For a single direction of
incidence −ks, the figure shows that the wavenumber components that can be re-
ceived from different directions in the far-field are found on the Ewald’s sphere of
radius kP centred at −ks [Langenberg 2002].

Hence, in the case of common source or common receiver imaging from the far-field,
all wavenumber components are found on a circle of radius kP passing through the
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origin of the wavenumber spectrum. This illustrates the fact that for one direction
of incidence, only little information on the wavenumber spectrum of the scattering
object can be obtained. The usage of different frequencies, for instance, can then
help to improve the coverage of the wavenumber spectrum.

Examples for incident fields from different angles are shown in Fig. 4.28(b). The
angle ϕ between the directions of incidence and reception is kept constant, a mode
of imaging that exhibits a constant angular offset between source and receiver. Two
typical cases are shown: for an angle of ϕ = 90◦ between incident and scattered
plane wave, only wavenumber components of fixed magnitude

√
2 kP can be imaged

in the far-field.

(a)

2kP

kP

k

−ks

−kr

kx

ky (b)
2kP

√
2kP

kP

kx

ky

Figure 4.28: Wavenumber components obtained by imaging in the far-field; (a) comparison
between arbitrary angle between incident and receiving field (dashed) and zero-offset imaging
(dash-dot line); (b) special cases with angles of ϕ = 90◦ (dashed) and ϕ = 120◦ (dash-dot
line) between the direction of incidence and reception providing wavenumber components
with absolute value

√
2 kP and kP, respectively.

Furthermore, the geometrical construction of Fig. 4.28 shows that the magnitude |k|
of a wavenumber component for a certain angle ϕ between incident and scattered
plane wave is given by the following equation:

|k| = 2kP cos
ϕ

2
. (4.3.87)

Hence, the angular difference ϕ between kr and ks needed for a wavenumber com-
ponent of desired magnitude |k| can easily be determined:

ϕ = 2 arccos
|k|
2kP

. (4.3.88)
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As an example, Fig. 4.28(b) shows the circle of wavenumber components with mag-
nitude kP obtained for ϕ = 120◦ from the above equation. The general relation
between the angular offset ϕ and the magnitude |k| of wavenumber components in
the image decomposition filter is depicted in Fig. 4.29.

0 30 60 90 120 150 180
0

0.5

1

1.5

2

ϕ(◦)

|k|
kP

Figure 4.29: Relation between the angle ϕ between incident and scattered plane wave for
imaging in the far-field and the magnitude |k| of the wavenumber components covered by
the image decomposition filter.

It can be seen that for a small angular offset ϕ between source and receiver, only
high wavenumber components are involved in the imaging process, whereas for source
and receiver on opposite sides of a scattering object, wavenumber components of low
magnitude can be reconstructed. This result is well-known in the field of seismic
imaging [Berkhout 1987].

With respect to the coverage of the wavenumber spectrum, several conclusions can
be drawn:

(1) Different directions of illumination and detection are needed for sufficient cov-
erage in the angular direction of the wavenumber domain.

(2) Different angular offsets between source and receiver can be used to cover both
different angular and different radial positions in the wavenumber domain.

(3) Different frequencies can be used to cover different radial positions in the
wavenumber domain.
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For a given coincident source-receiver pair in zero-offset mode, for instance, there are
three options for obtaining an image decomposition filter with different wavenumber
content, corresponding to the above conclusions:

(1) Both source and receiver are moved by the same angular offset.

(2) The angular position of the source or receiver is changed while keeping the
other fixed.

(3) The frequency is changed.

Figure 4.30 illustrates the corresponding changes in the wavenumber domain.

(3)

(2) (1)

2 kP

kx

ky

Figure 4.30: Shift of the peak in the far-field spectral decomposition filter due to three different
changes of the imaging setup: (1) equal shift of the angular position of source and receiver,
(2) shift of the angular position of source or receiver, (3) shift of the frequency; the change
is shown in comparison to the zero-offset situation.

For practical applications, it is usually advisable to combine the above strategies,
i.e., to

• use a large angular aperture,

• combine sources and receivers with different angular offsets, and

• make use of information available at different frequencies.
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Furthermore, the array setup can be chosen to achieve optimal sensitivity for a
certain type of inhomogeneity. For the detection of smooth variations in material
properties, for instance, the inclusion of the low wavenumber spectrum is essential.
From the above derivation, it can be seen that a tomographic setup, i.e., sources and
receivers at opposite sides of the imaging region, can help to improve the coverage of
the lower part of the spectrum in this case. For the detection of sharp transitions in
material parameters, on the other hand, the higher part of the wavenumber spectrum
plays an important role. In this case, a transducer setup with both sources and
receivers at the same side of the imaging region facilitates the formation of a well-
resolved image.

The findings presented in this section can serve as a tool to estimate the benefit
of different array setups with respect to the coverage of the wavenumber spectrum.
It is, of course, to be expected that there arise situations in which the choice of
the array and imaging setup is limited by factors such as hardware costs and size,
frequency-dependent damping, or processing time. Under all these circumstances, a
compromise degrading the resolution of the image might be required.

4.3.6 Inversion

Having established the equations describing the maximum resolution that can be
obtained for the imaging of a scattering distribution, it is necessary to deal with
methods that can fully utilise this potential. The resolution operator RX derived
above describes the resolution obtainable by backpropagation, as well as the approx-
imate range of the wavenumber spectrum above the noise level, i.e., the range that
can be used for inversion.

As in the case of imaging of a source distribution, an iterative method such as
a conjugate gradient scheme can be used to obtain an estimate of the contrast
function. The error functional to be minimised is given by the difference of the
measured receiver signals and the result of applying the forward operator to the
estimate of the contrast:

χest(x) = arg min
χ(x)

∥∥∥f̃(xr, xs, ω)− GXχ(x)
∥∥∥2

R,ω
. (4.3.89)

From the analysis of the operator GX in the wavenumber-frequency domain, it is clear
that application of a conjugate gradient scheme cannot provide a perfect physical
reconstruction as suggested by the formal inversion of the problem (Eq. 4.3.66).
Instead, it is necessary to tackle an ill-posed problem that has to be stabilised and
regularised to deal with small eigenvalues of the operator GX and obtain a useful
solution.

The idea behind regularisation methods related to the energy or L2-norm of the
solution, such as the standard Tikhonov regularisation, has already been discussed
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in Section 4.2.8.2. In the following, two other methods of regularisation that are
suitable for the imaging problem will be introduced.

It has been established that there are regions in the wavenumber spectrum of the
unknown contrast function ˜̃χ(k) that cannot be retrieved from the data: spectral
components in these regions have marginal influence on the receiver signals and
are usually masked by noise, which makes their reconstruction impossible. Hence,
these values of the unknown function cannot be estimated from the data. Minimum
norm regularisation neglects these values by setting them to a low level to avoid
disturbance of the estimated solution. Another approach, however, is to fill in these
regions with values that complement the known part of the solution. Since there is no
reliable information from the data available, the solution has to be complemented
with values that fit a certain model, i.e., a priori knowledge on the structure of
the solution. Examples of such methods for regularisation suitable for imaging are
presented in the following two sections.

4.3.6.1 Regularisation by a sparseness constraint

One of the possible modelling assumptions for image formation has already been
presented in Section 3.7.1.2 in the context of estimating the dispersion relation from
measured data: the sparseness assumption. This model can also be applied as an
imaging constraint if it can be justified that the unknown contrast function contains
only a few significant values at a limited number of positions. Especially with respect
to the detection of defects, this assumption seems to be reasonable. The usage of
sparseness constraints has a long history in the field of seismic data processing,
in which measures and methods to introduce sparseness have been developed and
refined for several decades.

Ideally, the sparseness of a discrete vector or matrix is determined by the L0-
norm, i.e., the number of non-zero entries. However, direct minimisation of the
number of non-zero entries leads to an intractable nonconvex optimisation problem
[Donoho 2006]. Fortunately, other constraints promoting sparseness such as the L1-
norm can be shown to achieve almost equal performance [Donoho 2008]. Classical
norms for sparse regularisation include the Lp-norm for p < 1, as well as norms
related to signal entropy [Karvanen 2003]. Entropy norms have successfully been
used for seismic data processing in the context of deconvolution [Wiggins 1978] and
velocity estimation [De Vries 1984]. An overview of different penalty functions for
sparse regularisation was given by Zwartjes [Zwartjes 2005].

The difference between the minimum energy norm and sparse regularisation can
easily be illustrated by comparing the regularisation constraints for the unknown
contrast function χ(x) using the L2- and the L1-norm.
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The error functionals are given by the following expressions:

EL2 [χ(x)] =

∞∫
−∞

|χ(x)|2 dx (4.3.90)

EL1 [χ(x)] =

∞∫
−∞

|χ(x)| dx. (4.3.91)

The gradient of the error functionals known as the influence function shows how
the contrast χ(x) has to be modified in order to get closer to a minimum, since a
minimisation step is taken in the direction of the negative gradient:

∂EL2(χ)

∂χ
= 2χ(x) (4.3.92)

∂EL1(χ)

∂χ
= sgnχ(x). (4.3.93)

For the L2-norm, the influence function is proportional to the contrast χ, meaning
that its elements are affected by the minimisation according to their magnitude:
high values are pulled towards zero with higher strength than low values. The L1-
norm, on the contrary, exhibits equal influence for values of all magnitudes, such
that small levels of χ are driven faster towards zero than high ones [Bishop 2006].
Figure 4.31 illustrates this difference for a typical distribution.

(a) (b)

Figure 4.31: Influence of L2-norm regularisation (a) and L1-norm regularisation (b) on an
arbitrary distribution; the L2-norm regularisation scales the distribution in its entirety to
minimise the energy, the L1-norm regularisation emphasises peak values.
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This idea forms the basis of norms promoting sparseness: the gradient of the penalty
function should either be independent of the magnitude of the contrast function
χ(x) as for the L1-norm, or, to force sparseness on the result, take higher values
when the contrast is small. In the following, the Cauchy norm complying with the
latter condition will be used. This norm has the advantage of being continuously
differentiable, in contrast to the L1-norm.

The Cauchy regulariser was introduced by Sacchi and Ulrych in order to obtain a
sparse result for the Radon transform [Sacchi 1995]. It was derived by assuming the
variable to be estimated to obey a Cauchy distribution, i.e., a probability distribution
of the following form:

p(χ, σχ) ∝ 1

1 + |χ(x)|2
2σ2
χ

, (4.3.94)

with σχ being a parameter determining the shape of the tail of the distribution.

The regularising penalty term is given by the following expression:

Esparse(x) =

∞∫
−∞

ln

[
1 +
|χ(x)|2

2σ2
χ

]
dx. (4.3.95)

For the imaging of a contrast function, the following error functional can be used
to perform optimisation including the additive penalty of the Cauchy regulariser
Esparse(x):

E =
1

2σ2
n

∥∥∥f̃(xr, xs, ω)− GXχ(x)
∥∥∥2

R,ω
+ γ

∞∫
−∞

ln

[
1 +
|χ(x)|2

2σ2
χ

]
dx, (4.3.96)

with γ being a regularisation parameter. The measurement noise is assumed to obey
a normal distribution with zero mean and variance σ2

n. The parameter σχ can be
used to control the desired level of sparseness in the solution.

Derivation of the error functional E with respect to the contrast and equating to
zero yields the following solution for the contrast:

χest(x) =
[
G†XGX + γQ(x)−1

]−1

G†Xf̃(xr, xs, ω), (4.3.97)

with γ = σ2
n/σ

2
χ, and Q(x) being the diagonal sparseness operator:

Q(x) = 1 +
|χ(x)|2

2σ2
χ

. (4.3.98)
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There are two problems associated with this formal solution:

• Since the operator Q(x) depends on the solution χ(x), Eq. 4.3.97 cannot be
solved in closed form.

• Furthermore, it is not obvious how the two parameters γ and σχ have to be
chosen in order to obtain the desired result.

In order to tackle the first problem, Eq. 4.3.97 is solved by application of an itera-
tively reweighted least-squares (IRLS) scheme in which the current estimate of the
sparseness operator is held fixed while the contrast is updated [Scales 1988]. Further
simplification can be achieved by application of a few operator identities, details of
which are given by Sacchi and Ulrych [Sacchi 1998], in order to rewrite Eq. 4.3.97:

χest(x) = Q(x)G†X
[
GXQ(x)G†X + γI

]−1

f̃(xr, xs, ω). (4.3.99)

In this form, the imaging problem with sparseness constraint can be split into two
parts:

• A linear conjugate gradient scheme applied to the normal equations is used to
determine the auxiliary variable ζ̃(xr, xs, ω) (CGNE update):

ζ̃(xr, xs, ω) =
[
GXQ(x)G†X + γI

]−1

f̃(xr, xs, ω). (4.3.100)

• After convergence of the scheme, the contrast is updated (IRLS update):

χest(x) = Q(x)G†Xζ̃(xr, xs, ω). (4.3.101)

Note that the additive term γI corresponds to the well-known Tikhonov regularisa-
tion with minimum L2-norm constraint. As pointed out in Section 4.2.8.2, minimum
norm regularisation can be achieved by early stopping of the conjugate gradient
scheme. The explicit regularisation can thus be replaced by only performing a few
conjugate gradient steps after every update of χ and Q(x), which helps to dispose of
the parameter γ [Zwartjes 2005]. Trad et al. suggest the usage of generalised cross-
validation in order to determine the number of necessary iterations [Trad 2003].
However, diverse simulation experiments carried out in this work have shown the
empirical choice of about five to ten CGNE iterations to be sufficient. Likewise, the
necessary number of IRLS iterations can empirically be determined. About two to
five iterations are found to be adequate, which is in accordance with the findings of
Zwartjes [Zwartjes 2005].

For the determination of the remaining parameter σχ, different suggestions can be
found in the literature. On the one hand, general methods such as the L-curve
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criterion [Hansen 1998] introduced in Section 4.2.8.2 can be used. However, these
methods require the calculation of the problem for several values of σχ, which is not
desirable. Another option is the tuning of σχ based on the noise level, if this level
can be determined [Sacchi 1998].

In the present work, however, it is decided to pursue yet another strategy based
on interpreting Eq. 4.3.97 as a spatially dependent Tikhonov regularisation. The
definition of the sparseness operator in Eq. 4.3.98 shows that the regulariser reaches
its maximum value where the contrast is low, and its minimum for high values of the
contrast. The result of the inversion is thus stronger regularised for regions in which
the contrast exhibits low magnitude. Based on this view of the sparse regularisation,
the parameter σχ determines to what extent the regularisation is relaxed for peaks
of the contrast function with respect to regions in which the contrast function is
close to zero.

For a conservative approach, it is suggested to choose σχ in such a way that the
regularising term Q(x)−1 in Eq. 4.3.97 is half as strong for the maximum absolute
value of the contrast as for regions of the contrast equal to zero:

σχ =
1

2
max |χ(x)|2 . (4.3.102)

The regularisation is thus relaxed for the peaks of the contrast functions. Setting
σχ to lower values can be used in order to force sparseness, i.e., apply even less reg-
ularisation to the peaks of the contrast function. For the examples presented in this
work, the empirical rule of Eq. 4.3.102 has proved to be sufficient to automatically
determine values for σχ dependent on the current estimate of the contrast.

The proposed scheme for imaging by sparse inversion is obtained by the combination
of the components derived above:

• A first estimate of the contrast and the sparseness operator is obtained by
application of the adjoint operator:

χ0(x) = G†Xf̃(xr, xs, ω), (4.3.103)

σχ,0 =
1

2
max |χ0(x)|2 , (4.3.104)

Q0(x) = 1 +
|χ0(x)|2

2σ2
χ,0

. (4.3.105)

• Then, a number of IRLS iterations are carried out, with the n-th iteration
consisting of two steps:

(1) The auxiliary variable ζ̃(xr, xs, ω) is calculated using a few conjugate
gradient iterations:

ζ̃n(xr, xs, ω) =
[
GXQn−1(x)G†X

]−1

f̃(xr, xs, ω). (4.3.106)
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(2) Contrast and sparseness operator are updated from the obtained auxiliary
variable:

χn(x) = Qn−1(x)G†Xζ̃n(xr, xs, ω), (4.3.107)

σχ,n =
1

2
max |χn(x)|2 , (4.3.108)

Qn(x) = 1 +
|χn(x)|2

2σ2
χ,n

. (4.3.109)

Examples of imaging results based on inversion with a sparseness constraint can be
found in Section 4.3.7.

4.3.6.2 Regularisation by a total variation constraint

As pointed out in the previous section, sparseness might not be the appropriate
regularisation constraint if there are different magnitudes of contrast and spatially
extended regions of non-zero contrast to be expected. Therefore, another type of
regularisation will be discussed that is expected to be useful for a broader range
of applications: minimum total variation. This type of constraint has first been
introduced by Rudin et al. in the context of image denoising problems [Rudin 1992].

The total variation functional seeks to minimise the absolute value of the gradient
of a function, in contrast to the L1-norm, for example, which minimises the absolute
value of the function itself. For the contrast function to be estimated, the total
variation penalty term ETV [χ(x)] is given by the following expression:

ETV [χ(x)] =

∞∫
−∞

|∇χ(x)| dx. (4.3.110)

Whereas regularisation with a sparseness constraint leads to ‘spiky’ estimates, the
total variation constraint favours results exhibiting a smooth or ‘blocky’ structure,
i.e., with limited regions of strong transitions.

In this work, the weighted L2-norm being a slightly modified version of the total
variation regulariser is used:

Eweighted L2 [χ(x)] =

∞∫
−∞

b2TV(x)
[
|∇χ(x)|+ β2

]
dx, (4.3.111)

with bTV(x) being a positive weight and β2 being a positive steering parameter to
ensure that the functional is continuously differentiable.

Van den Berg et al. presented an inversion algorithm using the weighted L2-
norm as a multiplicative regularisation constraint, having the advantage that bTV(x)
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and β2 can automatically be chosen. Furthermore, the inclusion of the regular-
isation as a multiplicative factor does away with the regularisation parameter γ
[Van den Berg 1999]. A comprehensive overview of this multiplicative regularisa-
tion approach with some refinements is given by Abubakar et al. [Abubakar 2004].
In the following, only the essentials of the proposed algorithms are presented.

The error functional is given by the multiplication of the data error and the regu-
larisation error:

E [χ(x)] =
∥∥∥f̃(xr, xs, ω)− GXχ(x)

∥∥∥2

R,ω
Eweighted L2 [χ(x)] . (4.3.112)

The weighting factor bTV(x) is chosen in such a way that that Eweighted L2(x) is close
to one to ensure that the data error is minimised and not only the regularisation
term:

b2TV(x) =
{
V
[
|χ(x)|2 + β2

]}−1

, (4.3.113)

with V being the area of the imaging domain:

V =

∞∫
−∞

dx. (4.3.114)

There are different ways of determining values for β2. Abubakar et al. provide a
lower bound in order for the regularisation functional to be convex [Abubakar 2004]:

β2 ≥
‖bTV(x)∇χ(x)‖2S

2 ‖bTV(x)‖2S
. (4.3.115)

The following equation for determining β2 is used for the examples presented in this
work; it can be shown to minimise the arc length of the contrast function in x- and
y-direction [Van den Berg 2010]:

β2 =
1

V

∞∫
−∞

|∇χ(x)|2 dx. (4.3.116)

With all parameters and auxiliary variables determined, the inversion with total
variation constraint can be performed by means of a nonlinear conjugate gradient
scheme as described in Appendix F.3. The gradient of the error functional E(x) in
the nth iteration is readily determined:

∂E[χn(x)]

∂χn−1(x)
= −2Eweighted L2 [χn−1(x)]G†X

[
f̃(xr, xs, ω)− GXχn−1(x)

]
− 2E [χn−1(x)]

{
∇
[
b2TV(x)∇χn−1(x)

]}
.

(4.3.117)
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In this form, it can be seen that the error of the regularisation determines how
strong the minimisation of the data error is carried out, thereby showing why
Eweighted L2 [χ(x)] is kept close to one. The data error E[χ(x)], on the other hand,
determines the strength of the regularisation, the influence of which decreases as the
algorithm approaches the final solution.

After determination of the search direction from the gradient, the step size for the
conjugate gradient scheme can be derived in closed form. A detailed description
of the required calculations was given by Abubakar et al. [Abubakar 2004] and is
omitted here for the sake of brevity.

Examples of images obtained with the total variation constraint are presented in the
following section, which allows for the comparison of different imaging methods.

4.3.7 Examples

The capabilities of the different imaging methods are presented by means of a few
examples. These simulations are carried out for a 3 mm aluminium plate at four
different frequencies between 500 Hz and 4 kHz distributed according to Eq. 3.6.48.
The first setup depicted in Fig. 4.32 consists of a few scattering structures of equal
strength surrounded by a circle of sources and receivers.

In the following, three different experiments related to this dataset will be presented:
in addition to the setup shown, the effect of limiting the aperture of the array of
sources and receivers will be investigated. The imaging results for the full circular
array are shown in Fig. 4.34. For the images depicted in Fig. 4.35, only the left half
of sources and receivers is used. Figure 4.36 presents the images obtained with only
a quarter of a circle on the right side being used. The robustness of the different
imaging and regularisation methods with respect to the angular aperture can thus
be compared.

The second imaging setup considered is shown in Fig. 4.33. Two scatterers are
positioned relatively close together in order to be able to assess the ability of imaging
algorithms to resolve small structures.
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Figure 4.32: Setup for imaging simulation containing a few scattering objects.
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Figure 4.33: Setup for imaging simulation containing two closely spaced scatterers.
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Figure 4.34: Imaging results for the setup shown in Fig. 4.32 with full circular coverage by
sources and receivers.
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Figure 4.35: Imaging results for the setup shown in Fig. 4.32 with only sources and receivers
on the right-hand side used.
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Figure 4.36: Imaging results for the setup shown in Fig. 4.32 with only sources and receivers
positioned within a quarter of a circle to the right of the object.
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Figure 4.37: Imaging results for the setup shown in Fig. 4.33 with two scattering objects
surrounded by a full circle of sources and receivers.
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4.3.8 Discussion of the imaging examples

In the context of this work, the presented imaging methods have been tested on
simulations of several transducer setups and constellations of defects. Based on this
experience, the examples shown are chosen in such a way that the characteristic
properties of the different approaches are brought out.

• First of all, it can be stated that backpropagation, which is the only non-
iterative method presented, yields a very robust, indicative image of the inho-
mogeneities. The resolution is rather low in comparison to the other methods,
despite the fact that the individual strength of the four frequencies employed
for imaging is taken into account as discussed in Section 4.3.4. The robust-
ness and ease-of-use of backpropagation can serve as an explanation for the
attractiveness of this approach in current industrial applications.

• Born inversion with simple Tikhonov regularisation can be seen to achieve
significantly better resolution than backpropagation in the case of full coverage
with transducers (Fig. 4.34). It is even more important to note that inversion
can retrieve certain features better than backpropagation: in Fig. 4.35, only the
tips of the upper defect are visible in the image obtained by backpropagation.
This is due to the fact that this inhomogeneity is only illuminated from the
right hand side, such that the receivers can only pick up the field scattered by
the tips, and no reflection from the broad side of this object. In this setup,
inversion is still able to retrieve the full inhomogeneity.

On the other hand, it can clearly be seen that the images obtained by inversion
with Tikhonov regularisation are relatively noisy and contain undesirable arte-
facts. The number of iterations can be used as a regularisation parameter in
order to find a trade-off between resolution and noise level, see Section 4.2.8.2.
In general, a more appropriate form of regularisation, i.e., a form which is
motivated by the type of inhomogeneity to be expected, is to be preferred.

• Inversion with a sparse regularisation constraint can achieve superior resolu-
tion, which can best be seen from the example of two point-like scatterers
presented in Fig. 4.37. On the other hand, it must be stated that this regular-
isation technique favours point-like defects. In the case of limited illumination
in Fig. 4.35 discussed above, inversion with sparse regularisation is able to
recover the tips of the defect on the top, but suppresses the information in be-
tween due to its weak presence in the receiver signals. Furthermore, it can be
seen from Fig. 4.36 that sparse regularisation can actually worsen the imaging
result if used in combination with insufficient illumination due to a limited
aperture.

This behaviour can be critical if defects should be detected that do not comply
with the presumed sparse structure: if sparse regularisation is applied to the
detection of a slowly varying change in material properties as for example a



4.3 Imaging of scatterers under the Born approximation 137

shallow corrosion defect, it could actually suppress this type of inhomogeneity
in the generated image, which is not acceptable for the application in mind.

• Inversion with total variation regularisation makes fewer assumptions about
the shape of features in the image; it accepts both smooth variations and sud-
den local discontinuities. In all results shown in Fig. 4.34 to 4.37, regularisation
by minimum total variation achieves a good resolution while suppressing noise
and imaging artefacts. Only in the case of a restricted aperture, shown in
Fig. 4.36, the defect for which there is not sufficient data available is not fully
imaged. Nevertheless, the image obtained by inversion with regularisation by
minimum total variation is the best of all results presented and shows the
positions of the tips of the elongated defect on the top.

Summarising, imaging by inversion has to be preferred to backpropagation due to
the gain in resolution. The combination with regularisation is inevitable in order to
achieve stabilisation and robustness to noise. Furthermore, regularisation can serve
as a tool to fill gaps for which there is not sufficient information from the measured
data. Hence, the regularisation method has to be chosen carefully, not to force the
image to obey a model which does not comply with the structure of typical defects
to be expected. With respect to this requirement, regularisation by minimum total
variation has to be regarded as the most promising of the presented methods.

4.3.9 Towards super-resolution

In Section 4.2.4.3, the advantage of measurements in the near-field with respect to
the achievable resolution have briefly been discussed. In the present work, however,
it is chosen to neglect possible applications of near-field techniques in combination
with flexural waves due to the restricted imaging range.

In the previous section, it has been shown that regularisation of the imaging problem
can help to increase the resolution slightly. The observed improvement is due to the
incorporation of a priori assumptions on the structure of the image. Despite the fact
that regularisation criteria such as minimum total variation can also be justified from
a physical point of view, it is desirable to obtain an increase in resolution based on
improved physical modelling of the underlying problem rather than an advanced
method of ‘guessing’ the outcome.

The key to super-resolution lies in the usage of the evanescent components of the
wave field. Since the possibility of probing the near-field is not considered in the
context of this work, the evanescent field is not utilised as in the case of near-
field acoustic holography, for instance. At higher distances from the object to be
imaged, however, the magnitude of the evanescent field is too small as to be measured
[Wolf 1998].

Nevertheless, it has been established that the placement of a scattering object smaller
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than the diffraction limit in the near field can lead to a conversion of evanescent waves
to propagating waves. This approach is used for scanning microscopy [Courjon 1994].
This basic idea can be extended: it is not necessary to place a small passive probe
close to the object of interest to achieve the conversion of the evanescent field to
propagating waves. Instead, multiple scattering in the inhomogeneous object it-
self makes the propagating wave field contain information on the evanescent field,
information with resolution above the diffraction limit [Chen 1998].

However, the high resolution information which is ‘encoded’ in the propagating field
can be extracted only by methods which unravel the effects of multiple scattering,
i.e., methods beyond the Born approximation [Simonetti 2006]. While this result
has qualitatively been established for several years, it remains difficult to make gen-
eral quantitative statements on the gain in resolution to be expected. Experimental
verification of the improvement in resolution by taking multiple scattering into ac-
count has, among others, been given by Chen and Chew [Chen 1998], Blomgren et
al. [Blomgren 2002] and Cui et al. [Cui 2004].

In Chapter 5, the possibilities of including multiple scattering for imaging using
flexural waves are investigated.

4.4 Imaging in finite structures

Up to this point, the imaging problem has been treated under the simplifying as-
sumption that measurements are taken in an infinite medium. For real media of finite
extent, reflections from the boundaries have to be expected. Depending on the size
of the structure under investigation, these reflections can possibly be removed from
the measured impulse responses by simple filtering in time domain. This approach
is chosen by many researchers, for instance Simonetti [Simonetti 2006], probably be-
cause of the fact that it can easily be achieved in a controlled experiment, for which
the size of the plate and the position of the defect can arbitrarily be chosen. An-
other option is the artificial creation of anechoic boundary conditions by application
of damping to the boundary regions [Francoeur 2008].

In the previous chapter, it has been shown that the temporal and spatial extent of
a dispersive wavelet increases with increasing distance from the source. Therefore,
overlapping between primary and reflected events constitutes a typical feature of
dispersive wave fields, especially in structures being relatively small in comparison
to the wavelength. The method for dispersion removal can then be used to separate
different events and, for instance, filter out reflections from the boundaries.

Typical imaging results obtained by this approach are shown in Fig. 4.38. An alu-
minium plate of 3 mm thickness with an artificial defect of 1 mm depth is used; the
experiment is described in Appendix G.3. The correct location of the pit is shown
in Fig. 4.38(a); the images obtained by backpropagation, inversion with L2-norm



4.4 Imaging in finite structures 139

constraint and inversion with total variation constraint are shown in the subfigures
(b) to (d), respectively.
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Figure 4.38: Location of an artificial defect in a 3 mm aluminium plate (a); imaging results
obtained by backpropagation (b), minimum L2-norm inversion (c), and inversion with total
variation constraint (d).

It can be seen that all three methods suffice to detect the presence of the pit.
However, inversion achieves slightly higher resolution than backpropagation, and
the additional total variation constraint helps to suppress side lobes and imaging
artefacts.

However, if material properties are to be imaged in the vicinity of the plate bound-
aries, separation of the boundary reflections from the field scattered by an inhomo-
geneity might be difficult. Therefore, another method of dealing with reflections is
presented in the following section.
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4.4.1 Green’s function for finite plates

The suppression of unwanted reflections is not the only way of dealing with finite
structures. An alternative is given by the usage of a finite plate model in the imaging
procedure. In plates of limited extent, the Green’s function is determined by both
the material properties as well as the the positions and conditions of the boundaries.
By using this Green’s function for the methods derived in this chapter, the finite
nature of the medium can be taken into account.

The displacement field of a plate subject to boundary conditions can assume only
certain modal shapes ξm(x). These modal shapes have to fulfill both the homoge-
neous wave equation and the boundary conditions [Cremer 2005]. From a mathe-
matical point of view, the modal shapes are the eigenfunctions of the plate, and the
associated eigenfrequencies represent the eigenvalues.

If the plate is harmonically excited at a certain point x0 with frequency ω, the
Green’s function G̃(x, x0, ω) can be determined by weighted superposition of the
modal shapes ξm [Cuenca 2009]:

G̃(x, x0, ω) =

∞∑
m=1

ξm(x)ξm(x0)

ρh(ω2
m − ω2)

, (4.4.118)

with h being the thickness of the plate and ρ its mass density. The variable ωm
represents the eigenfrequency associated with the modal shape ξm.

In the ideal case without damping, the plate can be excited only at its eigenfrequen-
cies. In practical applications, damping can be taken into account by assuming the
bending stiffness B′′ of the plate to be complex:

B′′damped = B′′(1 + jη), (4.4.119)

with η determining the strength of the damping. This modification requires the
eigenfrequencies to be complex as well, and ω2

m in Eq. 4.4.118 has to be replaced by
ω2
m(1 + jη) [Cremer 2005]. In the damped plate, a modal shape can be excited by

frequencies other than its eigenfrequency. Nevertheless, a mode is only excited to a
significant extent if the excitation frequency is close to its eigenfrequency.

It is important to realise that the excitability of a mode depends on the point of
excitation x0. A mode cannot be excited at its nodal points. It can be concluded
that imaging in finite plates requires the usage of different points of excitation in
order to achieve sufficient illumination of the region to be imaged, from both a
spatial and spectral point of view.

A simulation example is used to investigate the potential and possible pitfalls of this
approach. Figure 4.39 shows the setup of the simulation.

The receiver signals due to excitation at different source positions are determined
for 20 frequencies between 500 Hz and 5 kHz. To this end, a finite element analysis



4.4 Imaging in finite structures 141

-0.2 -0.1 0 0.1 0.2
-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

x [m]

y 
[m

]

sources / receivers

artificial
defect

Figure 4.39: Simulation setup for a finite aluminium plate (3 mm thickness) of 60 by 80
cm; a circular defect with a diameter of 4 cm and a depth of 2 mm is simulated.

based on the Mindlin plate model is used. Furthermore, the plate response according
to the Kirchhoff plate model applied in this thesis is calculated. A comparison of
both models is shown in Fig. 4.40.
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Figure 4.40: Displacement of the plate for the leftmost source position at 2.5 kHz in the
absence of the defect: Kirchhoff plate model (a), Mindlin plate model (b), difference between
both models (c) shown on the same scale.
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It can be seen that, even at the rather low frequency of 2.5 kHz for which the
Kirchhoff approximation should be valid, there is a significant difference between
the Kirchhoff and the Mindlin plate model. This effect is due to the boundary
conditions: relatively small differences in the propagation velocity can lead to a large
difference in the predicted modal shapes of a finite plate. The deviation increases
with increasing frequency as shown in Fig. 4.41.
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Figure 4.41: Relative difference of the modal shapes of the Kirchhoff and the Mindlin plate
model with respect to the average amplitude at different excitation frequencies between
500 Hz and 5 kHz.

As a consequence, the simplified Kirchhoff model is only partially useful for the
determination of the modal shapes of a finite plate. In order to obtain an image
of inhomogeneities, the incident field at the receiver position has to be known with
sufficient accuracy.

In contrast to images obtained in infinite plates, the presence of modal patterns has
an adverse influence on the image obtained. For a certain frequency, nodal lines are
present at which the plate cannot be excited. Hence, the incident field can be zero
at certain locations, and the imaging procedure has to be stabilised. In the case of
backpropagation, Eq. 4.3.73 has to be replaced by the following expression:

χ(x)back =
1

Ω

∞∫
−∞

Ns∑
s=1

w̃(x, xs, ω)ũ∗inc(x, xs, ω)

k4
0(ω)

Ns∑
s=1
| ũinc(x, xs, ω)|2 + ε

dω, (4.4.120)

with ε being a stabilisation constant to avoid division by zero, and Ω representing
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the bandwidth of the spectrum used:

Ω =

∞∫
−∞

dω. (4.4.121)

Figure 4.42(a) presents the image obtained under the assumption that the incident
field is accurately known, i.e., by using the Mindlin plate model for both the simu-
lation of the receiver signals and the calculation of the incident field.
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Figure 4.42: Images of the simulated defect obtained by using the Mindlin plate model (a)
and the Kirchhoff plate model (b) at 20 frequencies between 500 Hz and 5 kHz.

The simulated defect can clearly be seen. However, even when combining different
frequencies and different points of excitation, the images obtained by this approach
look slightly ‘noisy’ due to the influence of different modal patterns.

If the simple Kirchhoff bending model is used for the calculation of the modal shapes
and the incident field, the result depicted in Fig. 4.42(b) is obtained. It can be seen
that the difference between the simplified model and the simulation based on the
Mindlin model is too high to obtain a reliable image. The result can be improved by
lowering the maximum frequency used for imaging, i.e., using only modes for which
the Kirchhoff model provides a rather good prediction of the incident wave field.

Figure 4.43 shows the imaging results obtained by using only frequencies up to
2.5 kHz. The image obtained using the Mindlin model is almost equal to Fig. 4.42(a).
However, the image based on the Kirchhoff plate model is improved with respect to
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Fig. 4.42(b). The defect can be detected, despite the fact that there are still a lot
of interfering artefacts present.
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Figure 4.43: Images of the simulated defect obtained by using the Mindlin plate model (a)
and the Kirchhoff plate model (b) at 10 frequencies between 500 Hz and 2.5 kHz.

From this example, it can be concluded that imaging in finite plates based on wave
fields including the boundary reflections requires high accuracy in comparison to
imaging in infinite plates. The Kirchhoff plate model cannot be assumed to predict
the modal shapes with sufficient accuracy. Therefore, it is necessary to limit the
maximum frequency or use a more sophisticated plate model, such as Mindlin’s
theory.

Further research is needed to investigate if it is possible to estimate the propagation
velocity and the boundary conditions from the measurements itself, such that the
modal shapes can be reconstructed. However, the complexity of this task is beyond
the scope of this work.

From the point of view of currently available techniques, it is most promising to
either remove the boundary reflections from the measured data before calculating
the image as done in Section 4.4, or rely on accurate knowledge of the incident field.
The latter option, for example, is given if a reference measurement of the finite
structure is available, i.e., if an object is monitored regularly and only a change in
the reflection pattern due to a newly developing defect has to be detected.
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4.5 Summary

In this chapter, methods for wave field extrapolation and imaging of source distribu-
tions and scatterers under the Born approximation have been presented. Different
approaches for imaging have been derived by posing the calculation of an image as a
least-squares optimisation problem. Standard approaches such as backpropagation
and inversion have been compared both theoretically and by means of examples.
The application of regularised inversion has produced promising results. However,
it should be noted that the kind of regularisation has to be chosen carefully in order
not to introduce inappropriate assumptions leading to a loss of available informa-
tion. In addition, approaches of applying the presented techniques to beams and
plates of finite extent have been outlined.





5

Imaging beyond the Born
approximation

Problems worthy
of attack

prove their worth
by hitting back.

(Piet Hein, 1905 – 1996)

In the previous chapter, it has been shown how the resolution of acoustical and
vibrational images is limited if the Born approximation is applied. A model based on
the Born approximation is not able to explain the received signals to full extent. The
disregard of multiple scattering can cause artefacts that hinder the interpretation of
an image severely.

Hence, there are two interconnected purposes of extending imaging procedures be-
yond the Born approximation:

• obtaining qualitatively better images by increasing the achievable resolution,

• obtaining quantitatively better estimates of the material inhomogeneities by
using an improved model for the explanation of the measured signals.

In the first part of this chapter, a general approach for imaging in plates based
on contrast source inversion is derived, followed by extensions of the method for
structures with reflecting boundaries.

5.1 Object and data equation

In the case of multiple scattering, the relation between the contrast describing the
material inhomogeneities and the receiver signals is no longer linear. In fact, there
are two equations that have to be dealt with simultaneously: the object equation and



148 Imaging beyond the Born approximation

the data equation. Both equations have already been introduced and are repeated
here for convenience.

The object equation has been introduced in Section 4.3.2 (Eq. 4.3.61) and describes
the generation of the total field ũ(x, xs, ω) by the incident field ũinc(x, xs, ω) and the
contrast:

(I − GDX ) ũ(x, xs, ω) = ũinc(x, xs, ω). (5.1.1)

The object equation can also be formulated in terms of the contrast sources w̃(x, ω)
by application of the contrast operator X defined in Eq. 4.3.60 to both sides:

(I − XGD) w̃(x, xs, ω) = X ũinc(x, xs, ω). (5.1.2)

The second equation describing the scattering is the data equation introduced in
Section 4.2 (Eq. 4.2.18). It is used to calculate the receiver signals f̃(xr, ω) for the
given contrast sources w̃(x, ω):

f̃(xr, xs, ω) = GRw̃(x, xs, ω). (5.1.3)

The generation of the scattered signals at the receiver positions is described by both
the object and the data equation. Combination of these two equations leads to the
following formal relation:

f̃(xr, xs, ω) = GR (I − XGD)
−1 X ũinc(x, xs, ω). (5.1.4)

If the contrast and the incident field are known, the object equation can be used to
solve the forward problem as described in Section 4.3.2, and the receiver signals can
be computed.

For the inverse imaging problem of determining the contrasts from the receiver
signals, however, only the incident field ũinc(x, xs, ω) and the receiver signals f̃(xr, ω)
are assumed to be known. By writing out the contrast operator as a multiplication
by the scattering potential Φ̃(x, ω) = k4

0χ(x), it can be seen that there exists a
nonlinear relationship between the contrast χ(x) and the receiver signals:

f̃(xr, xs, ω) = GR

[
I − k4

0χ(x)GD

]−1
k4

0χ(x)ũinc(x, xs, ω). (5.1.5)

Hence, the problem cannot be solved in closed form, and direct linear inversion for
the contrast is not possible. The Born approximation presented in the previous
chapter relies on a linearised approximation of this equation:[

I − k4
0χ(x)GD

]−1 ≈ I (5.1.6)

f̃(xr, xs, ω) ≈ GRk
4
0χ(x)ũinc(x, xs, ω). (5.1.7)
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It is evident that this approximation is useful only if the contrasts χ(x) are small.
Furthermore, it should be noted that the effect of the operator term k4

0χ(x)GD cannot
be neglected for higher frequencies. In the previous chapter, it has been shown that
such an approximation results in additional ‘noise’ in the image due to the part of the
data that cannot be explained by the simplified model of the Born approximation.
By taking multiple scattering into account, the level of noise and artefacts in the
image is expected to decline.

Another view of the capabilities of this approach is obtained by regarding the object
equation as a regulariser for the data equation. Hence, the obtained solutions for the
contrast sources and the contrast are expected not only to explain the measurement
data at the receiver positions, but also to be consistent with the object equation,
i.e., be explainable by multiple scattering in the object domain. In the following,
approaches for solving both data and object equation will be discussed.

5.2 Iterative linear inversion

As a first approximation, the nonlinear imaging problem given by Eq. 5.1.5 can be
tackled by computation of a series of linearised inversions [Wirgin 2002].

The iterative linear inversion starts out from an estimate of the contrast using the
Born approximation. In the simplest case, this estimate can be obtained by back-
propagation. The scheme then consists of the alternating application of the following
two operations:

(1) Calculation of the total field based on the current estimate of the contrast.
This can be achieved by application of Eq. 4.3.61:

ũest(x, xs, ω) = (I − GDX )
−1
ũinc(x, xs, ω). (5.2.8)

The inversion is usually carried out by application of an iterative optimisation
as described in Section 4.3.2.

(2) Calculation of the contrast from the current estimate of the total field by
application of the methods introduced in Section 4.3.6, formally expressed by
the following equation:

χ(x)est =
[
k4

0ũest(x, xs, ω)
]−1 G−1

R f̃(xr, xs, ω). (5.2.9)

This method has the major drawback of requiring the solution of the full forward
scattering problem in every iteration. Alternatively, only an update of the total field
according to the Neumann series presented in Section 4.3.2.1 can be performed in
every iteration, such that one additional order of scattering is taken into account
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[Van den Berg 2002]. Equation 5.2.8 is then replaced by the following update scheme
for the nth iteration:

ũest,n(x, xs, ω) = ũinc(x, xs, ω) + GDX ũest,n−1(x, xs, ω). (5.2.10)

However, the Neumann series is known to converge slowly for strong scattering or
higher frequencies [Tomio 1995], which are just the cases in which the inclusion of
multiple scattering should provide results superior to the Born approximation.

5.3 Contrast source inversion

A more promising approach is given by the simultaneous solution of the object
and the data equation. This idea has been used for the modified gradient approach
developed by Kleinman and Van den Berg [Kleinman 1992], for which the error in
the contrast and the unknown wave field are minimised. Since 1997, the modified
gradient approach has been superseded by the method of contrast source inversion
(CSI), which could be shown to perform better [Van den Berg 1997]. In the contrast
source inversion approach, an error functional is minimised with respect to both the
contrast and the contrast sources.

A general error functional can be obtained by defining the residual for the receivers
with index R using the data equation

r̃R(xr, xs, ω) = f̃(xr, xs, ω)− GRw̃(x, xs, ω), (5.3.11)

and the residual for the domain with index S using the object equation:

r̃S(x, xs, ω) = k4
0(ω)χ(x)ũ(x, xs, ω)− w̃(x, xs, ω)

= k4
0(ω)χ(x)ũinc(x, xs, ω)− w̃(x, xs, ω) + k4

0(ω)χ(x)GDw̃(x, xs, ω).

(5.3.12)

Information at different frequencies is equally taken into account in the standard
CSI scheme, and information obtained at different frequencies is considered equally
important as information gained by illuminating the scattering object using sources
from different directions [Abubakar 2003]. However, in the derivation of the equa-
tions for backpropagation in Section 4.2.6, it was shown that the imaging problem
for flexural waves is highly frequency-dependent, and that this dependency has to
be taken into account in order to ensure the proper weighting of the information
that is present at different frequencies.

Therefore, it is chosen to define the following objective function, similar to Bloe-
menkamp et al. [Bloemenkamp 2001]:

E =
1

Nω

ωN∑
ω=ω1

η̃R(ω) ‖r̃R(xr, xs, ω)‖2R +
1

Nω

ωN∑
ω=ω1

η̃S(ω) ‖r̃S(x, xs, ω)‖2S . (5.3.13)
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In this equation, the summation is taken over a discrete number Nω of frequencies
in the range ω1 . . . ωN .

The normalisations η̃R(ω) and η̃S(ω) have been chosen in such a way that both terms
are equal to one for w̃(x, xs, ω) = 0:

η̃R(ω) =

(∥∥∥f̃(xr, xs, ω)
∥∥∥2

R

)−1

, (5.3.14)

η̃S(ω) =
(∥∥k4

0(ω)χ(x)ũinc(x, xs, ω)
∥∥2

S

)−1

. (5.3.15)

In the remainder of this section, it is decided to drop the explicit dependencies of
the variables as well as the tilde indicating operation in Fourier space for the sake of
improved readability. Since multiplication by the number of frequencies Nω used in
the inversion does not change the extrema, the error functional can be reformulated
in the following form:

E = ER + ES , (5.3.16)

with

ER =

ωN∑
ω=ω1

‖f − GRw‖2R
‖f‖2R

=

ωN∑
ω=ω1

ηR ‖f − GRw‖2R , (5.3.17)

ES =

ωN∑
ω=ω1

∥∥k4
0χuinc − w + k4

0χGDw
∥∥2

S

‖k4
0χuinc‖

2 =

ωN∑
ω=ω1

ηS
∥∥k4

0χuinc − w + k4
0χGDw

∥∥2

S
.

(5.3.18)

The first term will be referred to as the data error ER, while the second term rep-
resents the object error ES . The joint minimisation of these error terms can be
achieved by application of a nonlinear conjugate gradient scheme, a general repre-
sentation of which is presented in Appendix F.3.

In every iteration, the cost function is first minimised with respect to the contrast
sources w̃ while keeping the current estimate of the contrast χ constant. An estimate
of the field u is then obtained, followed by an update of the contrast χ.

It is evident that the contrast cannot be initialised to zero due to its presence in
the denominator of Eq. 5.3.18. Therefore, the result obtained by backpropagation
of the receiver data under the Born approximation as discussed in Section 4.2.6 is
used as a starting value for the contrast sources, from which a first estimate of the
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contrast and the field are readily obtained:

w0 =

∥∥∥G†Rf∥∥∥2

S∥∥∥GRG†Rf
∥∥∥2

R

G†Rf, (5.3.19)

χ0 =
1

Ω

∞∫
−∞

Ns∑
s=1

w u∗

k4
0

Ns∑
s=1
|u|2

dω, with Ω =

∞∫
−∞

dω, (5.3.20)

u0 = uinc +GDw0. (5.3.21)

5.3.1 Update of the contrast sources

The gradient g of the cost function with respect to the contrast sources w is given
by the following equation for the nth iteration:

gn =
∂En
∂w

= −2ηR,n−1G†RrR,n−1 − 2ηS,n−1

[
rS,n−1 − G†D

(
χ∗n−1rS,n−1

)]
. (5.3.22)

It is chosen to make use of the Polak-Ribière search direction d, which is determined
from the gradient g as follows [Kelley 1995]:

d0 = 0, (5.3.23)

dn = gn +
〈gn, gn − gn−1〉S
‖gn−1‖2S

dn−1 for n > 0. (5.3.24)

The optimal step size α must minimise the cost functional E for a given search
direction d:

E(w + αdn) =

ωN∑
ω=ω1

(
ηR ‖rR,n−1 − αGRdn‖2R + ηS

∥∥rS,n−1 + α(k4
0χGDdn − dn)

∥∥2

S

)
.

(5.3.25)

The gradient with respect to α is given by the following expression:

∂E(w + αdn)

∂α
=

ωN∑
ω=ω1

ηR

(
−2Re 〈rR,n−1,GRdn〉R + 2α ‖GRdn‖2R

)
+

ωN∑
ω=ω1

ηS

(
2Re

〈
rS,n−1, k

4
0χGDdn − dn

〉
S

+ 2α
∥∥k4

0χGDdn − dn
∥∥2

S

)
.

(5.3.26)
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The optimal step size α is obtained by requiring the gradient to be zero:

α =
ηRRe 〈rR,n−1,GRd〉R + ηSRe

〈
rS,n−1, d− k4

0χGDd
〉
S

ηR ‖GRd‖2R + ηS ‖d− k4
0χGDd‖

2
S

. (5.3.27)

This completes the description of the contrast source update. Once the contrast
sources w are known, the current estimate of the field u can be updated:

un = uinc + GDwn. (5.3.28)

5.3.2 Update of the contrast

The second important step in every iteration of the CSI method is the update of the
contrast χ, which can be performed in different ways. The simplest approach is the
calculation of the contrast χ that minimises the residual of the object equation, i.e.,
the numerator of the object error:

Eχ =
∥∥k4

0unχ− wn
∥∥2

S,ω
. (5.3.29)

Minimisation of this function results in an estimate of the contrast based on the
current estimate of the field and contrast sources analogue to Eq. 4.3.73 in the
previous chapter. Taking the appropriate weighting of different frequencies into
account as discussed in Section 4.3.4 and Appendix E, the estimate of the contrast
in the least-squares sense is obtained using the following equation (Eq. E.5):

χn,LS =
1

Ω

∞∫
−∞

Ns∑
s=1

wn un
∗

k4
0

Ns∑
s=1
|un|2

dω, with Ω =

∞∫
−∞

dω. (5.3.30)

An equivalent formulation was used in the original contrast source inversion method
due to its simplicity [Van den Berg 1997]. However, it does not account for the fact
that the contrast is also contained in the denominator of the object error functional
ES as can be seen from Eq. 5.3.18.

A more sophisticated approach is thus given by taking the entire object error term ES
into account [Van den Berg 1999]. To this end, an additional minimisation step with
respect to the contrast χ is performed to obtain a second update for the contrast.
The update direction dχ,n is thereby taken from the contrast estimate χn−1 of the
previous iteration into the direction indicated by the least-squares estimate χn,LS of
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Eq. 5.3.30:

dχ,n =

ωN∑
ω=ω1

Ns∑
s=1

wn un
∗

Ns∑
s=1

k4
0 |un|

2

− χn−1

=

ωN∑
ω=ω1

Ns∑
s=1

(k4
0unχn−1 − wn)un

∗

Ns∑
s=1

k4
0 |un|

2

.

(5.3.31)

Note that the term in parentheses represents the object residual from the previous
iteration. The denominator can thus be interpreted as a preconditioning of this
search direction [Van den Berg 1999].

Whereas Van den Berg suggests an updating scheme based on the Polak-Ribière
conjugate gradient directions, a different approach is chosen in this work. The usage
of conjugate directions seems appropriate if the contrast is updated only by the
second minimisation step with direction dχ,n. However, due to the fact that a first
update of the contrast is obtained from Eq. 5.3.30 in every iteration, the usage of
conjugate directions in a subsequent step has been found to have only limited benefit.
Therefore, a simple line search for a minimum along the direction dχ,n is performed.

The optimal step size αχ must minimise the object error ES for this given search
direction:

ES(χn,LS + αχdχ,n) =

ωN∑
ω=ω1

∥∥k4
0(χn,LS + αχdχ,n)un − wn

∥∥2

S

‖k4
0(χn,LS + αχdχ,n)uinc‖

2

S

. (5.3.32)

Since the optimal value for αχ cannot be determined analytically, Brent’s method
for minimisation without derivatives is applied [Brent 2002], an implementation of
which was provided by Press et al. [Press 1996]. After determination of the step
size αχ, the second update of the contrast can be carried out:

χn = χn,LS + αχdχ,n. (5.3.33)

As in Chapter 4, examples of the performance of the methods presented will be given
after introducing all relevant approaches. Section 5.4 contains demonstrations of the
capabilities of contrast source inversion in comparison to imaging results under the
Born approximation presented in Section 4.3.7.

5.3.3 Regularisation by total variation

Since the inclusion of multiple scattering constitutes a physically more accurate
model of the behaviour of the plate, it is able to explain the measured data bet-
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ter than the Born approximation used in the previous chapter. It has already been
pointed out that the imaging problem is implicitly regularised by concurrent minimi-
sation of both data and object equation, thereby making use of the imaging model in-
cluding multiple scattering. However, the contrast source inversion method can fur-
ther be stabilised and improved by applying additional regularisation. The approach
of using total variation as a multiplicative constraint, which has proved to be useful
under the Born approximation, can also be expected to be beneficial in this context.
The helpfulness of total variation as regularisation constraint for contrast source in-
version has been confirmed by Van den Berg et al. [Van den Berg 1999], with later
improvements of the method given by [Van den Berg 2003] and [Abubakar 2005].

The inclusion of a total variation constraint requires modification of the contrast
source inversion scheme. The total error to be minimised is given by the following
expression:

E(w,χ) =
[
ER(w) + ES(w,χ)

]
× Ereg(χ), (5.3.34)

with Ereg being the multiplicative weighted L2-norm regulariser of the contrast as
given by Eq. 4.3.111 introduced in Section 4.3.6.2.

It can be seen that the multiplicative regularisation factor is only influenced by the
contrast χ, not by the contrast sources w. Therefore, the extra regularisation does
not have to be taken into account when updating the contrast sources, and this first
step discussed in Section 5.3.1 remains unaltered.

By analogy to the basic contrast source inversion scheme, the contrast is subse-
quently updated in two steps:

(1) A least-squares estimate χn,LS of the contrast is obtained from Eq. 5.3.30.

(2) A second update is performed in order to minimise the error functional E(w,χ).

For the latter step, minimisation of the entire error functional is required, for which
the gradient of E(w,χ) with respect to χ provides the search direction:

dχ,TV =
∂E(w,χ)

∂χ
=
∂ES(w,χ)

∂χ
Ereg(χ) +

[
ER(w) + ES(w,χ)

]∂Ereg(χ)

∂χ
. (5.3.35)

Since this minimisation is carried out with the least-squares estimate χn,LS as a
starting point, the object error can be assumed to have already been minimised
with respect to the contrast:

∂ES(w,χ)

∂χ

∣∣∣
χ=χn,LS

= 0. (5.3.36)

The search direction can thus be simplified:

dχ,TV =
∂E(w,χ)

∂χ

∣∣∣
χ=χn,LS

=
Ereg(χ)

∂χ
. (5.3.37)
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Van den Berg et al. suggest a preconditioned variation of this update direction
[Van den Berg 2003], which has, however, not proved to be beneficial for the simu-
lations carried out in this work.

The optimal step size αχ,TV cannot be calculated analytically and is, therefore, de-
termined numerically using Brent’s method [Brent 2002] by minimising the following
expression:

E(w,χn,LS + αχ,TVdχ,TV)

=
[
ER(w) + ES(w,χn,LS + αχ,TVdχ,TV)

]
× Ereg(χn,LS + αχ,TVdχ,TV).

(5.3.38)

Subsequently, the regularised update of the contrast is readily obtained:

χn = χn,LS + αχ,TVdχ,TV. (5.3.39)

Figure 5.1 gives an overview of the full contrast source inversion scheme with optional
regularisation.

rough estimation of the contrast sources w

and contrast χ by backpropagation

update of the contrast sources w

update of the total field u

update of the contrast χ

(with optional regularisation)

Figure 5.1: Overview of the contrast source inversion scheme.



5.4 Examples and discussion 157

5.4 Examples and discussion

The simulation examples introduced in Section 4.3.7 will in the following be used
to assess the result achieved by the inclusion of multiple scattering in the imaging
model. Figure 5.2 presents the images obtained with full circular coverage by sources
and receivers, analogous to Fig. 4.34 in Chapter 4. The imaging results for limited
coverage with a semicircle and a quarter of a circle are shown in Fig. 5.3 and Fig. 5.4,
respectively. As a last example, the images obtained for two point-like scatterers
with full circular coverage by sources and receivers are shown in Fig. 5.5.

First of all, it can be seen that contrast source inversion is able to recover the
structure to be imaged by using only a single frequency if the coverage by sources
and receivers is sufficient as illustrated in Fig. 5.2 in the case of full circular coverage.
The usage of multiple frequencies provides additional robustness, which is especially
needed if the object is illuminated and imaged from only one side (Figs. 5.3 and
5.4).

In comparison to imaging under the Born approximation as presented in the previous
chapter, it can be stated that contrast source inversion without additional regulari-
sation is able to obtain images with less noise and artefacts than Born inversion. It
turns out that the artefacts in the images obtained by Born inversion are actually
due to the multiple scattering between the defects; the effect not taken into account
by the Born approximation shows up as ‘noise’ in the images. The more sophisti-
cated model of contrast source inversion can explain the measured data better; it
produces images of higher signal-to-noise ratio.

In all examples shown, it can be seen that the results obtained by contrast source
inversion are comparable to those generated by Born inversion with minimum total
variation as a regularisation constraint. However, the crucial difference between
these images lies in their interpretation: whereas Born inversion with regularisation
shapes the resulting image to comply to an a priori model of expected form, contrast
source inversion uses actual physical evidence from the measurements to reconstruct
the field variables and generate an image of inhomogeneities. This means that the
result obtained by contrast source inversion does not depend on assumptions on
the expected structure of the image; the chance of an incorrect interpretation is
thus minimised by using a more sophisticated imaging model including multiple
scattering.

Furthermore, it can be seen that remaining artefacts due to receiver noise in the
image obtained by contrast source inversion can be damped by combining con-
trast source inversion with minimum total variation as additional regularisation
constraint.

With respect to the purpose of pure detection of defects, it could be argued that
imaging under the Born approximation is sufficient and the additional computational
burden of contrast source inversion is unnecessary. In the end, almost all of the
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Figure 5.2: Imaging results for the setup shown in Fig. 4.32 with full circular coverage by
sources and receivers, compare also to Fig. 4.34.
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Figure 5.3: Imaging results for the setup shown in Fig. 4.32 using sources and receivers only
on the right-hand side, compare also to Fig. 4.35.
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Figure 5.4: Imaging results for the setup shown in Fig. 4.32 with sources and receivers
positioned only within a quarter of a circle to the right of the object, compare also to
Fig. 4.36.
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Figure 5.5: Imaging results for two point-like scatterers as shown in Fig. 4.33 with full
circular coverage by sources and receivers, compare also to Fig. 4.37.
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images show that the presence of defects is appropriately indicated. However, it
becomes also evident that the imaging model including multiple scattering has the
ability to resolve complex defect constellations with higher resolution. Furthermore,
it should be noted that contrast source inversion is needed in order to retrieve the
size and severity of the defects.

Figure 5.5 presents such a situation, in which only contrast source inversion is able
to estimate the strength of the scatterers correctly as can be seen from the different
colour scales of the results obtained by different methods. Hence, a good estimate of
the severity of the defect requires an imaging model which takes multiple scattering
into account. However, it should be noted that sufficient angular coverage by the
transducers is needed for this purpose as well. Otherwise, the severity of the defects
is underestimated as can be seen in Figs. 5.3 and 5.4.

5.5 Modelling of finite plates

Analogously to Section 4.4, it is necessary to investigate how the techniques derived
above can be applied to finite plates. An adaptation is most easily achieved by
employing the Green’s function of the finite plate.

5.5.1 Adaptation of the incident field

The Green’s function for the finite plate does not necessarily have to be used for the
calculation of both the incident and the scattered field. As a first approximation,
the Green’s function of the finite plate can thus be applied to determine only the
incident field, exactly as in the case of imaging in finite plates under the Born
approximation presented in the previous chapter. This way, the scattering of the
boundary reflections by a material inhomogeneity is taken into account. However,
the reflections of the scattered field at the boundaries of the plate are neglected.

5.5.2 Usage of the Green’s function for finite plates

Assuming that the Green’s function of the plate is known, the calculation of the
incident field due to sources at arbitrary positions on the plate is straightforward.
The usage of the Green’s function for the calculation of the scattering can, however,
pose a problem: the Green’s function in finite plates depends on the position of exci-
tation as shown in Section 4.4.1. In a straightforward implementation, the operator
GD in the object equation (Eq. 5.1.1) would require the storage of plate responses
G̃(x, x0, ω) to excitation at all possible points x0 in the domain to be imaged. This
approach would pose considerable memory requirements, even for relatively small
domains.
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Nevertheless, it might be possible to use the precomputed modal shapes ξm(x) of the
plate. This idea requires the storage of modal shapes for a number of eigenfrequen-
cies. Especially in the case of low damping, the number of relevant eigenfrequencies
can be expected to be significantly lower than the number of points in the discretised
domain. A disadvantage is the fact that the Green’s function has to be computed
‘on the fly’, which is anticipated to slow down the contrast source inversion approach
significantly. Further decrease in speed has to be expected due to the fact that the
operator GD represents a position-dependent convolution operator, which can no
longer be implemented by application of Fourier transforms.

5.5.3 Modelling of plate boundaries by the contrast

An alternative option is the inclusion of the boundaries in the contrast source inver-
sion itself. The boundaries of a plate can be modelled as a distribution of disconti-
nuities in the material. It would then be sufficient to create a discontinuity in the
contrast in order to model a boundary and generate a reflection.

Therefore, the following approach has been tested:

• The imaging domain is chosen large enough to include the plate in its entirety.

• The contrast is set to a high value for samples in the imaging domain that are
outside the plate.

• The contrast source inversion scheme is applied with the contrast values outside
the plate held fixed.

Due to the values of high contrast outside the plate, the field is expected to be
trapped between these artificially created boundaries. Outside the plate, the field
decreases rapidly towards zero due to high contrast values.

First of all, the question arises what contrast values have to be chosen in order
to generate a full reflection. In theory, the contrast outside the plate is infinite.
For practical cases, the contrast required to generate a reflection with a reflection
coefficient close to one must be expected to be several orders of magnitudes larger
than the contrasts of inhomogeneities within the plate to be imaged.

Unfortunately, it turns out that this approach cannot be realised in a straightforward
way. Even if the boundary contrast is assumed to be known in terms of position and
strength and kept fixed while performing contrast source inversion, the difference in
magnitude between the boundary contrast and possible inhomogeneities within the
plate prevents the method of contrast source inversion from finding a useful optimum
[Hörchens 2009]. It is thus either possible to detect the boundaries at the price of
loosing sensitivity for small defects, or to image the defects without being able to
model the boundaries by a high contrast.
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5.5.4 Extension of contrast source inversion for an inhomogeneous back-
ground medium

Nevertheless, there exists another possible approach of including the boundaries in
cases in which the dimensions of the plate under investigation are known. The
original contrast source inversion method based on the integral equations with a
homogeneous background medium has recently been extended by Abubakar et al. to
deal with an inhomogeneous background medium [Abubakar 2008]. In this approach,
the inhomogeneity in the background medium is included by determining the Green’s
function from a finite difference scheme, which is then combined with contrast source
inversion.

With respect to the intended application for flexural wave fields in plates, the finite
difference scheme can be used to model the plate of finite extent and calculate
its response to excitation, thereby including the boundary reflections. In contrast
to the original proposal by Abubakar et al. [Abubakar 2008], the usage of perfectly
matched layers is not required since the reflections at the boundaries of the modelled
domain are explicitly desired.

While being more promising than the modelling of the boundary reflections by high
contrast values, this approach lacks the ability to retrieve the position of the bound-
aries from the measurement itself.

5.5.5 Recommendations for further research

The inclusion of boundary reflections into the imaging model is of interest for imaging
both under and beyond the Born approximation. If the structures to be inspected
are of simple shape, such as polygonal plates, for instance, the mirror image source
model might be sufficient to include the effects of boundary reflections in the imaging
model with only a low number of parameters to be estimated. In this case, these
unknown parameters describe the position and conditions of the boundaries. It can
be assumed that properties of the boundaries can be determined independently of the
possible inhomogeneities, such that the estimation of the boundaries can be carried
out as a separate procedure by inversion of the measured data. This approach enables
the usage of retrieved positions for the imaging of the object under investigation in
a subsequent step.

Adaptivity of the boundary estimation to completely arbitrary shapes is an interest-
ing goal in terms of the achievable flexibility for different applications. However, this
approach requires a suitable parametric description of the boundaries. The number
of unknown parameters should be kept as small as possible to facilitate a reliable
estimate. Therefore, the usage of prior knowledge, for instance the rough shape of
the boundary, is recommended.
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5.6 Summary

In this chapter, methods for imaging beyond the Born approximation have been
presented. The inclusion of multiple scattering has been shown to provide improved
imaging results with higher resolution, albeit at a significant computational effort in
comparison to techniques presented in Chapter 4.

An important difference with respect to imaging under the Born approximation
based on regularised inversion is the fact that imaging results obtained using con-
trast source inversion are based on a sophisticated physical model including multiple
scattering and do not depend on arbitrary additional regularisation. The image is
thus to a greater extent based on evidence from the measured data rather than on
prior knowledge of the structure to be expected.

The inclusion of the reflections generated by the boundaries forms a useful extension
to the imaging procedure. The problem of estimating the boundary positions and
properties directly from measurements has been proposed for future research.
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Conclusions and outlook

If I’d asked people what they wanted,
they would have asked for a better horse.

(Henry Ford, 1863 – 1947)

In this thesis, the equations governing the propagation of flexural waves in beams
and plates have been used to derive methods for the analysis of dispersive wave
fields. Emphasis has been put on approaches for imaging of flexural wave fields. To
this end, well-established techniques from fields such as seismics, medical acoustics,
radar imaging, material inspection and room acoustics have been combined with
past and current research on the analysis of dispersive wave fields.

6.1 Conclusions

The direct analysis of flexural wave fields is hampered by the effects of dispersion,
which affect the resolution and the separability of different wave fronts adversely.
With respect to this problem, the methods for dispersion removal presented in Chap-
ter 3 can be regarded as preliminary tools allowing for separate assessment of differ-
ent events in the wave field, enabling the extraction of primary and secondary wave
fronts as well as the rough characterisation of discontinuities in the object under
investigation.

In this context, the dispersion relation has served as a model which can be applied to
perform a transformation from a temporal to a dispersion-free spatial representation
of the wave field via the spectral domain. As a central result, it has been shown
that the requirements for optimal resolution with respect to sampling and desired
spectrum are dictated by the spatial output of the presented methods. These re-
quirements can be transferred to the temporal input signals by means of the disper-
sion relation, leading to (possibly) counterintuitive demands such as non-equidistant
sampling or non-white spectral characteristics. In essence, the medium determines
the methods for its analysis. Furthermore, approaches for the estimation of unknown
parameters based on a resolution criterion have been presented.



168 Conclusions and outlook

In Chapter 4, the view has been extended from information available at a single point
to the possibilities of array-based imaging. Starting out from a systematic analysis
of the resolution obtained by imaging methods under the Born approximation, a
tightened sampling criterion for finite arrays has been derived. Both the propaga-
tion medium and the array have been shown to act as spectral filters limiting the
obtainable resolution. The ill-posedness of the imaging problem is circumvented by
several standard methods for imaging. However, the solution of the inverse problem
is expected to exploit optimally the possibilities available within the physical resolu-
tion limit. In this context, stabilisation and regularisation form indispensable tools
to tackle the ill-posedness and obtain useful results, in which noise and artefacts do
not disturb the features of interest. Whereas sparse regularisation is rather biased,
the total variation constraint has proved useful in a number of experiments.

Furthermore, it has been shown how the choice of the frequencies used in the im-
age formation and the array aperture can be combined to cover the wavenumber
spectrum containing information about the object under investigation optimally. In
addition, suggestions for the extension of the imaging methods for usage on finite
plates have been presented. The incorporation of reflections from the plate bound-
aries is expected to broaden the range of possible applications.

In Chapter 5, it has been shown that the inclusion of multiple scattering has the
potential of increasing the available resolution. To this end, a simplified scalar
scattering model has been used in the inverse scattering problem. The scattering
model is closer to reality than the Born approximation. Therefore, it can explain the
observed data better. Whereas inversion under the Born approximation has to be
combined with regularisation to suppress noise-like artefacts due to the neglecting
of multiple scattering, inversion beyond the Born approximation can make use of
this information and actually apply it to increase the quality of the obtained image,
in terms of both resolution and noise level.

While all results have been presented for flexural wave fields, it should be noted
that most of the findings are directly applicable to dispersive wave fields in general,
thereby providing a framework that can, for instance, be used for imaging with other
types of guided waves than only the flexural mode.

6.2 Recommendations for further research

Based on the current state of the art and the results presented in this work, the
following recommendations for further research can be made:

• Forward and inverse transformation for dispersion removal
The procedure for dispersion removal presented in Section 3.4 should be com-
plemented with an analogous inverse transformation. This way, the method
for dispersion removal can be used to separate and extract single events from
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the wave field. Application of the inverse transform provides a wave field con-
taining only the desired events in their original dispersive state. Subsequently,
imaging methods can be applied.

• Extensions for imaging in finite plates
The methods for imaging in finite plates presented in Section 4.4 and Sec-
tion 5.5 require further extension. It would be desirable to estimate the posi-
tion of the boundaries and the boundary conditions from measurements, along
with an image of discontinuities present in the plate. This way, the conditions
of the structure under investigation can be determined in detail. Further-
more, the information on the boundaries can be used for the modelling of the
reflections to be expected.

• Derivation of an advanced scattering model
The scattering model derived in Section 2.5.3 assumes the bending stiffness to
be constant and allows only for the variation of the mass density. If this ap-
proximation is abandoned, it should be possible to obtain results that provide
better quantitative information on local deviations of material parameters.
However, the effort for modelling and inversion increases significantly.

• Applications to other types of guided waves
Most of the methods presented in this thesis can directly be applied for the
analysis and imaging of other kinds of dispersive waves, such as the general
family of Lamb waves in plates. Similar kinds of dispersive waves can also
be found in shells and cylindrical structures, such as curved encasements and
pipelines. The derived methods can be applied to these structures by adapta-
tion of the Green’s function and the dispersion relation. For curved surfaces,
the orthotropic character of the propagation is expected to pose additional
challenges. Further possible extensions are given by application to inhomo-
geneous materials such as wood or laminated composites. Nevertheless, this
short list of possible structural shapes and materials illustrates the potential
of the derived methods for industrial applications.

6.3 Outlook

From the current research on dispersive waves and imaging methods, several trends
can be observed:

• Improved modelling of wave fields
The complexity and accuracy of models for the generation, propagation and
reception of dispersive waves has steadily increased over the last centuries.
An improvement in modelling, for instance by including multiple scattering,
helps to increase the achievable resolution in imaging. On the other hand, the



170 Conclusions and outlook

degree of accuracy required for an image is determined by the application. In
general, a balance must be found between the effort and the achieved result.
The present work indicates that there is still more potential to be exploited.

• Higher resolution due to improved inverse methods in imaging
To a great extent, the imaging methods applied for non-destructive inspection
in the industry are based on backpropagation or similar techniques due to
the simplicity and inherent robustness. Imaging by inversion can and will be
accepted only if the result is stable, accurate and reproducible. From this
perspective, the combination of inversion and total variation is promising.

• Improved visualisation of detection results
Whereas it is expected that an expert will be needed to operate the imaging
equipment properly, the visualisation of the measured data and the formation
of an image of the medium under investigation will continue to approach a
level of photographic representation that can easily be interpreted. This trend
has become more pronounced over the past decades. However, there are still
many applications in which the position of inhomogeneities is determined based
on visual representations of signal amplitude over travel time or distance to
receivers. In the end, the representation of discontinuities as an image is
expected to prevail, simply due to the minimised risk of misinterpretation by
the human observer.

With such an amount of work left to do and so many unexplored ideas in mind, it
is only fortunate that imaging is a true interdisciplinary problem, and that it can
be expected that the cross-fertilisation of different disciplines, as observed in the
past and extensively used for the work presented in this thesis, will also help the
evolution of future developments.



A

Fourier transform

The conventions used for temporal and spatial Fourier transforms are defined in this
appendix.

A.1 Fourier transforms with respect to time

The forward Fourier transform from time domain to frequency domain is given by
the following expression:

ũ(ω) = F [u(t)] =

∞∫
−∞

u(t)e−jωt dt, (A.1)

with the inverse transform to the time domain being defined as:

u(t) = F−1 [ũ(ω)] =
1

2π

∞∫
−∞

ũ(ω)ejωt dω. (A.2)

A.2 Fourier transforms with respect to space

For the Fourier transform from the spatial to the wavenumber domain, the complex
conjugate of the exponential kernel is used. This convention ensures that waves
can travel into the positive directions along space axes [Claerbout 2009]. As an
example, the field by a point source situated at the origin of the coordinate system
with source signal S(t) is taken, which is observed at a certain point in time t0 and
distance from the source x0. Neglecting any damping, the observed field can be
written in the following form:

p(x0, t0, t) = S
(
t− x0

c
+ t0

)
, (A.1)

with c being the speed of propagation. If the point of observation is moved away from
the source (x1 > x0) without changing the time of observation, the source signal
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observed at this new point x1 was released earlier by the source than the signal
observed at the first observation point x0. However, if the position of observation is
kept constant and a later point in time (t1 > t0) is chosen, a later part of the source
signal is registered. Therefore, the choice of using different signs for time and space
in the above equation is physically motivated. The kernels of the Fourier transforms
for spatio-temporal analysis are chosen equivalently.

The spatial Fourier transformation is presented for the two-dimensional case:

˜̃u(kx, ky) = F [u(x, y)] =

∫∫ ∞
−∞

u(x, y)ej(kxx+kyy) dxdy, (A.2)

with the associated inverse transform given by the following equation:

u(x, y) = F−1
[
˜̃u(kx, ky)

]
=

1

(2π)2

∫∫ ∞
−∞

˜̃u(kx, ky)e−j(kxx+kyy) dkxdky. (A.3)
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Derivation of the Green’s functions

B.1 Green’s function for the one-dimensional wave equation

The one-dimensional Helmholtz equation for flexural waves is given by [Cremer 2005]:

∂4u

∂x4
− k4

Bu = 0, (B.1)

with the wavenumber kB for a beam defined as

kB =
√
ω

4

√
m′

B′
. (B.2)

The Green’s function G(x0, x, t) can be determined using the following inhomoge-
neous equation:

∂4

∂x4
G(x, x0, t)− k4

BG(x, x0, t) = δ(x− x0). (B.3)

Application of a spatial Fourier transform (see appendix A) leads to the following
representation in the wavenumber-frequency domain:

(k4
x − k4

B) ˜̃G(kx, x0, ω) = ejkxx0 . (B.4)

Hence, the Green’s function is given by the following expression:

˜̃G(kx, x0, ω) =
ejkxx0

k4
x − k4

B

=
ejkxx0

2k2
B

(
1

k2
x − k2

B

− 1

k2
x + k2

B

)
. (B.5)

In the next step, an inverse spatial Fourier transform is applied:

G̃(x, x0, ω) =
1

4πk2
B

 ∞∫
−∞

e−jkx∆x

(kx + kB)(kx − kB)
dkx −

∞∫
−∞

e−jkx∆x

(kx − jkB)(kx + jkB)
dkx

 ,
(B.6)
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with ∆x = |x− x0| representing the distance to the source point, thereby making
use of the symmetry of the problem.

The integrals can be solved by contour integration using Cauchy’s integral formula
[Griffiths 2005]. The contours are chosen as shown in Fig. B.1.

Re(kx)

Im(kx)

kx = −kB kx = kB

C1

(a) Definition of contour C1

Re(kx)

Im(kx)

kx = jkB

kx = −jkB

C2

(b) Definition of contour C2

Figure B.1: Contours for the integrals of Eq. B.7.

Eq. B.6 can therefore be rewritten:

G̃(x, x0, ω) =
1

4πk2
B

[∮
C1

e−jkx∆x

(kx + kB)(kx − kB)
dkx −

∮
C2

e−jkx∆x

(kx − jkB)(kx + jkB)
dkx

]
.

(B.7)

Application of the residue theorem leads to:

G̃(x, x0, ω) =
j

2k2
B

(
−e
−jkB∆x

2kB
− e−kB∆x

2jkB

)
. (B.8)

The one-dimensional Green’s function consisting of a propagating and an evanescent
part is therefore given by:

G̃(x, x0, ω) = − 1

4k3
B

(
je−jkB∆x + e−kB∆x

)
. (B.9)
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B.2 Green’s function for the two-dimensional wave equation

The Helmholtz equation for flexural waves in a plate is given by the following ex-
pression [Cremer 2005]:

∇4u+
m′′

B′′
∂2u

∂t2
= 0. (B.1)

The Green’s function G(x, x0, t) is the solution to the following inhomogeneous equa-
tion:

∇4G(x, x0, t)− k4
PG(x, x0, t) = δ(x− x0), (B.2)

with x0 = (x0, y0)T being the position of the source.

The wavenumber for plates kP is given by

kP =
√
ω

4

√
m′′

B′′
. (B.3)

Application of a two-dimensional spatial Fourier transform leads to the following
representation in the wavenumber-frequency domain:[(

k2
x + k2

y

)2 − k4
P

] ˜̃̃
G(k, x0, ω) = ejk·x0 , (B.4)

with k = (kx, ky)T.

Hence, the Green’s function is given by the following expression:

˜̃̃
G(k, x0, ω) =

ejk·x0(
k2
x + k2

y

)2 − k4
P

. (B.5)

Splitting of the denominator leads to:

˜̃̃
G(k, x0, ω) =

ejk·x0

2k2
P

(
1

k2
x + k2

y − k2
P

− 1

k2
x + k2

y + k2
P

)
. (B.6)

In the next step, an inverse spatial Fourier transform is applied:

G̃(x, x0, ω) =
1

8(πkP)2

[∫∫ ∞
−∞

e−jk·(x−x0)

k2
x + k2

y − k2
P

dkxdky −
∫∫ ∞
−∞

e−jk·(x−x0)

k2
x + k2

y + k2
P

dkxdky

]
.

(B.7)

The integrals with ky as integration variable can be solved by contour integration
[Griffiths 2005]. The contours are chosen as shown in Fig. B.2.
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Re(ky)

Im(ky)

ky=−
√
k2P−k2x ky=

√
k2P−k2x

C1

(a) Definition of contour C1

Re(ky)

Im(ky)

ky=j
√
k2P+k2x

ky=−j
√
k2P+k2x

C2

(b) Definition of contour C2

Figure B.2: Contours for the integrals of Eq. B.7.

Eq. B.7 can thus be rewritten:

G̃(x, x0, ω) =
1

8(πkP)2

[ ∞∫
−∞

∮
C1

e−jk·(x−x0)

k2
x + k2

y − k2
P

dky dkx

−
∞∫
−∞

∮
C2

e−jk·(x−x0)

k2
x + k2

y + k2
P

dky dkx

]
.

(B.8)

Application of the residue theorem leads to:

G̃(x, x0, ω) =
j

4πk2
P

[
−
∞∫
−∞

e−jkx(x−x0)−j
√
k2P−k2x(y−y0)

2
√
k2

P − k2
x

dkx

−
∞∫
−∞

e−jkx(x−x0)−
√
k2P+k2x(y−y0)

2j
√
k2

P + k2
x

dkx

]
.

(B.9)

A number of substitutions are carried out in order to rewrite the integrals according
to Fokkema and Van den Berg [Fokkema 1993]. The following substitutions are
performed for the first integral in Eq. B.9:

kx = kP cos(θ − jΨ) (B.10a)

dkx = jkP sin(θ − jΨ) dΨ (B.10b)√
k2 − k2

x = kP sin(θ − jΨ). (B.10c)
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The following substitutions are performed for the second integral in Eq. B.9:

kx = −jkP cos(θ − jΨ) (B.11a)

dkx = kP sin(θ − jΨ) dΨ (B.11b)√
k2 + k2

x = kP sin(θ − jΨ). (B.11c)

Furthermore, these substitutions are carried out for both integrals of Eq. B.9:

x− x0 = ∆x cos(θ) (B.12a)

y − y0 = ∆x sin(θ) (B.12b)

with ∆x =
√

(x− x0)2 + (y − y0)2. (B.12c)

Eq. B.9 is then rewritten as

G̃(x, x0, ω) =
1

8πk2
P

 ∞∫
−∞

dΦe−jkP∆x cosh(Ψ) −
∞∫
−∞

dΦe−kP∆x cosh(Ψ)

 , (B.13)

for which the following identity has been used:

cosh(Ψ) = cos(jΨ) = cos(θ − jΨ) cos(θ) + sin(θ − jΨ) sin(θ). (B.14)

The integrals of Eq. B.13 can be written as Hankel functions, see section B.3. There-
fore, the two-dimensional Green’s function is given by the following expression con-
sisting of a propagating and an evanescent part:

G̃(x, x0, ω) = − j

8k2
P

[
H

(2)
0 (kP∆x)−H(2)

0 (−jkP∆x)
]
. (B.15)
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B.3 Integral representation of the Hankel function of the sec-
ond kind

According to Abramowitz en Stegun [Abramowitz 1964], the modified Bessel func-
tion K0(k∆x) can be represented by the following integral:

K0(k∆x) =

∞∫
0

dΨ e−k∆x cosh(Ψ). (B.1)

Exploiting the symmetry of the integrand, the integral can be extended:

K0(k∆x) =
1

2

∞∫
−∞

dΨ e−k∆x cosh(Ψ). (B.2)

Using the relations between the modified Bessel function K0(k∆x) and the Hankel

function of the second kind H
(2)
0 (k∆x) [Abramowitz 1964],

K0(k∆x) = −jπ
2
H

(2)
0 (−jk∆x), (B.3)

the following integral representations can be obtained for the Hankel function of the
second kind:

H
(2)
0 (k∆x) = − 1

jπ

∞∫
−∞

dΨ e−jk∆x cosh(Ψ), (B.4)

H
(2)
0 (−jk∆x) = − 1

jπ

∞∫
−∞

dΨ e−k∆x cosh(Ψ). (B.5)



C

Inverse Fourier transformation of a
distance-dependent matched filter

This appendix deals with the derivation of a time domain representation of the
distance-dependent matched filter given in Section 3.3:

q(x) =

∞∫
−∞

F̃D(x, ω)ũ(ω) dω. (C.1)

First, the distance-dependent filter function F̃D(x, ω) as given in Eq. 3.3.13 is inserted
and the input signal ũ(ω) is replaced by the Fourier transform of its time domain
counterpart:

q(x) =

∞∫
−∞

ej
√
ω
A x

∞∫
−∞

u(t)e−jωt dtdω. (C.2)

A similar integration problem has been solved by Margrave in the context of time-
variant convolution [Margrave 1998]. The order of integration can be changed under
the assumption that the integrand is continuous and that the Fourier transform
converges. It is assumed that these prerequisites are met, such that Eq. C.2 can be
rewritten in the following form:

q(x) =

∞∫
−∞

u(t)

 ∞∫
−∞

ej
√
ω
A xe−jωt dω

 dt. (C.3)

Using the substitution τ = −t, the term in parentheses can be written as an inverse
Fourier transform:

q(x) = −2π

∞∫
−∞

u(−τ)

 1

2π

∞∫
−∞

ej
√
ω
A xejωτ dω

 dτ. (C.4)
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Carrying out this inverse Fourier transform and substituting again t = −τ , the term
in parentheses reduces to the dispersive wavelet W (x, t) defined in Section 3.1:

q(x) = 2π

∞∫
−∞

u(t)W (x, t) dt. (C.5)

The presence of a source at distance x is thus determined by correlating the input
signal u(t) with the dispersive wavelet for this specific distance.



D

Forward and adjoint operators for
acoustical imaging

D.1 Definition of the spaces

In order to present the operators for acoustical imaging and derive their adjoints,
some inner product spaces have to be defined first.

The contrast space X is the space of spatial coordinates x with the following inner
product:

〈a(x), b(x)〉X =

∞∫
−∞

a(x)b∗(x) dx. (D.1)

The form of the source space S depends on the context:

• For the imaging of a continuous distribution of sources as described in Sec-
tion 4.2, it is equivalent to the contrast space X defined above.

• For the imaging of a distribution of scatterers illuminated by different discrete
sources, the source space S is the space of spatial coordinates x and sources s
with the following inner product:

〈a(x, xs), b(x, xs)〉S =

Ns∑
s=1

∞∫
−∞

a(x, xs)b
∗(x, xs) dx. (D.2)

Analogously, the receiver space R can have two forms depending on the context:

• For the imaging of a continuous distribution of sources as described in Sec-
tion 4.2, the receiver space simply extends over all receivers and has the fol-
lowing inner product:

〈a(xr), b(xr)〉R =

Nr∑
r=1

a(xr)b
∗(xr). (D.3)
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• For the imaging of a distribution of scatterers illuminated by different discrete
sources, the receiver space is the space of receivers r and sources s with the
following inner product:

〈a(xr, xs), b(xr, xs)〉R =

Nr∑
r=1

Ns∑
s=1

a(xr, xs)b
∗(xr, xs). (D.4)

The inner products defined above can be extended to include all frequencies by
adding the index ω. For instance, for the receiver space, the following notation is
used:

〈
ã(xr, xs, ω), b̃(xr, xs, ω)

〉
R,ω

=

∞∫
−∞

Nr∑
r=1

Ns∑
s=1

ã(xr, xs, ω)b̃∗(xr, xs, ω) dω. (D.5)

D.2 Contrast source operator

The operator C determines the contrast sources for a given field ũ(x, xs, ω) and
contrast χ(x).

The forward operator is given by the following equation:

w̃(x, xs, ω) = k4
0ũ(x, xs, ω)χ(x) = S̃(ω) G̃(x, xs, ω) Φ̃(x, ω) = C χ(x). (D.1)

The adjoint operator C† is derived from the inner product of the forward operator
and its result [Claerbout 2009].

〈Cχ(x), w̃(x, xs, ω)〉S,ω =

∞∫
−∞

∞∫
−∞

S̃(ω)

Ns∑
s=1

w̃∗(x, xs, ω)k4
0ũ(x, xs, ω)χ(x) dω dx

=

∞∫
−∞

χ(x)

∞∫
−∞

k4
0S̃(ω)

Ns∑
s=1

ũ(x, xs, ω)w̃∗(x, xs, ω) dω dx

=
〈
C†w(x, xs, ω), χ(x)

〉
X
.

(D.2)

This leads to the following adjoint operator C†, assuming that the wavenumber k0

is real:

C†w̃(x, xs, ω) =

∞∫
−∞

k4
0S̃
∗(ω)

Ns∑
s=1

ũ∗(x, xs, ω) w̃(x, xs, ω) dω. (D.3)
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D.3 Measurement operator

The measurement operator GR introduced in Section 4.2 performs a mapping from
the contrast sources w̃(x, xs, ω) to the receiver signals f̃(xr, xs, ω). This operator
can also be used to model the measurement of signals from a distribution of primary
sources. In this case, the dependency on s can simply be omitted.

The forward measurement operator is given by the following equation:

f̃(xr, xs, ω) =

∞∫
−∞

G̃(xr, x, ω)w̃(x, xs, ω) dx = GRw̃(x, xs, ω). (D.1)

The adjoint operator is derived from the inner product:〈
GRw̃(x, xs, ω), f̃(xr, xs, ω)

〉
R,ω

=

Ns∑
s=1

Nr∑
r=1

∞∫
−∞

f̃∗(xr, xs, ω)

∞∫
−∞

G̃(xr, x, ω)w̃(x, xs, ω) dxdω

=

∞∫
−∞

∞∫
−∞

Ns∑
s=1

w̃(x, xs, ω)

Nr∑
r=1

G̃(xr, x, ω)f̃∗(xr, xs, ω) dxdω

=
〈
w̃(x, xs, ω),G†Rf̃(xr, xs, ω)

〉
S,ω

.

(D.2)

Hence, the adjoint operator G†R has the following form:

G†Rf̃(xr, xs, ω) =

Nr∑
r=1

G̃∗(xr, x, ω)f̃(xr, xs, ω). (D.3)

D.4 Born measurement operator

D.4.1 Born measurement operator in space-frequency domain

The Born measurement operator GX provides the receiver signals f̃(xr, xs, ω) for a
given contrast function χ(x) and known incident field ũinc(x, xs, ω) under the Born
approximation.

f̃(xr, xs, ω) = k4
0

∞∫
−∞

G̃(xr, x, ω) [ũinc(x, xs, ω)χ(x)] dx = GXχ(x). (D.1)
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The adjoint operator is derived by forming the inner product of the operator result
and the receiver signals:

〈
GXχ(x), f̃(xr, xs, ω)

〉
R,ω

=

Ns∑
s=1

Nr∑
r=1

∞∫
−∞

f̃∗(xr, xs, ω)

∞∫
−∞

G̃(xr, x, ω)
[
k4

0ũinc(x, xs, ω)χ(x)
]

dx dω

=

∞∫
−∞

χ(x)

∞∫
−∞

k4
0

Ns∑
s=1

ũinc(x, xs, ω)

Nr∑
r=1

G̃(xr, x, ω)f̃∗(xr, xs, ω) dω dx

=
〈
χ(x),G†Xf̃(xr, xs, ω)

〉
X
.

(D.2)

Under the assumption that the wavenumber k0 is real, it can be seen that the adjoint
operator G†X has the following form:

G†Xf̃(xr, xs, ω) =

∞∫
−∞

k4
0

Ns∑
s=1

ũ∗inc(x, xs, ω)

Nr∑
r=1

G̃∗(xr, x, ω)f̃(xr, xs, ω) dω. (D.3)

D.4.2 Born measurement operator in wavenumber-frequency domain

The transformation of the Born measurement operator to the wavenumber-frequency
domain is used to determine the achievable resolution for given array setups:

f̃(xr, xs, ω) = GX
˜̃χ(k) = k4

0

∞∫
−∞

e−jk·xr
˜̃̃
G(k, ω)

[
˜̃̃uinc(k1 − k, xs, ω) ∗ ˜̃χ(k)

]
dk.

(D.4)

By writing out the incident field in terms of source positions, Green’s function and
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spectrum, the following re-arrangements can be made:

f̃(xr, xs, ω) = GX
˜̃χ(k)

= k4
0

∞∫
−∞

˜̃̃
G(k, ω)

{[
S̃(ω)

˜̃̃
G(k, ω)ejk·xs

]
∗ ˜̃χ(k)

}
dk

= k4
0S̃(ω)

∞∫
−∞

˜̃̃
G(k1, ω)e−jk1·xr

∞∫
−∞

˜̃̃
G(k1 − k, ω)ej(k1−k)·xs ˜̃χ(k) dk dk1

= k4
0S̃(ω)

∞∫
−∞

˜̃χ(k)

∞∫
−∞

˜̃̃
G(k1, ω)e−jk1·xr

˜̃̃
G(k − k1, ω)e−j(k−k1)·xs dk1 dk

= k4
0S̃(ω)

∞∫
−∞

˜̃χ(k)

{[
˜̃̃
G(k, ω)e−jk·xr

]
∗
[

˜̃̃
G(k, ω)e−jk·xs

]}
dk,

(D.5)

with the asterisk denoting two-dimensional convolution in the wavenumber domain.

For the above derivation, the symmetry of Green’s function has been used:

˜̃̃
G(k, ω) =

˜̃̃
G(−k, ω). (D.6)

In a subsequent step, the inner product is formed in order to derive the form of the
adjoint operator:〈

GX
˜̃χ(k), f̃(xr, xs, ω)

〉
R,ω

=

Ns∑
s=1

Nr∑
r=1

∞∫
−∞

f̃∗(xr, xs, ω)k4
0S̃(ω)

∞∫
−∞

˜̃χ(k)
˜̃̃
Ψ(k, xr, xs, ω) dk dω

=

∞∫
−∞

˜̃χ(k)

∞∫
−∞

k4
0S̃(ω)

Ns∑
s=1

Nr∑
r=1

f̃∗(xr, xs, ω)
˜̃̃
Ψ(k, xr, xs, ω) dω dk,

(D.7)

with
˜̃̃
Ψ(k, xr, xs, ω) being the image decomposition filter defined by Eq. 4.3.78 and

repeated here for convenience:

˜̃̃
Ψ(k, xr, xs, ω) =

[
˜̃̃
G(k, ω)e−jk·xr

]
∗
[

˜̃̃
G(k, ω)e−jk·xs

]
. (D.8)
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For real wavenumbers k0, the adjoint is thus given by the following expression:

G†Xf̃(xr, xs, ω)

=

∞∫
−∞

k4
0S̃
∗(ω)

Ns∑
s=1

Nr∑
r=1

f̃(xr, xs, ω)
˜̃̃

Ψ∗(k, xr, xs, ω) dω

=

∞∫
−∞

k4
0S̃
∗(ω)

Ns∑
s=1

Nr∑
r=1

f̃(xr, xs, ω)

{[
˜̃̃
G∗(k, ω)ejk·xr

]
∗
[

˜̃̃
G∗(k, ω)ejk·xs

]}
dω.

(D.9)

D.4.3 Forward scattering operator

The forward scattering operator describes the relation between incident and total
field. It is used for the calculation of the total field in the case that the scattering
contrast is known:

ũinc(x, xs, ω) = (I − GDX ) ũ(x, xs, ω). (D.10)

The adjoint of the forward scattering operator can easily be seen to have the following
form:

(I − GDX )
†
ũinc(x, xs, ω) =

(
I − X †G†D

)
ũinc(x, xs, ω). (D.11)
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Estimation of the contrast

The contrast is related to the contrast sources w̃(x, xs, ω) and the field ũ(x, xs, ω)
by the following equation:

w̃(x, xs, ω) = k4
0(ω) ũ(x, xs, ω)χ(x). (E.1)

If the contrast sources and the field are known, the contrast can be estimated by
minimising the following error functional:

E [χ(x)] =

∞∫
−∞

∞∫
−∞

Ns∑
s=1

∣∣w̃(x, xs, ω)− k4
0(ω)ũ(x, xs, ω)χ(x)

∣∣2
Ns∑
s=1
|k4

0(ω) ũ(x, xs, ω)|2
dxdω, (E.2)

χ(x)est = arg min
χ(x)

E [χ(x)] . (E.3)

The weighting by
∥∥k4

0(ω) ũ(x, xs, ω)
∥∥2

S
is used in order to ensure that the information

present at different frequencies is equally taken into account.

Differentiation with respect to the contrast χ(x) leads to the following gradient:

∂E [χ(x)]

∂χ(x)
=

∞∫
−∞

Ns∑
s=1

[
−2k4

0(ω)w̃(x, xs, ω)ũ∗(x, xs, ω) + 2k8
0(ω)χ(x) |ũ(x, xs, ω)|2

]
Ns∑
s=1

k8
0(ω) | ũ(x, xs, ω)|2

dω

=

∞∫
−∞

Ns∑
s=1
−2w̃(x, xs, ω)ũ∗(x, xs, ω)

Ns∑
s=1

k4
0(ω) | ũ(x, xs, ω)|2

dω +

∞∫
−∞

2χ(x) dω.

(E.4)
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The minimum is obtained by setting the gradient equal to zero:

χ(x) =
1

Ω

∞∫
−∞

Ns∑
s=1

w̃(x, xs, ω) ũ∗(x, xs, ω)

k4
0(ω)

Ns∑
s=1
| ũ(x, xs, ω)|2

dω, (E.5)

with the constant Ω representing the spectral bandwidth:

Ω =

∞∫
−∞

dω. (E.6)

For a discrete implementation with Nω frequencies ω1 . . . ωN , one obtains:

χ(x) =
1

Nω

ωN∑
ω=ω1

Ns∑
s=1

w̃(x, xs, ω) ũ∗(x, xs, ω)

k4
0(ω)

Ns∑
s=1
| ũ(x, xs, ω)|2

. (E.7)
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Conjugate gradient schemes

F.1 Linear conjugate gradient scheme

A linear conjugate gradient scheme obtains a least-squares solution to the problem:

Lx = b. (F.1)

This can be done by solving the normal equations:

L†Lx = L†b. (F.2)

In this work, linear imaging problems, such as imaging under the Born approxima-
tion, are tackled using a linear conjugate gradient scheme applied to the normal
equations. The following conjugate gradient scheme is adopted from Fokkema and
Van den Berg [Fokkema 1993]. For the sake of clear arrangement, it is presented on
the next page.

F.2 BI-CGSTAB

BI-CGSTAB is an improved and stabilised version of the bi-conjugate gradient
method developed by Van der Vorst [Van der Vorst 1992]. The algorithm has su-
perior convergence properties compared to the conjugate gradient method without
preconditioning. Furthermore, it only requires the forward operator in order to solve
a system of linear equations in the form of:

Lx = b. (F.1)

The BI-CGSTAB scheme is presented on page 191. In the present work, it is applied
to solve the forward scattering problem, i.e., to calculate the receiver signals in
simulations including multiple scattering.
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Linear conjugate gradient scheme for the normal equations (CGNE)

x = 0 // start from zero to obtain pseudo-inverse solution

r = b− Lx // calculate residual

η = ‖b‖2

F0 = ‖r‖2 /η
d = L†r // determine starting direction

An = Re 〈r,Ld〉

α =
An

‖Ld‖2
// calculate step size

x = x+ αd // take step

r = b− Lx // update residual

for n = 1 to N

g = L†r // calculate gradient

An = Re 〈r,Lg〉

d = g +
An
An−1

d // determine conjugate direction

α =
An

‖Ld‖2
// calculate step size and take step

x = x+ αd

r = b− Lx // update residual

Fn =
‖r‖2

η

if (Fn < ε) exit // exit if error is small enough

end



F.2 BI-CGSTAB 191

BI-CGSTAB scheme

r = b− Lx
d = r

ρ0 = 1

α = 1

ω = 1

v = 0

p = 0

for n = 1 to N

ρn = 〈r, d〉
Fn = |ρ|
if (Fn < ε) exit

β =
ρnα

ρn−1ω

p = r + β(p− ωv)

v = Lp

α =
ρ

〈v, d〉
s = r − αv
t = Ls

ω =
〈s, t〉
‖t‖2

x = x+ αp+ ωs

r = s− ωt
end
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F.3 Nonlinear conjugate gradient scheme

A nonlinear conjugate gradient scheme can be used to minimise a possibly nonlinear
error functional in the form of:

F = ‖r(x)‖2 , (F.1)

for which the minimisation is carried out with respect to x. In this work, modified
versions of a nonlinear conjugate gradient scheme are used for imaging beyond the
Born approximation, i.e., imaging including multiple scattering.

Nonlinear conjugate gradient scheme

x0 = 0 // start from zero

F0 = ‖r(x0)‖2

d0 = 0

for n = 1 to N

g =
∂F (xn−1)

∂x
// calculate gradient

dn = gn +
〈gn, gn − gn−1〉
‖gχ,n−1‖2S

dn−1 // determine Polak-Ribière direction

α = arg min
α

F (xn−1 + αdn) // calculate step size and take step

xn = xn−1 + αdn

Fn = ‖r(xn)‖2

if (Fn < ε) exit // exit if error is small enough

end



G

Experiments

TIMING TOAST

There’s an art of knowing when.
Never try to guess.

Toast until it smokes and then
twenty seconds less.

(Piet Hein, 1905 – 1996)

In this appendix, the experiments performed to acquire the measurement datasets
used in this work are described.

G.1 Measurements on a 2 mm steel plate

The measurement setup for the dataset obtained from a 2 mm steel plate is shown
in Fig. G.1. The plate is supported by four nails placed at the corners. It is set
into vibration by a steel bullet dropped from a chute. The chute can be moved in
order to vary the position of excitation. The movement of the plate is picked up
by an accelerometer (Brüel & Kjær type 4371) mounted on a fixed position using
double-sided adhesive tape.

The dimensions of the plate and the excitation and measurement positions are shown
in Fig. G.2. Over the width of the plate, 161 different excitation points are used. A
sampling frequency of 100 kHz is chosen.

In order to determine the moment of impact accurately, a laser vibrometer is pointed
close to the point of excitation and moved along with the chute, thereby providing
a signal which can be used to synchronise different measurements for processing.
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Figure G.1: Setup of the steel plate measurement.

accelerometer

932 mm

805 mm

200 mm 300 mm432 mm

402.5 mm

line of excitation points:
161 points
spacing: 5 mm

Figure G.2: Positions of the excitation and measurement points.
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G.2 Measurements on a 4 mm iron beam

Figure G.3 depicts the measurement setup for an iron beam of 2 metres length
with a thickness of 4 mm and a width of 20 mm. The beam is positioned with the
slender side down. It is supported by foam rubber at the outer ends, thereby only
slightly damped. A shaker (Brüel & Kjær type 4810) is positioned at 50 cm from
the end of the beam and coupled using a permanent magnet. The normal velocity
of the beam is measured using a laser Doppler vibrometer positioned at a distance
of approximately 4 metres from the beam.

Figure G.3: Setup of the iron beam measurement.

A schematic view of the beam and its excitation point is given in Fig. G.4.

50 cm
200 cm

excitation

Figure G.4: Illustration of the beam setup showing the point of excitation.
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G.3 Measurements on a 3 mm aluminium plate

In order to apply the imaging algorithms for defect detection, measurements were
taken on an aluminium plate of 3 mm thickness. Figure G.5 presents the mea-
surement setup with the laser Doppler vibrometer positioned above the plate and
a photograph of the artificial defect in the plate. This defect is a slit of 10 mm
width and 70 mm length produced by milling, locally reducing the plate thickness
to 2 mm.

Figure G.5: Setup of the aluminium plate measurement (left); photograph of the slit created
by milling representing a defect of 1 mm depth (right).

The boundaries of the plate are supported by a frame with foam rubber strips
attached. The exact position of the excitation source (Brüel & Kjær shaker type
4810), the artificial defect, and the line on which measurements of the surface normal
velocity are taken, are shown in Fig. G.6. There are 49 measurement points with a
spacing of 1 cm.
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70 mm

10 mm

200 mm

70 mm

130 mm

500 mm

250 mm

source

measurement line

defect
800 mm

Figure G.6: Technical drawing of the 3 mm aluminium plate showing the point of excitation,
the position of the line on which measurements are taken, and the location of the artificial
defect.
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Notation, symbols and acronyms

H.1 Variables

symbol meaning

a aperture of a linear array

b width of a beam

bTV weighting function for total variation regularisation

c phase velocity

cgr group velocity

d distance between receivers / conjugate gradient search direction

f frequency

f̃ receiver signals

g function for the derivation of the reflection coefficient / gradient

h height of a beam/plate

j imaginary unit

k wavenumber

kB wavenumber (beam)

kP wavenumber (plate)

m′ mass per unit length (beam)

m′′ mass per unit area (plate)

n noise signal / iteration number

p probability distribution

q dispersion-free representation of the wave field
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r receiver index

rR/rS residual in the receiver / source space

s source index

t time

u normal displacement of the plate

v normal velocity

w contrast sources

x spatial coordinate (in-plane)

y spatial coordinate (in-plane)

z spatial coordinate (out-of-plane)

∆x distance between point of excitation and point of observation

A dispersion constant

B bending stiffness

B′ bending stiffness in a beam

B′′ bending stiffness in a plate

C coefficient of a wave field component at a boundary

D dispersion factor

E Young modulus / error functional

F force

FD dispersion removal filter

F1, F2 spectral filters in the wavenumber-frequency domain

G Green’s function

I ′ area moment of inertia (beam)

I ′′ area moment of inertia (plate)

M bending moment

N arbitrary integer

Nr number of receivers

Ns number of sources

Nω number of discrete frequencies

Q plate thickness ratio at a cross-sectional change

R reflection coefficient

Rev reflection coefficient (evanescent field)
˜̃̃
R spectrum describing the resolution

S source wavelet / spectrum / distribution

Sx spatial wavelet / wavenumber spectrum

V area of the imaging domain

W wavelet

Y point mobility
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α optimal step size for minimisation of a function

β small positive constant for total variation regularisation

γ regularisation parameter

δ Dirac delta function

ε small positive stabilisation constant

ζ auxiliary variable for sparse regularisation

η damping coefficient

ηR/ηS normalisation factors for source and receiver space

θ angle

λ wavelength

µ dispersion model parameter

ν Poisson constant

ξ modal shape

ρ mass density

σ axial stress

σi eigenvalue

σn variance of a normal distribution

σχ parameter for sparse regularisation

τ time shift

ϕ angle of rotation (beam element, chapter 2)

χ contrast

ψ Fourier transform of the receiver positions

ω angular frequency

Φ scattering potential

Ψ spectral filter for a source-receiver combination

Ω bandwidth

H.2 Special functions

H Heaviside step function

H
(2)
0 zeroth order Hankel function of the second kind

J0 zeroth order Bessel function

K0 zeroth order modified Bessel function of the second kind
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H.3 Mathematical operations

Re real part of a complex variable

a∗ complex conjugate of a

aT transpose of vector a

A† hermitian adjoint of operator A
sgn sign operator

arg min argument of the minimum

lim limit

H.3.1 Operators

F Fourier transform

G Green operator

GD Green operator in the source space

(mapping from the source space onto itself)

GR Green operator for the receivers

(mapping from the source space to receiver space)

GX Green operator under the Born approximation

(mapping from the source space to receiver space)

H Helmholtz operator

I identity operator

L general operator

Q sparseness operator

R resolution operator

S operator performing multiplication by eigenvalues

T time shift operator

U unitary operator

X contrast operator
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H.4 Indices, subscripts

B for bars/beams

P for plates

Born within the Born approximation

LS least-squares

TV total variation

adj adjoint solution

back backpropagation

est estimated

ev evanescent

inc incident

reg regularisation

r receiver index

s source index

sc scattered

x with respect to the x-coordinate

y with respect to the y-coordinate

z with respect to the z-coordinate

χ with respect to the contrast χ

H.5 Representation of variables in frequency and wavenumber
space

ã variable a in one-dimensional Fourier space

(wavenumber or frequency domain)

˜̃a variable a in two-dimensional Fourier space

(two-dimensional wavenumber or wavenumber-frequency domain)

˜̃̃a variable a in three-dimensional Fourier space

(three-dimensional wavenumber-frequency domain)

H.6 Matrices and vectors

a vector a

x two-dimensional position vector x = (x, y)T

A matrix A
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H.7 Spaces, norms and inner products

L0 L0-norm

L1 L1-norm

L2 L2-norm

Lp Lp-norm

R receiver space (space over x, r, and optionally s)

S source space (space over x and optionally s)

X contrast space (space over x)

‖·‖R norm over space R

〈·, ·〉R inner product over space R

H.8 Acronyms

CG conjugate gradient

CGNE conjugate gradient scheme applied to the normal equations

CSI contrast source inversion

IRLS iteratively reweighted least-squares

SVD singular value decomposition

TSVD truncated singular value decomposition

TV total variation
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Summary

Imaging of material inhomogeneities with flexural waves

The detection of inhomogeneities in plates or plate-like structures constitutes a major
problem in the field of non-destructive testing. For a few decades, classical techniques
based on X-ray radiography have – as far as possible – been complemented and
replaced by the usage of vibrations or acoustical waves due to the fact that these are
less dangerous and enable the utilisation of diffraction. The local material thickness
is thereby often measured using bulk waves. To this end, an excitation source and a
receiver are used to scan the plate in order to detect the position of inhomogeneities.
As an alternative to this time-consuming process, guided waves propagating along
the plate have been a matter of research for more than thirty years. This wave type
allows for the inspection of a plate region from remote locations using only a limited
number of source and receiver points.

This thesis focuses on the improvement of techniques for the detection and visual-
isation of inhomogeneities in plate-like structures using flexural waves, one specific
member of the family of guided waves. In order to retrieve reliable information
about the position and strength of sources and scatterers in flexural wave fields, it
is necessary to deal with the effects of dispersion. Compensation for these effects is
possible if the material parameters are known or can be estimated from measured
data.

Well-known methods from the field of seismics and acoustics can then be applied to
estimate the wave field at different points than the measured ones. A key objective
of the present work is the development and comparison of methods for generating
an image, i.e., a map disclosing the positions of sources or material inhomogeneities.
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It is shown that the dispersive properties of the wave field dictate the conditions
needed to apply the developed methods for detection and imaging in an optimal
way: the spectrum of the excitation source, the temporal and spatial sampling of
the wave field as well as the processing routines have to be adapted to the dispersion
characteristics.

Several approaches for the generation of an image from measured data are derived
and compared. These approaches are based on a forward model describing the
influence of sources and inhomogeneities on the receiver signals. Whereas direct
methods such as backpropagation offer a quick estimate, higher resolution of the
obtained image can be achieved by inversion of this forward model. If this forward
model is based on the Born approximation, i.e., includes only first-order scattering,
additional regularisation is needed to obtain stable and useful imaging results. Two
possible regularisation methods are presented: regularisation by a sparseness con-
straint and multiplicative regularisation by minimum total variation. Whereas the
sparseness assumption can help to achieve superior resolution, minimisation of the
total variation provides a tool that is less presumptive about the structure of the
image.

The application of the imaging methods to finite plates is discussed and demon-
strated on simulation and measurement examples. It is shown that the inclusion
of boundary reflections in the imaging model poses an additional challenge. The
estimation of the positions and properties of the boundaries is proposed as a topic
for future research.

When abandoning the Born approximation, the inclusion of multiple scattering in
the imaging model relaxes the requirement of regularisation being applied to the
inversion. The image generated by this more sophisticated physical model can to
a greater extent be based on evidence from the data and does not have to rely on
assumptions on the typical image structure to be expected. To this end, the contrast
source inversion approach has been adapted to deal with flexural wave fields at mul-
tiple frequencies. While being significantly more complex than methods relying on
the Born approximation, this approach has the advantage of providing not only qual-
itative, but also quantitative information on the inhomogeneities, thereby allowing
for better assessment of the severity of a defect from the obtained image. This way,
more reliable decisions on required actions with respect to industrial installations
can be made, and costs can be reduced.



Samenvatting

Het afbeelden van inhomogeniteiten in materialen met behulp
van buiggolven

De detectie van inhomogeniteiten in platen of plaatachtige structuren vormt een
centraal probleem op het gebied van niet-destructief materiaalonderzoek. Klassieke
technieken gebaseerd op radiologie zijn daarbij – voor zover mogelijk – tijdens
de afgelopen decennia aangevuld of vervangen door het gebruik van trillingen of
akoestische golven omdat deze minder gevaarlijk zijn en het gebruik van diffractie
mogelijk maken. Vaak wordt bij deze aanpak de lokale materiaaldikte met behulp
van compressie- of schuifgolven gemeten. Daarbij worden een trillingsbron en een
onvanger over de te onderzoekende plaat bewogen om zo de locatie van inhomo-
geniteiten op te sporen. Als alternatief voor dit tijdrovend proces wordt al sinds
meer dan dertig jaar ook onderzoek gedaan aan zogenaamde guided waves die zich
langs een plaat voortplanten. Dit golftype maakt het mogelijk om een onderdeel van
een plaat op afstand te inspecteren waarbij maar van een beperkt aantal bronnen
en ontvangers gebruik gemaakt wordt.

Dit proefschrift richt zich op het verbeteren van technieken voor het opsporen en
visualiseren van inhomogeniteiten in plaatvormige structuren met behulp van buig-
golven, een specifiek type golf uit de groep van guided waves. Om betrouwbare
informatie over de positie en sterkte van bronnen en verstrooiende objecten in buig-
golfvelden te extraheren, is het noodzakelijk om de effecten van dispersie goed aan
te pakken. Compensatie voor deze effecten is mogelijk in het geval dat de materi-
aalparameters bekend zijn of uit de gemeten gegevens kunnen worden geschat.
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Vervolgens kunnen bekende aanpakken uit de seismiek en de akoestiek worden
toegepast om het golfveld in andere dan de gemeten punten te schatten. De fo-
cus van dit onderzoek is gericht op de ontwikkeling en vergelijking van methodes
voor het genereren van een afbeelding, d.w.z. een kaart waarop de posities van
bronnen of inhomogeniteiten van het materiaal zichtbaar zijn. Er wordt aangetoond
dat de dispersieve eigenschappen van het golfveld de voorwaarden bepalen voor het
toepassen van de ontwikkelde technieken voor het detecteren en maken van een af-
beelding: het spectrum van de excitatie, de temporele en ruimtelijke bemonstering
van de golfvelden en de verwerkingsroutines moeten aan de karakteristiek van dis-
persie worden aangepast.

Meerdere aanpakken voor het genereren van een afbeelding op basis van meet-
gegevens worden afgeleid en vergeleken. Deze zijn gebaseerd op een voorwaarts
model dat beschrijft hoe de gemeten signalen door bronnen en inhomogeniteiten
worden beinvloed. Directe methodes zoals terugpropagatie bieden een snelle schat-
ting, terwijl met de inversie van het voorwaartse model een hogere resolutie kan
worden behaald. Indien dit model op de Born benadering is gebaseerd en dus alleen
eerste orde verstrooiing meeneemt, is regularisatie noodzakelijk om een stabiel en
bruikbaar resultaat te behalen. Twee mogelijke technieken voor regularisatie wor-
den voorgesteld: regularisatie met schaarsheid als voorwaarde en multiplicatieve
regularisatie gebaseerd op minimale totale variatie. Waar de veronderstelling van
schaarsheid kan helpen om uitstekende resolutie te bereiken, vormt de minimali-
satie van de totale variatie een techniek waarbij de verwachte structuur van de
gegenereerde afbeelding een minder beperkende rol speelt.

De toepassing van technieken voor het maken van afbeeldingen op eindige platen
wordt bediscussieerd en gedemonstreerd met behulp van voorbeelden van simulaties
en metingen. Het meenemen van de reflecties van de randen bij het maken van een
afbeelding vormt een extra uitdaging. Het schatten van de posities en eigenschappen
van de randen wordt aanbevolen voor vervolgonderzoek.

Wanneer de Born benadering wordt opgegeven, hoeft er door het meenemen van
meervoudige verstrooiing in het afbeeldingsmodel minder beroep te worden gedaan
op de regularisatie die op de inversie wordt toegepast. De afbeelding die met be-
hulp van dit verfijnd model is verkregen kan sterker op de daadwerkelijke meet-
gegevens zijn gebaseerd en is niet noodzakelijk aangewezen op veronderstellingen
van de typische structuur van een afbeelding. Met oog op dit doel is de contrast
source inversion methode aangepast om met buiggolfvelden om te kunnen gaan als
er informatie voor meerdere frequenties beschikbaar is. De resulterende aanpak is
duidelijk complexer dan technieken die zijn gebaseerd op de Born benadering. Een
voordeel ervan is echter dat niet alleen kwalitatieve, maar ook kwantitatieve infor-
matie over de inhomogeniteiten wordt verkregen, waardoor een betere inschatting
van de ernst van een defect op basis van de resulterende afbeelding mogelijk is.
Op deze manier zijn betrouwbaardere beslissingen over noodzakelijke acties voor
industriële installaties mogelijk en kunnen kosten worden bespaard.
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