
Thesis
End-to-End model for
free-space-optical Air-
to-Space communica-
tion services
Wieger Helsdingen
Supervisors
Rudolf Saathof (TU Delft)
Remco den Breeje (AirbusDSNL)





Thesis
End-to-End model for free-space-optical
Air-to-Space communication services

by

Wieger Helsdingen
to obtain the degree of Master of Science

at the Delft University of Technology,
to be defended publicly on Wednesday August 17, 2023.

Student number: 4547101
Project duration: Octobre 1, 2022 – August 17, 2023
Thesis committee: Dr. S. M. Cazaux, TU Delft, chairman

Dr. ir. R. Saathof, TU Delft, supervisor
Dr. ir. D. Dirkx, TU Delft, external
ing. R. den Breeje, Airbus Netherlands, external

An electronic version of this thesis is available at http://repository.tudelft.nl/.

http://repository.tudelft.nl/


Contents

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

List of Acronyms vii

1 Introduction 1

2 Theory & Method 2
2.1 Problem description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2.2 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2.2.1 Performance metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2.2 Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.3 Multi-Scale Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.3.1 Trade-off . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.3.2 Assessed multi-scale methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.3.3 Proposed method: MMM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.4 Model overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.4.1 Macro-scale model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.4.2 Micro-scale model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

3 Implementation 7
3.1 Mission level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

3.1.1 SC propagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.1.2 AC propagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.1.3 Routing between AC and SC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

3.2 Link level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.2.1 LCT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.2.2 Link budget . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.2.3 Atmospheric model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

3.3 Channel model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.3.1 Beam propagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.3.2 Turbulence model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.3.3 Monte Carlo Power Vector Tool . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

3.4 Bit level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.4.1 Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.4.2 Detection and Modulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.4.3 Coding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3.5 Data processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.5.1 Throughput . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.5.2 Fading statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.5.3 Power penalty . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3.6 Verification and Validation strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.6.1 Verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.6.2 Convergence analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.6.3 Demonstration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

4 Results and Discussion 14
4.1 Geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4.2 Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

4.2.1 Macro-scale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.2.2 Micro-scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

ii



Contents iii

4.3 Comparison with literature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.3.1 Macro-scale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.3.2 Micro-scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

5 Conclusion 18

Appendix 21

A Research Objectives 22

B Multi-scale method 22
B.1 The Time-parallel compound wavelet method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
B.2 The Coarse-grained Monte Carlo method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
B.3 Heterogeneous Multi-scale Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
B.4 Sequential modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

C Verification 25
C.1 Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
C.2 Mission and Link level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

C.2.1 SC propagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
C.2.2 AC propagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
C.2.3 Routing model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
C.2.4 Atmospheric model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
C.2.5 Combined macro-scale domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

C.3 Channel and Bit level. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
C.3.1 Turbulence model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
C.3.2 Monte Carlo Power Vector Tool . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
C.3.3 Noise model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
C.3.4 Detection and modulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
C.3.5 Coding model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
C.3.6 Combined micro-scale domain. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

C.4 Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
C.5 Convergence analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

C.5.1 Macro-scale (time steps) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
C.5.2 Micro-scale (Monte Carlo population size) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
C.5.3 Parameter selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

D Parameters 36



List of Figures

2.1 Graphical overview of the types of FSO links that are considered in this problem . . . . . . . . . . . . 2
2.2 Graphical overview of the physical problem. It is divided into four distinct scales, based on the

frequencies at which the phenomena occur. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2.3 Graphical overview of the generic MMM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.4 High-level block diagram of the MMM, applied to the defined mission . . . . . . . . . . . . . . . . . . 6
2.5 Block diagram of the macro-scale model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.6 Block diagram of the micro-scale model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

3.1 Aircraft trajectory for the flight route Oslo-Eneves. The data of the speed magnitude (left) and altitude
(right) is directly extracted from [36]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

3.2 Optical beam profile of the normalized intensity as a function of the absolute radial displacement from
the center-axis, due to pointing errors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

3.3 The 3 generation steps of the distributions. The bottom 2 plots are the same step, but for a different
effect (jitter in top plot, scintillation in bottom plot) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3.4 Simulated power spectral density of the transmitter terminal (TX) fluctuations (left) and combined
fluctuation terms of ℎ𝑇𝑋, ℎ𝑅𝑋, ℎ𝑠𝑐𝑖𝑛𝑡 and ℎ (right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3.5 Histogram of all microscopic losses and their combined loss (top), and the resulting 𝑃𝑅𝑋, at an elevation
angle of 10° . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3.6 Analytical approximation of Reed Solomon (255,223) FEC coding performance, compared to the un-
coded channel BER. Theoretical model by [27] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3.7 Verification & validation steps in the V-model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

4.1 Macro-scale geometric state 𝑈𝑇𝐺 of both test cases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.2 cumulative density function (CDF) of 𝑃𝑅𝑋 and BER over the complete mission, including all links . . . 15
4.3 Averaged 𝑃𝑅𝑋 (upper left), BER (upper right), throughput (lower left) and channel capacity (lower

right) at macro-scale level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.4 Micro-scale evaluation of 𝑃𝑅𝑋 and BER at 10° elevation . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.5 Normalized auto-correlation function (left) and the PSD (right) of the micro-scale at three time steps 17
4.6 Fractional fade time (left), number of fades (left) and mean fade time (right) of each microscopic

evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

B.1 A visualization of the CGMC method, with courtesy from [30] . . . . . . . . . . . . . . . . . . . . . . 23
B.2 Visualization of HMM, with courtesy from [15] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
B.3 Sensitivity analysis of the mapping of the micro-scale solution onto the macro-scale solution of the

sequential method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
B.4 Macro-scale solution of 𝑃𝑅𝑋 and BER, using the sequential method with interpolation . . . . . . . . . 24

C.2 Kepler elements of 3 satellites from the SDA satellite constellation . . . . . . . . . . . . . . . . . . . . 25
C.3 A minimum step size analysis for an unperturbed Earth orbit for 2 cases RK-4 and RK-7 for the orbits

of SDA and Starlink. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
C.1 Overview of the integration steps taken during verification of the sub-models. First, each sub-model

is verified separately, as is shown in Table C.1. Then, they are integrated and verified again. . . . . . . 26
C.4 Comparison of the integrators RK-4 and RK-7 with their corresponding minimum step sizes . . . . . . 26
C.5 Sensitivity analysis of acceleration terms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
C.6 Aircraft trajectories of Oslo-Eneves (left) and Sydney-Melbourne (right) . . . . . . . . . . . . . . . . . 27
C.7 ADS-B parameters from flight route Oslo-Eneves (Raw data and linearly interpolated data) . . . . . . 28
C.8 The same trajectory of the Oslo-Eneves flight route in the ECEF and ECI coordinate system. . . . . . 28
C.9 Constellation trajectories (orange), aircraft route New York-Los Angeles (black) and link selection

(colored) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

iv



List of Figures v

C.10 Attenuation profile based on the ISA model [39] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
C.11 Wind speed (Bufton model) and 𝐶2𝑛 (Hufnagel-Valley model) . . . . . . . . . . . . . . . . . . . . . . . 29
C.12 Scintillation index for various zenith angles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
C.13 PSD of power scintillation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
C.14 Turbulence cut-off frequency and transverse wind speed versus elevation . . . . . . . . . . . . . . . . . 30
C.15 PDFs of scintillation, log-normal distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
C.16 PDFs of beam wander, Rayleigh distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
C.17 PDFs of angle-of-arrival fluctuations, Rayleigh distribution . . . . . . . . . . . . . . . . . . . . . . . . . 31
C.18 PDFs of both TX and RX platform jitter, Rayleigh distribution . . . . . . . . . . . . . . . . . . . . . . 31
C.19 Sum of the distributions of beam wander and TX platform jitter, resulting in one combined TX jitter

distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
C.20 Sum of the distributions of angle-of-arrival fluctuations and RX platform jitter, resulting in one com-

bined RX jitter distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
C.21 Product of distributions of ℎ𝑇𝑋 , ℎ𝑅𝑋 and ℎ𝑠𝑐𝑖𝑛𝑡 as defined in Equation 3.14 for an uplink at 20° . . . . 32
C.22 Noise responses of 2 APD photo-detectors, as a function of 𝑃𝑅𝑋 . . . . . . . . . . . . . . . . . . . . . . 32
C.23 Visualization of the detection and modulation response: signal-to-noise (SNR) (left) and bit-error-

rate (BER) (right) versus 𝑃𝑅𝑋. For a Diode with a P-type & N-type semiconductor and a Intrinsic
semiconductor in between (PIN) and Avalache photo-diode (APD) detector, and in the quantum limit 32

C.24 BER time series uncoded (blue) and forward error coding (FEC) coded (orange), with interleaver
(right) and without interleaver (left) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

C.25 Micro-scale time series of 𝑃𝑅𝑋 at 5° elevation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
C.26 Power penalty as a function of the power scintillation index . . . . . . . . . . . . . . . . . . . . . . . . 33
C.27 All micro-scale losses as a function of the power scintillation index . . . . . . . . . . . . . . . . . . . . 33
C.28 Fade statistics of one link of scenario 1, plotted over its elevation range for multiple population sizes . 35

D.1 Flow diagram of all parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39



List of Tables

2.1 Current and future trends [2] of FSO communication services along with specific applications for each
trend . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.2 Performance metrics of the model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.3 Assumptions for each level in the model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.4 Trade-off of all considered multi-scale methods, found in literature. . . . . . . . . . . . . . . . . . . . . 5
2.5 Four defined types of output, based on the model drivers subsection 2.2.1 . . . . . . . . . . . . . . . . 6

3.1 Constellation propagation model set-up in Tudat. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.2 LCT system characteristics as defined in the model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.4 Spatial fluctuation sources for the Monte Carlo simulation . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.3 Turbulence effects for uplink and downlink . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.5 Noise contributions with their expressions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.6 Detection and (de)modulation techniques with their expressions. . . . . . . . . . . . . . . . . . . . . . 13
3.7 Selection of all parameters for the convergence analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

4.1 Link budget of uplink and downlink at 20° elevation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

B.1 Dependent variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

C.1 Verification overview of all sub-models (step 1 and 2 in Figure C.1) . . . . . . . . . . . . . . . . . . . . 27
C.2 Turbulence output parameters at three cross sections of the simulation of the case study in chapter 4

with 𝑉𝑅𝑀𝑆=29.6 m/s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
C.3 Fading statistics for Figure C.25 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
C.4 Convergence results of macro-level step size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
C.5 Convergence results of micro-level population size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
C.6 Prioritization of input parameters that are used for the convergence analysis. Selected parameters are

highlighted in red. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
C.7 Prioritization of the model parameters for the convergence analysis. All parameters are defined and

ordered by the sub-models in which they occur. The selected parameters are highlighted in red. . . . . 36

D.1 Model input parameters for the hardware (laser communication terminal (LCT)) constraints . . . . . 37
D.2 Model input parameters for the atmospheric constraints and geometric constraints . . . . . . . . . . . 37
D.3 Model choices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

vi



List of Acronyms

2-PPM 2-ary pulse position modeling.

AC aircraft.
ADS-B automatic dependent surveillance broadcast.
AoA angle-of-arrival.
APD Avalache photo-diode.
ASL air-to-space links.
ATS Acquisition and Tracking System.

BER bit-error-rate.
bps bits per second.
BPSK Binary phase-shift keying.

CDF cumulative density function.
CGMCM Coarse-grained Monte Carlo method.

DD direct-detection.
DLR Deutsches Zentrum für Luft- und Raumfahrt.

ECI Earth-Centered-Inertial.

FEC forward error coding.
FFT fast-Fourier transform.
FOR field of regard.
FSO Free-space-optics.

GEO geostationary orbit.
GSL ground-to-space links.

HMM Heterogeneous multi-scale method.
HV Hufnagel-Valley.

ISA international standard atmosphere.
ISL inter-satellite-links.

KIODO Kirari’s Optical Downlink to Oberpfaffen-
hofen.

LCT laser communication terminal.

LEO low-earth orbit.
LLA latitude, longitude, altitude.
LOS line-of-sight.

MEO medium-earth orbit.
MMM Modified multi-scale method.

OGS optical ground stations.
OOK On-Off keying.
OOK-NRZ On-Off keying non-return to zero.
OSI Open Systems Interconnection.

PDF probability density function.
PIN Diode with a P-type & N-type semiconductor

and a Intrinsic semiconductor in between.
PPM M-ary Pulse position modeling.
PSD power spectral density.
PVGeT Power Vector Geneneration tool.

Q Quality factor.

RAAN right ascension of the ascending node.
RAM random access memory.
RF radio-frequency.
RMS root mean square.
RS Reed Solomon.
RSS root sum square.
RX the receiver terminal.

SC spacecraft/satellite.
SDA Space Development Agency.
SNR signal-to-noise.

TLE two-line element.
TPCWM Time-parallel compound wavelet method.
TX the transmitter terminal.

WFE wave front error.

vii



Introduction Thesis

Free-space-optics (FSO) satellite communication technology currently is a growing area of interest due to its large
benefits compared to the currently used radio-frequency (RF) satellite communication technology, such as low latency,
high channel capacity, high security, and low mass and power constraints [1]. Numerous potential applications are
speculated in [2], such as deep-space communication, data relay in geostationary orbit (GEO) and low-earth orbit
(LEO) constellation services. The last application is highly relevant as it has the potential to greatly improve high
internet speeds and global connectivity. Optical constellations are already planned to be operational [3, 4, 5, 2, 6].
Modeling FSO communication missions with satellite constellations in LEO will prove helpful for the exploitation of
this service.

However, the scope of such missions is naturally very large with many physical processes occurring at high frequencies,
from nanoseconds to milliseconds, and low frequencies, from minutes to hours. Considering a 2 hour mission with
2 Gbps data rate, modeling all processes at the lowest time scale would require 1.4 1013 evaluations, indicating the
need for a model that can efficiently integrate these processes. Several studies have been performed to model the
combined processes of atmospheric turbulence, slow atmospheric variations and platform vibrations [7, 8, 9, 10, 11].
Other studies also include bit detection processes [12, 13, 14]. However, these models are constrained to a static link
and thus leave out the lower-frequency processes, such as the platform dynamics (e.g. aircraft and satellite motion).
Additionally, link budgets are often used, which leave out much microscopic information.

Therefore, the aim of this thesis is to develop an end-to-end model that is able to simulate the performance of an
FSO communication mission with a LEO satellite constellation end-to-end by efficiently combining all the relevant
physical processes. A MMM is proposed, based on the Heterogeneous multi-scale method (HMM) [15] and the Time-
parallel compound wavelet method (TPCWM) [16]. The MMM is applied to the specified mission in three main
steps. First, all performance metrics are defined. Then sub-models are developed to model these performance met-
rics. Finally, all sub-models are fitted in the MMM, such that it can simulate a solution of the metrics at mission level.

This thesis is performed from October 2022 until August 2023 as a collaboration between the TU Delft (Space flight
track) and Airbus Netherlands. The thesis is initiated by the UltraAir program, which concerns the development of
an FSO communication service between aircraft and satellites [17]. Therefore, a mission between one aircraft and a
satellite constellation is chosen as use case during this research. The main contributions of this thesis are:

• An end-to-end model that allows preliminary analysis and verification of the performance of global FSO com-
munication missions with satellite constellations.

• Insightful analysis into a combined process of multiple physical phenomena at different time scales.

The thesis is written as a scientific paper. The appendix contains all supporting work and additional information
that is not included in the scientific paper but is relevant for the thesis. It consists of three main parts. The first
part is the scientific article in chapter 1, 2, 3, 4 and 5. The second part consists of the appendices in Appendix A, B,
C, D. The third part contains the conclusion and recommendations of the thesis.

viii



Abstract

FSO satellite communication enables data transfer at high
bandwidths, low latency, and high security. Due to these
benefits, FSO communication services with satellite con-
stellations can hugely improve global connectivity and
bandwidth, while maintaining sufficient security.
Modeling a global FSO satellite communication service is
beneficial for gaining insight into, and performing prelim-
inary analysis on such missions. However, these missions
are complex problems with several physical processes oc-
curring at different time scales. Macroscopic processes
in the order of minutes to hours consist of relative plat-
form dynamics (eg. aircraft and satellite motion) and
atmospheric attenuation. Microscopic processes consist
of atmospheric turbulence- and platform disturbances in
the order of milliseconds and transporting photons/bits
in the order of nanoseconds. To our knowledge, there are
currently no end-to-end models that accurately and effi-
ciently simulate a combination of all these processes.
To overcome this, a multi-scale method is proposed that
simulates and combines the physics of the microscopic and
macroscopic processes of a global FSO satellite communi-
cation mission. A bi-directional air-to-space link is chosen
as a use case.
The proposed model simulates a 1.5 hours communication
mission in 6 minutes with 8 Gb random access memory
(RAM). Platform dynamics and jitter are the most dom-
inant effects. Including microscopic processes results in a
performance difference in signal power of 10 dB to 80 dB
depending on the strength of the atmospheric channel.
Using the multi-scale method, we can efficiently and real-
istically simulate an FSO communication service end-to-
end between an aircraft and a satellite constellation.

Chapter 1

Introduction

Global capacity demand of 240 Tbits per second (bps)
is estimated in the near future [4], increasing each year
by 50% according to Nielsen’s law of internet bandwidth

[18]. FSO satellite communication services can contribute
much to global coverage and high capacity, making it
highly relevant with this rapidly increasing demand in
mind. Additionally, compared to current satellite RF
communication, FSO technology has significant benefits
with respect to capacity, latency, cost, mass and security
[1]. Because of this, FSO satellite communication is a
growing area of interest [2] among researchers and models
have been developed that evaluate the performance of
ground-to-space links (GSL) [12, 13, 7, 19, 20, 8], air-to-
space links (ASL) [21] and inter-satellite-links (ISL) [22].

Modeling a global FSO satellite communication service
will prove beneficial for the exploitation of FSO tech-
nology, as it provides insight into the physics and per-
formance of such large-scale missions. However, these
services are complex problems with several physical pro-
cesses occurring at different orders of frequency. (1)
Relative platform dynamics vary within a time scale of
hours. (2) A link selection process is required in be-
tween each link, occurring every 5 to 10 minutes for LEO
constellations. (3) Then, within each link period, slow-
atmospheric variations (cloud motion and attenuation)
also occur within the scale of minutes (4) Atmospheric
turbulence and (5) platform disturbances (vibrations)
typically occur in the region of 1 to 100 milliseconds [7,
23]. Finally, considering a multi-Gbps throughput, (6)
transportation and processing of photons/bits occur at a
nanosecond time scale. With a defined threshold of 1 Hz,
processes 1,2 & 3 are macroscopic and processes 4, 5 & 6
are microscopic.

In literature, models are developed that accurately ana-
lyze link channels with atmospheric turbulence, attenua-
tion and platform vibrations [7, 8, 10, 11]. More complete
link models also include the transported bit processes [12,
13, 14]. However, these models are constrained to a static
link and thus leave out the lower-frequency processes of
platform dynamics and link selection. Additionally, link
budgets are often conveniently used for approximate anal-
ysis [13, 14], leaving out valuable information from the
microscopic processes.
Ìn order to overcome the challenge of combining the de-
fined processes of a global FSO satellite communication
mission, a MMM is proposed, based on the HMM and the
TPCWM. Each process is simulated with a sub-model, af-
ter which they are integrated using the MMM. This study
focuses on the use case of ASL communication missions
with bi-directional links. However, a modular and ver-
satile model is built to enable extension to other use cases.

To start modeling and integrating all processes, the phys-
ical problem with all corresponding time scales is first de-
scribed in section 2.1. Then, potential applications of ASL
missions are identified, along with the mission drivers to
determine important constraints and performance metrics
for input and output variables in section 2.2. With the
physical domain in mind, the MMM is proposed, based
on a trade-off, and described in section 2.3. The appli-
cation of the MMM on the specified problem is described
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in section 2.4. Then, the numerical implementation is ex-
plained on sub-model level, and a verification strategy is
described in chapter 3. The model is simulated with a
selected mission scenario and the results are analyzed in
chapter 4, after which a comparison is made with similar
methods and experimental data in section 4.3.

Chapter 2

Theory & Method

2.1 Problem description
The physical problem encompasses a global FSO commu-
nication service between one aircraft (AC) and a space-
craft/satellite (SC) constellation. It is narrowed down to
the lowest communication layer as defined by the Open
Systems Interconnection (OSI) model, which is the phys-
ical layer [24]. An FSO signal (or laser) connection is
modeled between the transmitter terminal (TX) and the
receiver terminal (RX). Both uplinks and downlinks are
considered in the model, as well as the communication
phase and the acquisition phase, as described on page 14
of [25] and visualized in Figure 2.1. During the acquisi-
tion phase, both terminals are calibrating their pointing
systems with respect to each other to start communica-
tion.

Figure 2.1: Graphical overview of the types of FSO links that are
considered in this problem

The problem is divided into orders of time scales of the
physical processes in Figure 2.2. The time scale of plat-
form dynamics is determined by the SC orbital period
and AC trajectory. The link selection process depends on
the link duration, which typically ranges between 5 to 10
minutes for LEO satellites [26]. Slow atmospheric effects

are caused by clouds, molecules and aerosols, which are
dominated by atmospheric wind speeds varying in a time
scale of minutes.
Atmospheric turbulence typically occurs within a scale of
1 to 50 milliseconds [7]. Platform vibrations depend on
the spectrum of the vehicle’s mechanical vibrations, typi-
cally ranging between 1 ms and 100 ms. Other vibrational
effects are considered much smaller and are neglected in
this study. All physical processes concerning bits are de-
termined by the data rate. Considering links higher than
one Gbps leads to a time scale in the order of nanoseconds.
Bit processing includes (de)modulation, (de)interleaving
and (de)coding.
All processes are conveniently divided into four levels:
Mission level, link level, channel level and bit level. Pro-
cesses at mission level and link level (above 1 Hz) in Fig-
ure 2.2 are macroscopic. Processes at channel level and
bit level (below 1 Hz) are microscopic. These levels are
used as a basis for the numerical model, further discussed
in section 2.4.

Figure 2.2: Graphical overview of the physical problem. It is di-
vided into four distinct scales, based on the frequencies at which
the phenomena occur.

2.2 Applications
Before developing a model that can integrate the physical
processes from the four levels mentioned in section 2.1,
potential applications are identified from which relevant
performance metrics and constraints are derived. The
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performance metrics are used as variables to be modeled
and the constraints are used as input.

[2] speculates on trends that are based on recent demon-
strations with FSO satellite communication technology,
shown in Table 2.1. Considering aircraft, the focus is
expected to be on direct-to-user links and optical feeder
links for LEO and medium-earth orbit (MEO) broadband
constellations. In the case of optical feeder links, air-
craft may function as gateways between space and optical
ground stations (OGS) or direct end users on Earth. FSO
direct-to-user applications can be divided into large-scale
commercial services and defense services. The latter is
likely to precede, as commercial services require exploita-
tion on a large scale, which in turn requires a large number
of multi-link satellites. The Space Development Agency
(SDA) plans to operate the first constellation using optical
uplinks and downlinks for defense purposes [25], making
this a practical reference constellation.

Trends Application
Broadband • ISL
constellations • Direct-to-user optical up/downlinks

• Optical feeder links
Deep space • ISL
communication • Direct Earth-space

• Relay
Short duration • Imaging
communication • Direct Earth-space

• Sensing
• Demonstrations

Geo- • Cyber security: QKD
synchronous • Direct-to-user optical up/downlinks
orbits • Optical feeder links

Table 2.1: Current and future trends [2] of FSO communication ser-
vices along with specific applications for each trend

In addition to the above trends, four drivers are defined
that serve as the foundation for user requirements for FSO
communication missions.

1. Capacity
Capacity indicates the maximum achievable data
transfer, or throughput, within a communication
channel. Looking at Nielsen’s Law, there is a large
need for increasing capacity. The actual amount of
throughput defines the overarching performance of
a communication link.

2. Availability & Reliability
Availability is an important metric for macro-scale
mission performance [4], as it indicates the total
available link time. This is typically expressed as
a fraction of the total mission time. When zoom-
ing in onto micro-scale time scales, the reliability is
characterized by the outages due to fluctuations of
the laser. The degree of reliability is thus also an
important metric for performance.

3. Latency
Latency is a critical performance metric for all com-
munication systems. Considering global satellite

constellations that deal with large distances and
routing between the satellites, latency becomes a
very competitive metric [3] and thus a valuable met-
ric to model. This is for now out of the scope of this
study.

4. Security.
Security benefits are an important market need for
communications. This is also out of the scope of
this study.

2.2.1 Performance metrics
From the defined mission drivers, the derived performance
metrics are shown in Table 2.2. These are used as vari-
ables that the model will simulate. The metrics are as
follows:
Aspects Performance

metrics
Model variables

Availability Coverage • AC trajectory
• SC trajectories
• Link selection

Pointing • Slew rates
• Field-of-regard

Reliability Link quality • 𝑃𝑅𝑋
• BER
• Fading statistics
• FEC

Capacity Throughput • Data rate

Table 2.2: Performance metrics of the model

• Coverage
Coverage is defined here as the probability that the
satellites are within reach for communication with
the aircraft, thus giving a good performance indica-
tion at mission level. Insight into the coverage can
be obtained through the elevation of the satellites
with respect to the aircraft, for which the relative
states between these vehicles are required. For this,
all trajectories need to be modeled, along with a
link selection.

• Pointing
The relative states between the aircraft and the
satellites can also be used to simulate the slew rates
and the field of regard (FOR). The first is defined
as the relative angular rate of the satellite with re-
spect to the aircraft or vice versa. The second is
defined as the difference between the angle of the
laser at the start and the end of communication.
These variables are valuable metrics to simulate as
they are typically design constraints of an LCT.

• Link quality
The signal power at the receiving terminal 𝑃𝑅𝑋 is a
commonly used metric, conveniently used with link
budgets. This metric thus includes all gains and
losses. BER indicates the probability of receiving
erroneous bits and is thus an insightful metric re-
garding reliability. Statistics of signal outages can
be used for sizing of the link reliability, making it a
valuable metric to model. Interleaving and coding
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schemes are typically used to improve performance
[7, 27]. This improvement will be modeled as well.

• Throughput
With capacity as a mission driver, the throughput
gives a good indication of the mission performance.
It is simulated as the total number of successfully
transferred bits per second. Additionally, the to-
tal channel capacity can be estimated using the
Shannon-Hartley theorem [28].

Next to requirements, the problem as described in sec-
tion 2.1 also involves constraints. These are used as input
parameters for the model. A division is made between
hardware (LCT)-, environment- and mission constraints.

• Hardware constraints
Mechanical, electrical and optical system character-
istics of the transceiver terminals of both aircraft
and spacecraft.

• Environment constraints
The atmospheric properties are attenuation coeffi-
cient, background irradiance and cloud transmis-
sion.

• Mission constraints
Initial conditions of the aircraft and constellation to
use for the propagation of their trajectories.

2.2.2 Assumptions
Next to the input parameters, the model is also con-
strained by assumptions, shown in Table 2.3. The as-
sumptions are discussed in more detail for each sub-model
in chapter 3. Regarding the acquisition phase, a very
large divergence is assumed with negligible pointing er-
ror. For uplinks and downlinks, the only assumed differ-
ences are the transmitter and receiver terminal properties
and atmospheric turbulence effects, as explained in sub-
section 3.3.2.

2.3 Multi-Scale Method

2.3.1 Trade-off
For the integration and simulation of all physical pro-
cesses from the four levels defined in section 2.1, a multi-
scale method is used. In this section a proper multi-scale
method is selected by trading off existing methods in Ta-
ble 2.4. The criteria of speed and accuracy are used to
ensure the efficiency of the method. Other criteria are
versatility and complexity, as the aim of the model is for
it to be used for the analysis of a real mission, as defined
in section 2.1, and to be potentially extended to other
missions. All metrics are given a weight, based on their
importance for this specific problem. As the priority is a
realistic model that can be implemented to multiple use
cases, accuracy and versatility are given a weight of 2.
Scores are based on the degree of fitness of the method
with respect to each criterion, and are ordered as follows:

1. Red: No fit = 0 points

2. Orange: Low fit = 1 point
3. Yellow: Reasonable fit = 2 points
4. Green: Good fit = 3 points

Model
level

Aspect Assumption

Mission Aircraft • No airflow turbulence
Routing • Fixed acquisition time (50s)

• Min. elevation (10°)
Link LCT • Bit-error-rate sensitivity is 1e-6

• One-mode fiber coupling
• Power fraction reserved for ATS
• Fixed path transmission

Atmosphere • Mie scattering
• Static cloud loss

Channel Turbulence • Static turbulence spectrum
(cut-off at 1000 Hz)
• Hufnagel-Valley model for 𝐶2𝑛
• Weak turbulence (𝜎2𝐼 << 1)
• Tip-tilt correction
• Kolmogorov theory, rytov ap-
proximation

Micro-
vibrations

• Static mech. jitter spectrum
(cut-off at 100 Hz)

Beam prop-
agation

• Spatial airy disk profile between
lens and fiber
• Spatial Gaussian profile be-

tween in channel
Bit Coding • Reed-Solomon scheme

• Error spread is same as total
bit spread

Noise • Dark current is neglected
• Static background noise

Modulation • OOK-NRZ, M-PPM or BPSK
Detection • APD or PIN with preamp

Table 2.3: Assumptions for each level in the model

2.3.2 Assessed multi-scale methods

The TPCWM, proposed in [16], builds on a time-parallel
(Parareal) approach [29], where a fine-scale response y𝑓
and a coarse-scale response y𝑐 are combined. This is done
in parallel for each time step ΔT𝑖, where the fine response
y𝑛𝑓(𝑖) is used to iteratively correct the coarse response
y𝑛+1𝑐(𝑖) . Combined (compound) wavelets are added to the
method to efficiently combine the simulation of the coarse
and fine response. However, a first-order similarity is re-
quired between y𝑓 and y𝑐, which can’t be guaranteed,
as turbulence and other micro-scale physics have a rela-
tively large effect on the coarse solution problem. Hence,
this method is not suitable for combining the processes
of this specific problem. Nevertheless, the time-parallel
approach is versatile and its notion can be used for the
simulation of the micro-scale and macro-scale processes

The Coarse-grained Monte Carlo method (CGMCM),
proposed in [30], uses a stochastic simulation framework,
where Markov random fields are used to represent an
undirected network of interdependent nodes through the
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Table 2.4: Trade-off of all considered multi-scale methods, found in literature.

Criteria Computational Speed Accuracy Versatility Complexity Score
Weight 1 2 2 1
TPCWM Parallel computation of

micro/macro variables
and wavelet method
reduces computation cost

Micro-scale/macro-
scale interaction
occurs over the full-
time interval

Assumes pre-
existing overlap of
micro/macro solu-
tion of 1𝑠𝑡order

Requires a combination
of 2 methods: Time-
parallel approach and
CWM method

3×1 + 6×2 +
2×2 + 2×1 = 13

CGMCM Allows for efficient
coarse-graining of mi-
croscopic information by
using cluster probability
density function (PDF)s
of multiple grids

Very efficient but
at a computational
cost compared to the
analytically based
CGMC method

Is almost exclu-
sively used for
Random Markov
Field problems

Not all micro variables
are random processes,
thus requires combi-
nation with another
method.

3×1 + 4×2 +
0×2 + 0×1 = 7

HMM Original method uses a
series approach (compu-
tation for each time step
separately)

Micro-scale/macro-
scale interaction
occurs over the full-
time interval

Applicable to a
wide variety of
problems

Intuitive method, but
very generic. May be-
come complex for certain
problems

2×1 + 6×2 +
6×2 + 2×1 = 16

Sequential
coupling

Number of dimensions is
lower than number of de-
pendent parameters

Only if efficient look-
up tables and suffi-
cient interpolation is
used

Applicable to a
wide variety of
problems

Requires the use of look-
up tables with 1 dimen-
sion for each dependent
parameter

0×1 + 4×2 +
6×2 + 2×1 = 12

use of lattice grids. A Monte Carlo simulation is used
for microscopic lattice grids, which are ’coarse-grained’
to larger grids. While allowing many variables through
the use of Monte Carlo, it greatly increases speed. How-
ever, this method uses an inherently stochastic approach
with Markov random fields and is less suitable for the
deterministic processes in our model. Adding determin-
istic variables requires an additional component to the
method, increasing complexity. Hence, this method is
not preferred for our specific problem.

The HMM, proposed in [15], uses a generic method to
combine and simulate processes of various timescales. As
a result, it can be intuitively applied to a wide variety
of problems with relatively low complexity. This allows
for any modifications of the model in case of extension to
missions, such as GSL and ISL. The notion of this method
is that a macroscopic state at time step n (𝑈𝑛) uses mi-
croscopic information (𝐷𝑛) from the microscopic state
𝑢𝑛 in order to propagate to 𝑈𝑛+1. Complex multi-scale
simulations have measured high accuracy, but relatively
low numerical speed, due to the serial propagation. By
combining the HMM with the TPCWM, a time parallel
approach can be used instead of the serial approach, in-
creasing efficiency.

The method of sequential coupling [31] implies a pre-
computed microscopic state that is coupled to the macro-
scopic state. Microscopic information can be stored in
look-up tables and mapped to the macroscopic state. This
method differs from the others as coupling is not done con-
currently but sequentially. Efficient use of look-up tables,
suitable mapping and interpolation methods can lead to
high accuracy. However, compared to concurrent cou-
pling, it becomes too costly when 𝑚 > 𝑑, where the miss-
ing information is a function of 𝑚 macroscopic variables
and the macroscopic state is simulated in 𝑑 dimensions.
For this specific problem, 𝑚 is high, resulting in a costly
micro-scale simulation.

2.3.3 Proposed method: MMM

Based on the trade-off, the HMM is the chosen multi-
scale method. In order to further increase the speed of
the serial propagation, the time-parallel approach from
the TPCWM [16] is added to obtain a time-parallel HMM.

The proposed method is visualized in Figure 2.3. First,
a relative state vector G is obtained by propagating all
vehicles and choosing a link sequence. The first itera-
tion of the macroscopic state U0,𝑇 is simulated on mission
level for all macro time steps T𝑖, using G and hardware
constraints C. Then, for each T𝑖, the microscopic state
u𝑇𝑡 is computed over all micro time steps t𝑗, using the
local macroscopic state and hardware constraints. u𝑇𝑡 is
then processed to obtain distributions in order to numer-
ically compute convenient data such as fading statistics.
Finally, the microscopic state is averaged and used for
the iteration of the macroscopic state U1,𝑇. The geomet-
ric output is directly computed with G and not iterated.
The implementation of this method in our specified mis-
sion can be seen in Figure 2.4.

Figure 2.3: Graphical overview of the generic MMM

Multi-scaling requires a compromise between accuracy
and efficiency. As microscopic information is converted to
the macro-scale domain, time-specific information, such
as temporal variations, will be lost. This gives rise to the
question of which type of information is most relevant to
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Type of output Pro Con
1 distribution of 𝑈𝑇 over complete
mission

Interpretable and full mission
overview

Removing temporal information by mak-
ing one distribution

Averaged time series of 𝑈𝑇 Better insight into specific links and
elevation regions

Partly removing information by averaging

Time-specific link budgets Interpretable and comparable to ex-
isting budgets

Partly removing information by averaging

Time-specific time series of 𝑢𝑇𝑡 Keep all micro information Only applicable to specific macro time
steps T

Table 2.5: Four defined types of output, based on the model drivers subsection 2.2.1

preserve and use as output. Four forms of output are
identified in Table 2.5.

2.4 Model overview
The generic MMM, described in subsection 2.3.3, is im-
plemented in an FSO communication mission between an
aircraft and a satellite constellation, defined in section 2.1.
Figure 2.4 shows this implementation as a high-level block
diagram, where the blue blocks represent the time scales
and the red lines represent the arrows of the MMM in
Figure 2.3. The white blocks are the sub-models, that are
further explained in this section. Considering modularity
as one of the model drivers, all sub-models are aimed at
being mutually exclusive and collectively exhaustive.

During this study, the focus was on the development of
the end-to-end model. For this, we have attempted to
realistically simulate the selected mission for a demon-
stration of the model. It should be noted that any input
parameters can be tweaked in order to change the model
output such that it better represents another mission.

Figure 2.4: High-level block diagram of the MMM, applied to the
defined mission

2.4.1 Macro-scale model

The macroscopic state U𝑇 consists of a geometric compo-
nent U𝑇𝐺 and a performance component U𝑇𝑃. The former
consists of the aircraft state (position, velocity, height),
satellite states (position, velocity, height) and relative

states (range, elevation, azimuth, zenith, slew rate). The
latter consists of the performance variable 𝑃𝑅𝑋,0. The
propagation models, along with the geometric model,
compute U𝑇𝐺. Then, the routing model selects a sequence
of links and separates U𝑇𝐺 for each link, where the link
budget is computed for each time step T𝑖. Macroscopic
constraints are used in the micro-scale model that iterates
U0,𝑇𝑃 to obtain U1,𝑇𝑃 . The link budget is also iterated.

Figure 2.5: Block diagram of the macro-scale model

2.4.2 Micro-scale model

Following the multi-scale method, the microscopic state
𝑢𝑇𝑡 is evaluated for each macro-scale time step T𝑖. All
simulated microscopic variables, depicted as green in Fig-
ure 2.6, are components of the microscopic state u𝑇𝑡 . Local
macroscopic constraints are 𝑃𝑅𝑋,0 and U𝑇𝐺. Finally, u𝑇𝑡 is
processed to obtain a more convenient microscopic form
D𝑇 to convert to the macro-scale model. This processing
includes a conversion of time series to distributions and
numerical computation of fading statistics.



Figure 2.6: Block diagram of the micro-scale model

Chapter 3

Implementation

3.1 Mission level

3.1.1 SC propagation

This sub-model is used to obtain the geometric state vec-
tors of the satellites 𝑈𝑇𝐺,𝑆𝐶. For the propagation of the
satellites, astrodynamics propagation software Tudat is
used, developed by Delft University of Technology [32,
33]. The propagation model set-up in Table 3.1 is chosen
such that the propagation has a low computational cost,
while still remaining accurate. Interpolation is performed
such that the propagation time steps of 6 seconds match
the macro-scale step sizes ΔT, in section 2.3. Propagation

is performed in the Earth-Centered-Inertial (ECI) frame.
See Appendix C for a more detailed discussion about the
model selection and verification.

Keeping in mind modularity and versatility, the initial
positions of the satellites can either be selected manu-
ally or extracted from real positional data. For the first,
input parameters are the initial state (Cartesian or Ke-
plerian elements), the number of planes and the number
of satellites per plane. Assumed is that the planes and
satellites are equidistant. Regarding the second, two-line
element (TLE) sets [34] are retrieved from an open-source
database Celestrak [35].
Table 3.1: Constellation propagation model set-up in Tudat.

Integrator Runge-Kutta 4 (fixed step)

Step size 6 sec

Accelerations • Earth point-gravity
• J2 perturbation

Coordinate system ECI

Interpolator Linear

3.1.2 AC propagation

Here, the geometric state vector of the aircraft 𝑈𝑇𝐺,𝐴𝐶
is computed. The aircraft flight trajectory is obtained
from an open-source database [36]. With the use of au-
tomatic dependent surveillance broadcast (ADS-B) data,
this database provides state vectors of flight routes, which
contain the speed, longitude, latitude, altitude and time.
ADS-B data may contain hiatus due to a lack of con-
nectivity of the aircraft during flight. Additionally, time
steps provided by ADS-B are always 1 second, whereas
the ΔT might be different. Therefore, linear interpolation
is performed. Raw data and linearly interpolated data
are shown in Figure 3.1. The AC is propagated in the
latitude, longitude, altitude (LLA) coordinate system. In
order to obtain a valid relative geometric state between
the satellites and the aircraft, the aircraft state is trans-
formed to an ECI frame, described on pages 20-22 of [37].

Figure 3.1: Aircraft trajectory for the flight route Oslo-Eneves. The
data of the speed magnitude (left) and altitude (right) is directly
extracted from [36].

3.1.3 Routing between AC and SC

With 𝑈𝑇𝐺,𝐴𝐶 and 𝑈𝑇𝐺,𝑆𝐶, the relative geometric state 𝑈𝑇𝐺,𝑟𝑒𝑙 is
computed. This state contains the slant range, the looking
angles (elevation, azimuth and zenith), the derived rates
of these looking angles, and the slew rate. The latter is

7
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defined as the rate of the angular speed of the satellite
with respect to the aircraft.

Algorithm 1 Routing model
1: sats =< all satellite trajectories
2: t = 0
3: number of links = 0
4: acquisition time = 50
5: while t < end_t do
6: sats_LOS = [ ]
7: for sat in sats do
8: if both conditions are met at t then
9: add sat to sats_LOS

10: end if
11: choose sat with highest 𝜖 reach
12: number of links += 1
13: t += acquisition time
14: start_time = t
15: while condition 1 is met do
16: t += 1
17: end while
18: add sats[current sat][start_t:t] to output

This sub-model performs a link selection between the air-
craft and all propagated satellites. A simplified optimiza-
tion method is developed, summarized in Algorithm 1. It
optimizes the link time in combination with the highest
elevation overpass. Two boundary conditions are used for
every newly selected link:

1. The elevation angle between the satellite and the
aircraft must be higher than 0°.

2. The elevation rate must be positive (rising satellite)

The minimum elevation angle is determined by the line-
of-sight (LOS). In reality, this is slightly negative due to
the altitude of the aircraft, but it is assumed zero for
now. Having constrained the possible satellites available
for linking up with, the satellite that reaches the high-
est elevation angle during one overpass is chosen, such to
maximize both coverage and link time. It should be noted
that this is a serial method and doesn’t use a cost func-
tion. A more advanced optimization can be implemented
for future purposes

3.2 Link level

3.2.1 LCT

As mentioned in subsection 2.2.1, there are constraints
determined by the LCT system characteristics. Two sets
of constraints are defined for both aircraft and spacecraft
LCT, which are shown in Table 3.2. All parameter values
are chosen based on industrial standards. Regarding the
wavelength, 1.536 𝜇m and 1.553 𝜇m are used for the SDA
constellation. The latter is used in this study.

Table 3.2: LCT system characteristics as defined in the model

LCT
system
aspect

parameter Unit AC SC

Optics Wavelength nm 1553 1553
Data rate Gbps 2.5 2.5
𝑃𝑇𝑋 W 20 10
Aperture diameter mm 80 80
Clipping ratio - 2 2
Obscuration ratio - 0 0
beam width mm 20 20
Divergence (comm) 𝜇rad 24.72 24.72
Clipping loss W 1.00 1.00
Divergence (eff) 𝜇rad 24.72 24.72
Divergence (acq) 𝜇rad 300 300
M2 booster - 1 1
Focal length cm 15 15
Static pointing acc
(std)

𝜇rad 4 3.6

Dyn. pointing acc (std) 𝜇rad 3.4 3.3
Field of View (comm) ster 1e-8 1e-8
Transmission loss dB -0.97 -0.97
Static WFE loss mm 100 100
Splitting loss - 0.9 0.9

Detection Optical bandwidth GHz 2 2
and Electrical bandwidth GHz 1 1
Modulation Modulation scheme - OOK-

NRZ
BPSK

Detection scheme - Preamp.
with
PIN

Preamp.
with
PIN

Amplification gain M - 150 285
Noise factor F 4 2
Load resistor Hz 50 50
System temperature K 300 300
Quantum efficiency - 0.8 0.8

Sensitivity Threshold BER 1.00E-
06

1.00E-
06

Threshold PPB 51.95 50.19
Threshold dBm -43.0 -46.31

Coding Symbol length bits 8 8
N, K - 255,

223
255,
223

Interleaving latency ms 5 5

3.2.2 Link budget

The link budget is used to represent the integrated per-
formance in terms of gains and losses, defined in Equa-
tion 3.1. TX and RX denote the transmitting and re-
ceiving terminal, respectively. The first iteration of the
macroscopic state 𝑈0,𝑖 consists of the variable 𝑃𝑅𝑋,0. By
simulating the microscopic information with the use of
MMM, 𝑃𝑅𝑋,0 is updated with the microscopic losses ℎ.

𝑃𝑅𝑋 = 𝑃𝑅𝑋,0ℎ
= [𝑃𝑇𝑋𝐺𝑇𝑋𝜂𝑇𝑋ℎ𝑓𝑠ℎ𝑎𝑡𝑡𝜂𝑅𝑋𝐺𝑅𝑋] [ℎ𝑝𝑇𝑋ℎ𝑝𝑅𝑋ℎ𝑠𝑐𝑖𝑛𝑡ℎ𝑜𝑢𝑡𝑎𝑔𝑒]

(3.1)

where:
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𝑃𝑅𝑋 = Average TX optical power source
𝐺𝑇𝑋 = Effective TX antenna power gain (Eq. 3.2)
𝜂𝑇𝑋 = Internal TX path losses (Eq. 3.3)
ℎ𝑓𝑠 = Free space loss
ℎ𝑎𝑡𝑚 = Slow atmospheric loss (attenuation)
𝜂𝑇𝑋 = Internal RX path losses (Eq. 3.3)
𝐺𝑇𝑋 = Effective TX antenna gain (Eq. 3.2)
ℎ𝑝𝑇𝑋 = TX pointing loss (Eq. 3.6)
ℎ𝑝𝑅𝑋 = RX pointing loss (Eq. 3.7)
ℎ𝑡𝑢𝑟𝑏 = Turbulence loss (Eq. 3.8)
ℎ𝑜𝑢𝑡𝑎𝑔𝑒 = Additional power penalty

The diffraction gain 𝐺𝑑𝑖𝑓𝑓 is defined as the ratio of the far
field power over the mean isotropic power, given a Gaus-
sian beam profile [14]. Defocusing of the laser beam at
the transmitter 𝑇𝑑𝑒𝑓𝑜𝑐𝑢𝑠 is commonly applied to size the
divergence angle and thus affects the transmitter gain.
Losses due to obscuration and clipping at the transmitter
antenna are combined in 𝑇𝑐𝑙𝑖𝑝𝑝𝑖𝑛𝑔 and are directly related
to the clipping and obscuration ratio [38]. For 𝐺𝑅𝑋 only
𝐺𝑑𝑖𝑓𝑓 is used.

𝐺𝑇𝑋 = 𝐺𝑑𝑖𝑓𝑓𝑇𝑐𝑙𝑖𝑝𝑝𝑖𝑛𝑔𝑇𝑑𝑒𝑓𝑜𝑐𝑢𝑠 (3.2)

The total system path loss of both terminals is defined
in Equation 3.3. Splitting loss only applies to RX as the
result of a reservation of a fraction of the signal for the
Acquisition and Tracking System (ATS), where 10% is
assumed. For coupling, a single-mode fiber is assumed,
with a theoretical maximum efficiency of 81%. Finally, a
system wave front error (WFE) of the laser of 100mm is
assumed.

𝜂 = 𝜂𝑐𝑜𝑢𝑝𝑙𝑖𝑛𝑔𝑇𝑠𝑝𝑙𝑖𝑡𝑡𝑖𝑛𝑔𝑇𝑊𝐹𝐸,𝑠𝑡𝑎𝑡𝑖𝑐 (3.3)

𝑇𝑊𝐹𝐸,𝑠𝑡𝑎𝑡𝑖𝑐 = 𝑒2𝜋𝑊𝐹𝐸/𝜆 (3.4)
(3.5)

The micro-scale channel losses in Equation 3.1 are ex-
pressed by ℎ. The pointing losses in Equation 3.6 and
3.7 include the effects of terminal platform jitter due to
vibrations, and turbulence effects. Turbulence effects are
beam wander and angle-of-arrival (AoA). All other tur-
bulence losses are expressed by Equation 3.8 and include
scintillation, WFE and beam spread, further explained in
subsection 3.3.2. ℎ𝑜𝑢𝑡𝑎𝑔𝑒 is added to take into account
signal outages, further explained in subsection 3.5.3.

ℎ𝑝𝑇𝑋 = ℎ𝑝𝑇𝑋,𝑠𝑡𝑎𝑡ℎ𝑝𝑇𝑋,𝑑𝑦𝑛ℎ𝐵𝑊 (3.6)

ℎ𝑝𝑅𝑋 = ℎ𝑝𝑅𝑋,𝑠𝑡𝑎𝑡ℎ𝑝𝑅𝑋,𝑑𝑦𝑛ℎ𝐴𝑜𝐴 (3.7)

ℎ𝑡𝑢𝑟𝑏 = ℎ𝑠𝑐𝑖𝑛𝑡ℎ𝑊𝐹𝐸ℎ𝐵𝑆 (3.8)

3.2.3 Atmospheric model
Atmospheric attenuation, caused by the scattering and
absorption of molecules and aerosols, is treated as de-
terministic and is directly dependent on wavelength and
geometric data. Considering slant range paths, the cho-
sen sub-model uses Beer’s law in Equation 3.9 with a

varying attenuation coefficient (𝛾(𝜆, 𝑧)) that is based on
the international standard atmosphere (ISA) model. It is
described on page 6 of [39]. For the attenuation coeffi-
cient, a value of 0.0025 km−1 is assumed for molecular,
Rayleigh scattering. It is also assumed that aerosol scat-
tering approximately contributes the same, resulting in
𝛾(𝜆, 0)=0.005 km−1.

𝑇𝑎𝑡𝑡(𝜆, 𝑧) = 𝑒−∫
𝐿
0 𝛾(𝜆,𝑧)𝑑𝑧 (3.9)

Only cirrus clouds are assumed for this mission, consider-
ing an aircraft altitude of 10 km. A static transmission of
-0.96 dB is used, considering small effects above 10 km.
It should be noted that even at these altitudes, complete
outages are still possible in case of cloud blockage.

3.3 Channel model

3.3.1 Beam propagation
In the propagation channel, a Gaussian beam is assumed
with beam waist 𝑤0 defined by a fraction 1/𝑒2 of the on-
axis intensity 𝐼0. in Figure 3.2a (left). At RX, after the
light is received by the aperture, clipping of the telescope
results in a reshaping of the beam, for which an Airy disk
profile is assumed.

Pointing errors are divided into static and dynamic errors
in Equation 3.6. The static errors are included in the link
budget as static losses and losses due to dynamic errors
are simulated with the tool described in subsection 3.3.3.
The dynamic errors are expressed as power fluctuations
by projecting the absolute misalignments over the beam
profiles in Figure 3.2. For TX pointing errors 𝜃𝑇𝑋, pro-
jection is done over a normalized Gaussian off-axis inten-
sity profile in Equation 3.11 and Figure 3.2a (right). As
the receiving telescope diameter 𝐷𝑟 is much smaller than
the beam width at the receiver 𝑤𝑟, a point aperture is
assumed at the receiver telescope, such that the power
loss is equal to the intensity loss. The effective diver-
gence angle in Equation 3.10 is computed by taking the
diffraction-limited divergence angle 𝜃𝑑𝑖𝑣,𝐷𝐿, and adding
clipping effects and defocusing effects. 𝑀𝑑𝑒𝑓𝑜𝑐𝑢𝑠 is the
defocusing factor (set to 1 when turned off).

𝜃𝑑𝑖𝑣,𝑒𝑓𝑓 =
𝜃𝑑𝑖𝑣,𝐷𝐿𝑀𝑑𝑒𝑓𝑜𝑐𝑢𝑠
√𝑇𝑐𝑙𝑖𝑝𝑝𝑖𝑛𝑔

(3.10)

For RX pointing errors, between the lens and fiber cou-
pling at RX, projection is done over a normalized off-
axis power profile of an Airy disk in Figure 3.2b, which
is obtained by integrating the intensity profile in Equa-
tion 3.12.

𝐼/𝐼0 = (
𝑤0
𝑤(𝑧))

2
𝑒𝑥𝑝 (−2𝜃

2
𝑇𝑋

𝜃2𝑑𝑖𝑣
) (3.11)

𝐼/𝐼0 = (
𝐽1(𝑘

𝐷𝑟
2 𝑠𝑖𝑛(𝜃𝑅𝑋))

𝑘𝐷𝑟2 𝑠𝑖𝑛(𝜃𝑅𝑋)
)

2

(3.12)



10 3. Implementation

(a) Gaussian beam profile of the laser at the TX transmitter (left) and
at the RX detector (right). (Right) shows three different macro-scale
time steps 𝑇𝑖 with the averaged pointing error at that time step, equal
to 𝑑𝑇𝑋 = 𝜃𝑇𝑋𝐿.

(b) Airy disk profile after RX detection

Figure 3.2: Optical beam profile of the normalized intensity as a
function of the absolute radial displacement from the center-axis,
due to pointing errors.

3.3.2 Turbulence model
Turbulence is modeled by simulating the strength of the
signal power fluctuations and the temporal power spec-
trum. Kolgomorov theory is assumed, where the refrac-
tive index structure parameter 𝐶2𝑛 is computed with the
Hufnagel-Valley (HV) model [40], as it offers more gener-
ality through the inclusion of height variations and wind
speed. Even though the HV model is an averaged ap-
proximation, it is currently the most realistic atmospheric
turbulence and best-suitable for this mission. To compute
the wind speed, a root mean square (RMS) of the Bufton
wind speed model is used, described in Equation 3.13.
For turbulence strength, only the right term is used, as
this represents the real local atmospheric conditions. For
the temporal power spectrum, the slew rate 𝜔𝑠𝑙𝑒𝑤 and
the aircraft speed 𝑉𝐴𝐶 are also included. Wind speed is
only considered below 20 km, as turbulence can be ne-
glected at higher altitudes [40]. As seen in Figure 2.6, all
required geometric data for the HV model and the wind
speed model is directly extracted from the geometric state
𝑈𝑇𝐺 .

𝑣𝑟𝑚𝑠 =
1

20 − ℎ𝐴𝐶
∫
20

ℎ𝐴𝐶
[𝜔𝑠𝑙𝑒𝑤ℎ + 𝑣𝐴𝐶𝑠𝑖𝑛(𝜖) + 30𝑒−

ℎ−9400
4800

2

] 𝑑ℎ
(3.13)

For both uplink and downlink, Table 3.3 lists the assump-
tions made for each case. Beam spread, or short-term
(ST) beam wander, and WFE are assumed to be slowly
varying [8] [40] and expressed as mean normalized power
terms. ST beam wander is derived on page 500 in [40].
Assuming a tilt-corrected beam, WFE in Kolgomorov tur-
bulence can be computed through their low-order Zernike

modes [41], from which a good estimate of the mean nor-
malized intensity is obtained by equation 3 in [8].
The other effects are expressed as power fluctuations, for
which the variances are computed using 𝐶2𝑛 , 𝑟0 and geo-
metric data. Uplink and downlink scintillation intensity
variance is computed as described in [40]. Due to weak
turbulence and small aperture size at RX, the aperture-
averaging effect is only non-negligible below 10° elevation.
The AoA variance approximation for uplink and downlink
is described on page 491 in [40]. For uplinks, the long-
term (LT) beam wander expression from page 502 in [40]
is used. For downlinks, it is neglected, as beam wander
only occurs at the end of the propagation path. Quantifi-
cation of all simulated effects and variances for uplink and
downlink, and for various elevation angles, can be seen in
Table C.2 in Appendix C.
The assumed log-normal distribution for scintillation [1,
42] loses accuracy in moderate to strong turbulence
regimes (𝜎2𝐼 >1). Considering aircraft platforms flying at
altitudes well above the Earth’s boundary layer (1-2 km),
signal propagation is assumed to be in the weak turbu-
lence regime. For all pointing jitter effects, a Rayleigh
distribution is used [9].

3.3.3 Monte Carlo Power Vector Tool

This tool simulates all variables of the microscopic state
𝑢𝑇𝑡 that are within the dedicated block of this tool in the
block diagram in Figure 2.6. These variables are simu-
lated as time series of power fluctuations, which occur in
the time scale of 1 ms to 100 ms. They are combined into
one power vector ℎ(𝑡) and then multiplied with 𝑃𝑅𝑋0 to
obtain 𝑃𝑅𝑋, as shown in Equation 3.14. The simulated
variables are listed in Table 3.4. The tool is proposed in
[7, 26]. Where the original method considers only beam
wander and scintillation, this proposed extension adds 3
other jitter effects.

Table 3.4: Spatial fluctuation sources for the Monte Carlo simula-
tion

Source Fluctuation Unit Distribution
Turb-
ulence

Scintillation ℎ𝑠𝑐𝑖𝑛𝑡 Norm. power
(𝑃/𝑃0)

Lognormal

Beam wander 𝜃𝐵𝑊 Angle (rad) Rayleigh
AoA 𝜃𝐴𝑜𝐴 Angle (rad) Rayleigh

Platform Jitter (TX) 𝜃𝑝𝑗,𝑇𝑋 Angle (rad) Rayleigh
Jitter (RX) 𝜃𝑝𝑗,𝑅𝑋 Angle (rad) Rayleigh

ℎ(𝑡) = ℎ𝑠𝑐𝑖𝑛𝑡ℎ𝑇𝑋(𝜃𝑝𝑗,𝑇𝑋 , 𝜃𝐵𝑊)ℎ𝑅𝑋(𝜃𝑝𝑗,𝑅𝑋 , 𝜃𝐴𝑜𝐴) (3.14)

The steps for generating the power fluctuations are shown
in Figure 3.3, where the micro-scale time series of each
effect is simulated with a population of 𝑀 samples. The
temporal behaviour of each effect is simulated by (1) sam-
pling from a standard normal distribution (top of 3.3),
after which (2) normalizing and filtering is performed by
applying a fast-Fourier transform (FFT) and using a But-
terworth filter of order 2 in the frequency domain (2nd top
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Table 3.3: Turbulence effects for uplink and downlink

Effect Downlink Uplink Description Static/Dynamic
Scintillation Yes (plane wave) [40] Yes (spherical wave) [40] Intensity fluctuations Dynamic

Beam wander ST No (neglible) Yes [26] Spatial spread, seen from TX Static
Beam wander LT No (neglible) Yes [40] Angular displacement, seen from TX Dynamic

AoA Yes (several 𝜇rad) [40] Yes (Sub 𝜇rad) [40] Angular displacement, seen from RX Dynamic
WFE Yes [8] Yes [8] Phase fluctuations Static

of 3.3). This process generates a temporal power spec-
trum for both turbulence and platform jitter effects.

Figure 3.3: The 3 generation steps of the distributions. The bottom
2 plots are the same step, but for a different effect (jitter in top plot,
scintillation in bottom plot)

The cut-off frequency of the power fluctuations due to
turbulence is computed as in Equation 3.15, as described
on page 366 of [40]. 𝑣𝑟𝑚𝑠 is the RMS of the transverse
wind speed, perpendicular to the transmitted or received
beam, for which all terms of the wind model are used
in Equation 3.13 [43]. 𝑑 is the speckle size at the re-
ceiving aperture. During the Kirari’s Optical Downlink
to Oberpfaffenhofen (KIODO) demonstration, a scintil-
lation frequency of 120 Hz is typically measured with a
wavelength of 808 nm and with an optical ground sta-
tion [7, 44]. A larger wavelength of 1550 nm results in
lower frequencies, but the large wind speeds increase the
frequency up to 350 Hz.

𝜔𝑡 = 𝑣𝑟𝑚𝑠/𝑑 = 𝑣𝑟𝑚𝑠/√
𝐿
𝑘 = 𝑣𝑟𝑚𝑠/√

𝐻𝜆
2𝜋𝑐𝑜𝑠(𝜖) (3.15)

The platform jitter cut-off frequency depends on the abil-
ity of the LCT tracking system to correct for micro-
vibrations of the platform and tracking noise. The tempo-
ral power spectrum is based on the measured power spec-
tral density (PSD) of the Zephyr LCT, developed by Air-
bus [45]. For sufficient resolution, a sampling frequency
of 10.0 kHz (0.1 milliseconds) is used. Figure 3.4 shows
the frequency spectra of beam wander and platform jit-
ter at TX (left) and the combined effects (right) at an
elevation angle of 10°, where the cut-off frequency is 51.0
Hz. The spectra show that turbulence is dominant in the

low-frequency regime and the platform jitter in the high-
frequency regime.

Figure 3.4: Simulated power spectral density of TX fluctuations
(left) and combined fluctuation terms of ℎ𝑇𝑋, ℎ𝑅𝑋, ℎ𝑠𝑐𝑖𝑛𝑡 and ℎ
(right)

Spatial variations are then introduced by converting the
normalized distributions to the ones defined in Table 3.4
(2 bottom plots of 3.3). The x- and y-components of the
angular deviations are assumed to be statistically inde-
pendent and are sampled separately after which a root
sum square (RSS) is taken to obtain the radial compo-
nent. The histograms of all distributions can be seen in
Figure 3.5, where the jitter losses ℎ𝑇𝑋 and ℎ𝑅𝑋 are de-
scribed by a beta distribution [46].
As seen in Equation 3.14 the process includes a summa-
tion of distributions 𝜃𝐵𝑊, 𝜃𝑝𝑗,𝑇𝑋 and 𝜃𝐴𝑜𝐴, 𝜃𝑝𝑗,𝑅𝑋, and a
product of distributions ℎ𝑠𝑐𝑖𝑛𝑡, ℎ𝑇𝑋 and ℎ𝑅𝑋 for which
it is approximated that all distributions are statistically
independent. This is the case for the summations, but
not for the product, as the turbulence effects are corre-
lated. However, the verified outcome shows reasonable
agreement with this assumption. See Appendix C for the
detailed verification steps.
Figure 3.5: Histogram of all microscopic losses and their combined
loss (top), and the resulting 𝑃𝑅𝑋, at an elevation angle of 10°



12 3. Implementation

3.4 Bit level
As all processes at this level are computed with analyti-
cal equations, the time scale that is used here is the same
as that in the channel level (1 ms to 500 ms). We thus
assume here that for each time step all bit processes are
identical. A sequence of processes is considered at this
level, starting with (1) the reception the signal, including
noise, then (2) converting the optical signal to an electric
signal, then (3) (de)modulating between the electrical sig-
nal and discrete bits and finally (4) (de)interleaving and
FEC.

3.4.1 Noise
This sub-model in Figure 2.6 computes the microscopic
variable of noise power 𝜎𝑛. Four noise contributions are
considered significant regarding an optical signal: signal-
dependent shot noise, background noise, thermal noise
and noise-against-noise beating. Analytical expressions
are used as shown in Table 3.5, assuming a Gaussian
distribution for all contributions. In the case of shot
noise, this assumption holds for large numbers of photo-
electrons above 10-20 photons per bit [28], which is lower
than the defined threshold in Table 3.2.
Table 3.5: Noise contributions with their expressions

Contribution Analytical expression Ref.
Shot noise 𝜎𝑠ℎ 4𝑆𝑁𝑃𝐵𝐸 [47]

Beat noise 𝜎𝑏𝑒𝑎𝑡 2𝑚𝑅2𝑆2𝑁 (𝐵𝑜 −
𝐵𝐸
2 )𝐵𝐸 [47]

Background noise 𝜎𝑏𝑔 𝐿(𝜆)𝐴𝑅𝑋ΩΔ𝜆 [48]
Thermal noise 𝜎𝑡ℎ

4𝑘𝑇𝐸
𝑅𝐿
𝐵𝐸 [28]

Due to the square-law response, where a photo-detector
outputs an electric signal proportional to the square of
the optical input signal, two optical fields are detected as
shown in Equation 3.16. Shot noise can be interpreted
as the cross-term 2𝐴𝑁 of this response and the noise-
against-noise beating is interpreted as the 𝑁2 term [47].
The single-sided power spectral density 𝑆𝑁 is described
on page 84 of [47] and includes potential excess noise and
gain in case of an amplified signal. 𝐵𝑜 is assumed twice
the 𝐵𝑒 and 0.8 times the data rate, considering industrial
standards.

𝑃(𝑡) ≈ (𝐴 + 𝑁)2 = 𝐴2 + 2𝐴𝑁 + 𝑁2 (3.16)

Considering a very small background radiation effect, a
simplified expression is used as a worst-case scenario with
direct sunlight, where the solar irradiance 𝐿(𝜆) is based on
the exo-atmospheric spectrum at 1 AU, equaling a value
of 0.5 W/cm2/nm/ster for 1550 nm wavelength.

3.4.2 Detection and Modulation
During detection and modulation, the SNR and the BER
are simulated as two variables of the microscopic state 𝑢𝑇𝑡
in Figure 2.6. To increase the versatility of the model,
multiple detection and modulation schemes are imple-
mented, as shown in Table 3.6. Only direct-detection

(DD) techniques are considered, including Avalanche
Photo-Diode (APD) detection and PIN detection, with
and without an optical pre-amplifier. Unamplified-
PIN schemes are typically limited by thermal noise and
amplified-PIN and APD schemes are limited shot noise
due to signal amplification [47], which is verified for this
model. The most commonly used modulation schemes
On-Off keying (OOK), Binary phase-shift keying (BPSK)
and M-ary Pulse position modeling (PPM), are imple-
mented.
All system characteristics considering detection and mod-
ulation are also shown in Table 3.2. Detection schemes are
parameterized as direct analytical relations between the
Quality factor (Q), the noise and 𝑃𝑅𝑋 [47]. Q is expressed
as in Equation 3.17, where 𝑖 is the electric current and
𝜎 is the noise. Modulation schemes are parameterized as
analytical relations between Q and BER. See Table 3.6
for an overview of these expressions. A BER threshold of
1.0e-6 is assumed. The sensitivity is defined as the min-
imum 𝑃𝑅𝑋 to achieve a required BER threshold. This is
determined by reversing the relations of Table 3.6.

𝑄 = 𝑖1 − 𝑖0
𝜎1 − 𝜎0

(3.17)

From a simulation of fluctuating BER values, the average
BER is obtained by integrating the BER over the proba-
bility density function of the fading channel [49] [50].

3.4.3 Coding
The coding sub-model in Figure 2.6 updates the BER
variable by including extra performance due to inter-
leaving and FEC coding. One of the most commonly
used FEC coding schemes is Reed Solomon (RS) [51],
which is used in this research in combination with a
(de)interleaving scheme. Assuming a (255,223) RS cod-
ing scheme, an 8-bit symbol size, a 2.5 Gbps data rate
and a 5 sec (50k) microscopic population size, there are
2.5 ∗ 5/223 ∗ 8 = 7.0𝑒6 code words. Due to high com-
putational cost, the FEC performance is analytically ap-
proximated based on the Voyager mission [27, 51], shown
in Figure 3.6.

Figure 3.6: Analytical approximation of Reed Solomon (255,223)
FEC coding performance, compared to the uncoded channel BER.
Theoretical model by [27]

RS coding results in increasing performance only beneath
BER≈1e-3, due to corrupted code words at higher BER
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Table 3.6: Detection and (de)modulation techniques with their expressions.

Detection Modulation
Scheme Q Ref. Scheme BER Ref.

PIN 𝑃𝑅
2𝜎𝑡ℎ

[28] OOK-NRZ 1
2𝑒𝑟𝑓𝑐(

𝑄
2 ) [28]

PIN (amplified) 𝐺𝑜
𝜎𝑠ℎ+2(𝜎𝑏𝑔+𝜎𝑏𝑒𝑎𝑡+𝜎𝑡ℎ)

[47] BPSK 1
2𝑒𝑟𝑓𝑐(𝑄) [28]

APD 𝐺𝑒
𝜎𝑠ℎ+2(𝜎𝑏𝑔+𝜎𝑏𝑒𝑎𝑡+𝜎𝑡ℎ)

[47] M-PPM 𝑀
4 𝑒𝑟𝑓𝑐 (

1
2𝑄

2√𝑀𝑙𝑜𝑔2(𝑀)) [28]

[27]. Therefore, interleaving is typically used in addition.
An interleaving latency of 500 ms is used, as the inter-
leaver should have a length of around 20 times the coher-
ence length [14], which is assumed as the lowest simulated
turbulence frequency (around 40 Hz). The interleaver is
implemented in the model by spreading out the BER val-
ues of each sample over N microscopic samples in Equa-
tion 3.18.

𝑁 = 500/𝛿𝑡 = 500/0.1 = 5000 (3.18)

3.5 Data processing
Looking at the MMM in Figure 2.3, processing is per-
formed on the microscopic state 𝑢𝑇𝑡 , which happens on
bit level in the model overview in Figure 2.4. Processing
is done in order to obtain the throughput and the fading
statistics. Then, the fading statistics are expressed as a
loss (the power penalty), such that they can be accounted
in the link budget as ℎ𝑜𝑢𝑡𝑎𝑔𝑒.

3.5.1 Throughput

Firstly, the channel capacity is computed with the
Shannon-Hartley expression, as described on page 111 of
[28] and shown in Equation 3.19. The capacity is com-
puted for each macro-scale time step with the bandwidth
filter 𝐵 as defined in Table 3.2 and an averaged SNR that
includes the power penalty, described in Equation 3.21.

𝐶 = 𝐵𝑙𝑜𝑔2(1 + 𝑆𝑁𝑅) (3.19)

The actual throughput is computed by estimating the
total number of successfully received bits, as in Equa-
tion 3.20. Here, 𝐷𝑅 is the data rate and Δ𝑡 is macro-scale
time step. A required minimum outage probability of 1%
is used, any larger outage fractions on micro level are as-
sumed to result in zero throughput on macro level.

𝑇 = 𝐷𝑅Δ𝑡(1 − 𝐵𝐸𝑅) (3.20)

3.5.2 Fading statistics

Fades in the received signal provide information regard-
ing the outage probability and time-specific fade lengths.
Fading statistics include fade time (mean), the number
of fades and fractional fade time (outage probability).
The statistics are numerically computed and are solely
based on 𝑃𝑅𝑋 and the terminal sensitivity (expressed as
the threshold signal power 𝑃𝑅𝑋,𝑡ℎ𝑟𝑒𝑠), which is shown in

the pseudo-code in algo. 2. The computations are derived
from the analytical expressions from [40].

Algorithm 2 Fade statistics
1: N =< macro-scale time steps
2: M =< micro-scale population size
3: 𝑡Δ <= 5 sec
4: 𝑡𝛿 <= 0.1 ms
5: frac fade time =< count nonzero(𝑃𝑅𝑋 < 𝑃𝑡ℎ𝑟𝑒𝑠)/𝑀)
6: number of fades = 0
7: for 𝑇 = 1, 2, … , 𝑁 do
8: for 𝑡 = 1, 2, … ,𝑀 do
9: if 𝑃𝑅𝑋[𝑇, 𝑡] < 𝑃𝑡ℎ𝑟𝑒𝑠&𝑃𝑅𝑋[𝑇, 𝑡−1] > 𝑃𝑡ℎ𝑟𝑒𝑠 then

10: number of fades += 1
11: mean fade time <= frac fade time / number

of fades * (𝑡𝛿 * M)

3.5.3 Power penalty

When averaging 𝑃𝑅𝑋 from micro-scale to its macro-scale
variant, all information regarding fades is lost. In or-
der to keep this information, an additional power penalty
ℎ𝑜𝑢𝑡𝑎𝑔𝑒 is added, as defined in Equation 3.21. The nu-
merical computation of this loss is derived from the an-
alytical method proposed by [52]. However, instead of
only accounting for scintillation in [52], the method is ex-
tended to the combined signal 𝑃𝑅𝑋 with all micro-scale
fluctuations defined in subsection 3.3.3. 𝑃𝑚𝑖𝑛 in Equa-
tion 3.21 is obtained by setting a required outage proba-
bility, where 𝑃𝑚𝑖𝑛 is the minimum average power that is
needed to maintain this outage probability (set to 1% in
this study). The numerical computation is shown in the
pseudo-code in algo. 3.

ℎ𝑜𝑢𝑡𝑎𝑔𝑒 =
𝑃𝑚𝑖𝑛
𝑃𝑅𝑋,𝑎𝑣𝑔

(3.21)

Algorithm 3 Power penalty
1: required outage = 0.01
2: diff = inf
3: for 𝑃 in 𝑃_range do
4: outage =< count nonzero(𝑃𝑅𝑋 < 𝑃)/𝑀)
5: diff1 = abs(outage - required outage)
6: if diff1 > diff then
7: diff1 =< diff
8: 𝑃𝑚𝑖𝑛 =< 𝑃



3.6 Verification and Validation strategy
The V-model consensus is applied for verification and vali-
dation of the model. The numerical model is divided into
three levels, as shown in Figure 3.7: Single code func-
tions, sub-models and the integrated model. This study
has performed (1) verification at sub-model level, (2) con-
vergence analysis of the full model and (3) a full model
demonstration with respect to a defined use case.

Figure 3.7: Verification & validation steps in the V-model

3.6.1 Verification
The sub-models are extracted from literature and some
are modified wherever necessary, as explained for each
sub-model in 3.1 to section 3.5. Verification is performed
by successfully replicating the methods from literature
with dummy data, if possible. Additionally, numerical
and visual accuracy tests are performed for each sub-
model, after which they are integrated and successfully
verified again. A more detailed verification strategy, along
with an elaboration on the results, are found in Ap-
pendix C.

3.6.2 Convergence analysis
Convergence analysis is performed with two model pa-
rameters: (1) the macro-scale step size ΔT and (2) the
micro-scale population size 𝑀. These are selected based
on a prioritization of all model parameters. Stochastic
uncertainty and sensitivity are used as the two criteria
for this prioritization, because a combination of these are
considered to be critical for the model.
Additionally, a sensitivity analysis is performed for three
input parameters: (1) The transmitter aperture size 𝐷𝑡,
(2) the turbulence cut-off frequency 𝑓𝑐 and (3) the flight
route. For the first two, 4 different values are chosen. For
the last one, two routes are chosen that differ in cover-
age, such that their performance is different. Coverage
is defined here as the range of elevation between aircraft
and satellites. Table 3.7 shows the selected parameters
and their ranges. Regarding the performance metrics, the
outage probability and mean fade time are an important
measure for the convergence of the signal reliability and
the signal variance is a measure for the convergence of
the total signal. A threshold of 0.5 dB is used for signal
variance and 5% for the fading statistics. The analysis
is performed by simulating the model over the defined
range of the model parameters, for each combination of

input parameters, resulting in a total of 1200 runs.

The analysis shows that signal variance behaves similarly
in all cases, converging rapidly. However, convergence
of the outage probability and mean fade time is worse
for the high-coverage case. This can be explained by
weaker turbulence at a higher elevation regime, which re-
sults in insufficient fade samples for reliable statistics. As
divergence starts only at an outage probability lower than
0.1%, this is not considered as a problem. The largest pos-
sible ΔT at which the model still converges is 6 seconds.
The smallest possible micro-scale 𝑀 is 5 seconds. Fur-
thermore, 𝑓𝑐 only affects the mean fade time, but doesn’t
impact convergence. 𝐷𝑡 has a large impact on the mean
signal power and the model doesn’t converge for 𝐷𝑡 higher
than 8 cm for high coverage and 5 cm for low coverage.
The convergence analysis is discussed in more detail in
Appendix C section C.5.
Table 3.7: Selection of all parameters for the convergence analysis

Parameter Values
Model Step size ΔT (s) 1.0,...,10.0 (steps of 0.5)

Population size 𝑀 (s) 0.1,...,10.0 (steps of 0.5)

Input Flight route Oslo-Eneves

Sydney-Melbourne

Aperture 𝐷𝑡 (cm) 2.0, 5.0, 8.0, 10.0

Cut-off frequency 𝑓𝑐 (ms) 0.5, 0.75, 1.0, 1.5

Metrics Outage probability (%) 5.0

Mean fade time (%) 5.0

Signal power (dB) 0.5

3.6.3 Demonstration

Finally, the test case with the Oslo-Eneves flight route
is chosen for the demonstration, as this case includes a
larger range of performance due to its widely varying el-
evation. This test case is simulated and its results are
analyzed and compared to similar studies in literature in
chapter 4.

Chapter 4

Results and Discussion

4.1 Geometry

As described in section 3.6, two test cases are chosen for
the convergence analysis:

14
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1. The high-coverage route Oslo-Eneves
(59.9°N->68.46°N, 10.7°E->16.7°E)

2. The low-coverage route Sydney-Melbourne
(37.81°S->33.87°S, 151.21°E->144.96°E)

The distribution of the elevation angles and slew rates are
visualized for each link in Figure 4.1b as the performance
metrics regarding coverage and pointing, as described in
subsection 2.2.1. It shows an elevation range of 0° to 70°
for case 1 and 0° to 20° for case 2. Furthermore, higher
elevation angles correspond to higher slew rates up to a
maximum of 0.34 °/s at 70 ° elevation, which agrees with
the theoretical expression of Equation 4.1

Ω𝑚𝑎𝑥 = 𝑉𝑜𝑟𝑏𝑖𝑡/Δℎ = 2𝜋√
(𝑅𝑒𝑎𝑟𝑡ℎ + ℎ𝑠𝑐)3

𝜇𝑒𝑎𝑟𝑡ℎ
/(ℎ𝑠𝑐 − ℎ𝑎𝑐)

(4.1)

Looking at Figure 4.1a, we see that the Oslo-Eneves (blue
line) route is within reach of both planes, unlike Sydney-
Melbourne (orange line) that only links with one plane.
Oslo-Eneves also has a higher average link time than
Sydney-Melbourne (12.3 min versus 8.0 min), which is ex-
pected due to the higher coverage of the first. Finally, a
more or less constant increase is observed in the maximum
elevation reach for each link, visible in the Figure 4.1b by
the curve peaks moving towards the right. This can be
explained by the rotation of the earth, causing a constant
rotation of the aircraft with respect to the satellite con-
stellation.

4.2 Performance

A full demonstration is performed for case 1, as this case
includes a larger range of elevation angles, as seen in Fig-
ure 4.1b. The output of the end-to-end model with this
demonstration contains the performance metrics defined
in subsection 2.2.1, in the forms defined in Table 2.5.

4.2.1 Macro-scale

Figure 4.2 shows distributions of BER and 𝑃𝑅𝑋 that con-
sist of all microscopic samples throughout the full mis-
sion, thus without averaging. An outage probability of
8.0% is computed for 𝑃𝑅𝑋 and 8.2% for BER. Theoreti-
cally, the outage probability for 𝑃𝑅𝑋 and BER should be
the same here, as the power threshold 𝑃𝑅𝑋,𝑡ℎ𝑟𝑒𝑠 is derived
from the BER threshold 𝐵𝐸𝑅𝑡ℎ𝑟𝑒𝑠 by numerical inverting
the analytical expressions that compute BER from 𝑃𝑅𝑋
in Table 3.6. The error is thus likely introduced in this
numerical inversion. These distributions give a fair pre-
liminary insight at high level. However, this comes at the
cost of temporal information. Hence, Table 2.5 suggests
output types that include more information, such as time
series and link budgets.

(a) AC trajectories (blue and light orange), satellite
orbits (brown) and links (red)

(b) Coverage and slew rate CDF

Figure 4.1: Macro-scale geometric state 𝑈𝑇𝐺 of both test cases

Figure 4.2: CDF of 𝑃𝑅𝑋 and BER over the complete mission, in-
cluding all links

Each curve in the time series output of Figure 4.3 rep-
resents a separate link, where the differences in per-
formance are explained by different altitudes and wind
speeds during the climb and descent of the aircraft in
Figure 3.1, resulting in differences in turbulence. 𝑃𝑅𝑋,0
(yellow line) represents the macroscopic state U0,𝑇 and
𝑃𝑅𝑋,1𝑚𝑒𝑎𝑛 (blue line) represents U1,𝑇, averaged. When
adding the power penalty ℎ𝑜𝑢𝑡𝑎𝑔𝑒 the difference between
U0,𝑇 and U1,𝑇 increases to -10 dB at high elevation to
-80 dB at low elevation, confirming the relevance of mi-
croscopic information in the model. The difference is
larger at low elevations due to the exponential relation-
ship between turbulence strength and the power penalty
[52]. Furthermore, using a 2.5 Gbps data rate, the to-
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tal throughput modeled over the complete mission is 9.2
TB, out of a maximum of 13.5 TB over the total mis-
sion interval. Using the Shannon-Hartley theorem, the
maximum achievable data rate is much higher, indicating
the relevance of variable data rate techniques. Complete
communication outage (no throughput) occurs when 𝑃𝑅𝑋
is below the threshold (green line in Figure 4.3), which
corresponds to the assumption of communication outage
below 1% outage probability. With increasing eleva-
tion, the BER decreases, resulting in an increase of the
throughput, as expected in Equation 3.20. The BER
plotted in Figure 4.3 is without coding. When applying
coding, error-free communication is achieved above 5°-10°
elevation (BER = 1e-50), depending on the link.

Figure 4.3: Averaged 𝑃𝑅𝑋 (upper left), BER (upper right), through-
put (lower left) and channel capacity (lower right) at macro-scale
level

Link budgets are simulated for each macro-scale time step
ΔT, of which one is extracted at an elevation angle of 10°
in Table 4.1, for both uplink and downlink, and com-
munication and acquisition. As discussed in chapter 3,
system losses are treated as static losses, geometric losses,
attenuation, ST beam wander and WFE are treated as
deterministic macro-scale losses. The attenuation loss
is relatively high considering the high altitudes of the
aircraft, due to 0.97dB cloud loss on top of the 0.42dB
attenuation loss.

For the micro-scale losses, ensemble averages are taken
from the microscopic variables, with the additional
penalty ℎ𝑜𝑢𝑡𝑎𝑔𝑒 that accounts for the required outage
probability. For uplinks, the jitter at TX is dominant
(-2.7 dB) and all micro-scale losses add up to -4.9 dB
with a penalty of -11.2 dB. For downlinks, jitter at RX is
dominant (-2.0 dB) and all micro-scale losses add up to
-3.2 dB with a penalty of -8.3 dB. The difference in losses
is explained, firstly by the fact that uplink beam wander
fluctuations are stronger than downlink AoA fluctuations.
Secondly, scintillation for uplinks is more severe due to
turbulence occurring close to the receiver. Furthermore,
the large power penalties indicate the relevance of the
fading statistics with respect to mission performance.

The acquisition budget differs from the communication

budget through the much larger divergence angle of
300𝜇rad. This results in a much lower antenna gain and
thus a lower 𝑃𝑅𝑋. However, as the pointing errors are as-
sumed negligible, the only micro-scale loss is caused by
scintillation. The power penalty is neglected here, as the
sensitivity during acquisition is very high compared to the
sensitivity during communication.

Table 4.1: Link budget of uplink and downlink at 20° elevation

Term Unit Uplink Downlink
Comm Acq. Comm Acq.

TX
𝑃𝑇𝑋 dBm 43.0 43.01 43.02 43.02
𝜆 nm 1553.0 1553.0 1553.0 1553.0
Data rate Gb/s 2.5 0.0 2.5 0.0
𝜃𝑑𝑖𝑣,𝑑𝑖𝑓𝑓 urad 24.7 24.72 24.72 24.72
𝜃𝑑𝑖𝑣,𝑒𝑓𝑓 urad 25.7 300.0 25.73 300.01
𝜖𝑝𝑒 urad 4.0 0.00 3.60 0.00
𝜎𝑝𝑒 urad 3.4 0.00 3.30 0.00
𝐺𝑇𝑋 dB 101.17 79.5 101.17 79.49
𝑇𝑐𝑜𝑢𝑝𝑙𝑖𝑛𝑔 dB -1.0 -1.0 -1.0 -1.0
𝑇𝑊𝐹𝐸,𝑠𝑡𝑎𝑡𝑖𝑐 dB -0.7 -0.7 -0.71 -0.71
𝑇𝑝𝑒,𝑠𝑡𝑎𝑡𝑖𝑐 dB -0.2 -0.2 -0.17 -0.17

RX
Aperture mm 80.0 80.0 80.0 80.0
𝜖𝑝𝑒,𝑅𝑋 urad 3.6 0.00 4.00 0.00
𝜎𝑝𝑒,𝑇𝑋 urad 3.3 0.00 3.40 0.00
𝐺𝑅𝑋 dB 104.18 104.2 104.2 104.2
𝑇𝑐𝑜𝑢𝑝𝑙𝑖𝑛𝑔 dB -1.0 -1.0 -1.0 -1.0
𝑇𝑊𝐹𝐸,𝑠𝑡𝑎𝑡𝑖𝑐 dB -0.7 -0.7 -0.7 -0.7
𝑇𝑠𝑝𝑙𝑖𝑡𝑡𝑖𝑛𝑔 dB -0.5 -0.3 -0.46 -0.35
𝑇𝑝𝑒,𝑠𝑡𝑎𝑡𝑖𝑐 dB -0.4 -0.4 -0.46 -0.46

Free space
Range km 3102.6 3102.6 3102.6 3102.6
Elevation deg 10.1 10.1 10.1 10.1
𝑇𝑓𝑠 dB -268.0 -268.0 -268.0 -268.0
Channel (macro)
𝑇𝑎𝑡𝑡 dB -1.78 -1.78 -1.78 -1.78
𝑇𝐵𝑊,𝑆𝑇 dB -0.001 -0.001 -0.0 -0.0
𝑇𝑊𝐹𝐸 dB -0.04 -0.04 -0.04 -0.04
Channel (micro)
ℎ𝑇𝑋 jitter dB -2.7 0.00 -0.6 0.00
ℎ𝑅𝑋 jitter dB -1.3 0.00 -2.0 0.00
ℎ𝑠𝑐𝑖𝑛𝑡 los dB -0.9 -0.9 -0.6 0.6
ℎ𝑝𝑒𝑛𝑎𝑙𝑡𝑦 (1%) dB -11.2 0.00 -8.3 0.00

RX signal
𝑃𝑅𝑋,0 (static) dBm -26.2 -47.0 -26.3 -47.0
𝑃𝑅𝑋 (dynamic) dBm -42.7 -47.9 -37.6 -47.6
Tracking 𝑃𝑅𝑋 dBm -52.2 -56.5 -47.1 -56.5
Foot sprint m 76.7 930.8 76.7 930.8

Link margin
Threshold BER 1.0e-6 1.0e-6
(1.0e-6) PPB 73.1 156.7

dBm -46.3 -43.0
Threshold
tracking

dBm -65.0 -65.00 -65.00 -65.00

Link margin dB 3.6 5.4
Link margin
tracking

dB 12.8 8.2 17.8 8.5
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4.2.2 Micro-scale
Figure 4.4 shows the micro-scale time series of 𝑃𝑅𝑋 and
BER at three macro-scale time steps ΔT: At 10°, 30° and
69°. The behaviour of 𝑃𝑅𝑋 and BER are consistent, look-
ing at the corresponding minima of the blue curve at 1361
ms, 1374 ms and 1434 ms. The observed high 𝑃𝑅𝑋 margins
correspond to very low BER values. A minimum BER of
1e-50 is used. Looking at the temporal behaviour, an in-
crease in elevation causes an increase in frequency. This
can be explained by the fact that the cut-off frequency of
turbulence increases with increasing elevation, due to the
higher transverse wind speeds (Equation 3.15).

Figure 4.4: Micro-scale evaluation of 𝑃𝑅𝑋 and BER at 10° elevation

As explained in subsection 3.3.3, the spectra of both tur-
bulence and platform jitter are flat, resulting in a flat
spectrum of 𝑃𝑅𝑋 in Figure 4.5 (right). Again, three macro-
scale time stepΔT, at 10°, 30° and 69° are plotted. The
total area of the PSDs decreases with decreasing eleva-
tion. This is expected as lower elevation results in a
lower 𝑃𝑅𝑋, which is equal to the area beneath the curve.
Furthermore, despite the varying turbulence cut-off fre-
quency, all spectra seem to stop around 100 Hz, which
is equal to the cut-off frequency of the platform jitter.
The auto-correlation function of 𝑃𝑅𝑋 at 10° elevation in
Figure 4.5 (left) indeed reveals covariance between 𝑃𝑅𝑋(𝑡)
and 𝑃𝑅𝑋(𝑡+𝜏) for 𝜏 up to 10 ms (100 Hz), indicating that
the platform jitter frequency dominates the temporal be-
haviour. However, for higher elevation angles of 30° and
69°, covariance decreases to around 3 ms to 5 ms, indicat-
ing a more dominant turbulence frequency, likely due to
the large transverse wind speeds in this elevation regime.

Figure 4.5: Normalized auto-correlation function (left) and the PSD
(right) of the micro-scale at three time steps

Fading statistics are plotted against the elevation angles
in Figure 4.6, where again each curve represents one link.
The fractional fade time and the number of fades behave
similarly, which is expected, as the fractional fade time is

defined as the fraction of fades in one microscopic pop-
ulation, described in algo. 2. Erratic behaviour starts
approximately below 100 fades for all links, after which
all statistics diverge. Before this threshold, the mean fade
time decreases with increasing elevation, from around 200
ms to 1 ms. This is expected as higher elevation induces
weaker turbulence with a higher frequency (Figure 4.4).
resulting in both weaker and shorter fades.

Figure 4.6: Fractional fade time (left), number of fades (left) and
mean fade time (right) of each microscopic evaluation

4.3 Comparison with literature
The results of our end-to-end model are compared to ex-
isting models in literature and measurements from exper-
iments. This is done for both the macro-scale and micro-
scale results.

4.3.1 Macro-scale

The average channel capacity of a communication link be-
tween an aircraft flying at 10 km and a LEO constellation
is modeled by [21] using a probability model. It estimates
a capacity of 16.2 Gbps for a constellation at 1200 km
altitude, which is lower than the average capacity of 29.3
Gbps in Figure 4.3. This is is likely due to the lower car-
rier frequency of [21] or the fact that [21] permits negative
elevation angles down to -3°. Looking at RF systems, the
throughput per receiver gateway antenna for the initially
deployed Starlink constellation is approximately 7.1 Gbps
[4] without ISL. Looking at the capacity in Figure 4.3,
this can be well exceeded by our model, as expected for
FSO systems. The modeled throughput for the uplink
in Figure 4.3 is set at 2.5 Gbps, but the 𝑃𝑅𝑋 margins in
Figure 4.3 indicate that higher throughput is possible.

Due to a lack of link budget models regarding the selected
ASL use case, the link budget in Table 4.1 is compared
to a ground-to-GEO model in [13]. Considering the dif-
ference in the use cases, the models agree well with each
other, except for three observations. (1) A ground-to-
GEO uplink has a much smaller beam divergence in or-
der to decrease the free space loss (289.7 dB), as opposed
to our case of aircraft-to-LEO links, where a larger beam
divergence is preferred to alleviate pointing errors. (2)
Atmospheric attenuation is similar for both cases, except
for the cloud losses, which are less significant for ASL. (3)
The turbulence effects of beam wander, scintillation and
WFE in [13] are more severe (-8.6 dB) due to the highly
turbulent boundary layer below 2 km, as opposed to the



weak turbulence in ASL due to high altitudes. However,
our model shows a higher total turbulence loss due to the
power penalty, which leads to believe that our model is
stricter.

4.3.2 Micro-scale

The results of this study show similarity with the
Power Vector Geneneration tool (PVGeT) developed by
Deutsches Zentrum für Luft- und Raumfahrt (DLR), to
analyse LEO-to-ground downlinks [7, 53]. Here, unstable
behaviour is also visible for strong fades, due to insuffi-
cient statistics. The simplification of a flat spectrum in
Figure 3.4 doesn’t lead to large difference of temporal
behaviour compared to [7, 53]. For a LEO-to-ground
downlink correlation times of 1.2 ms are measured (where
the auto-covariance function has decreased to 50%) [53].
This is slightly lower than the simulated correlation time
of 2.5 ms at 10° Figure 4.5, which is expected due to a
higher wavelength in [53]. When increasing the elevation,
the correlation time decreases to 1.5 ms due to increasing
transverse wind speeds (Equation 3.15), as expected.

Measurements during the LOLA mission, an air-to-GEO
uplink [54], show a BER range of 10−2 to 10−7, which is
roughly equal to the simulated BER at an elevation be-
tween 10° to 20° in Figure 4.3. Where the BER time series
in [54] is constant due to a constant elevation in GEO, the
simulated BER shows much better performance at higher
elevation. This comparison is realistic as the LOLA mis-
sion is performed at a lower aircraft altitude of 9 km and
with a larger propagation path of 40.000 km. Further-
more, 𝑃𝑅𝑋 measurements of a LEO-to-ground downlink
in [55] show very similar behaviour of the power scin-
tillation index with varying elevation, compared to our
model, taking into account slightly lower values in [55] do
to stronger turbulence.

Chapter 5

Conclusion

An FSO communication mission with a satellite constel-
lation involves multiple physical processes defined at four
time scales. Firstly, there are (1) platform dynamics, with
a frequency of minutes to hours. Secondly, considering
a LEO constellation there is a (2) link frequency of 5 to
10 min, where atmospheric attenuation occurs. At lower
time scales, (3) atmospheric turbulence and platform vi-
brations occur between each 1 to 100 milliseconds, and
(4) bit transportation and processing occur in the order of

nanoseconds. A model is proposed that integrates all the
above processes, such that it can model such a mission
end-to-end. This model can prove useful for the analysis
and verification of complete GSL, ASL and ISL missions,
and helps increase our knowledge of the combined physi-
cal processes during these missions. A use case of an ASL
mission is chosen in this study in order to investigate the
communication potential between aircraft and satellites.
A modular design approach aids a model extension to the
other mission use cases.

To integrate the above processes and model a satellite
communication mission end-to-end, the MMM is pro-
posed, which combines the TPCWM and the HMM. Sub-
models have been developed and verified for each process
and connected in the multi-scale framework. Conver-
gence analysis is performed with respect to the most
critical model parameters. Finally, the model is demon-
strated with a test case consisting of an aircraft flight
route between two airports in Norway and a polar-orbit
constellation at 1200 km altitude.

This demonstration shows that a numerical simulation of
a 1.5-hour mission takes approximately 6 minutes with
8 GB RAM using a normal PC. Macro-scale platform
dynamics and micro-scale platform jitter are the most
dominant effects with respect to communication perfor-
mance for ASL links. Updating the macro-scale solution
with the micro-scale solution results in a signal power dif-
ference of 10dBW to 80dBW, depending on the strength
of the atmospheric channel.

The model is not yet validated with respect to experi-
mental data due to a lack of historical demonstrations.
However, the end-to-end model shows realistic output of
the mission performance metrics when compared to other
models and measurements. It also allows insight into
the dependencies between the macro-scale and micro-scale
processes.
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Appendix A

Research Objectives

This thesis research is performed as a collaboration be-
tween the TU Delft and Airbus Netherlands and is mo-
tivated by the FSO communication service program Ul-
traAir. The research is driven by its two contributions.
First, the end-to-end model should be applicable to ac-
tual communication missions. Second, the MMM should
successfully and efficiently integrate all the defined physi-
cal processes that are present in such missions. Based on
these drivers, the research objectives are defined, which
drive the research direction and function as a reflection of
the outcome of the research. The objectives are broken
down into lower-level questions as follows:

1. Develop a method that combines all relevant pro-
cesses within a global free-space optical communi-
cation mission between one aircraft and a satellite
constellation.

(a) Which existing methods can be used to inte-
grate all relevant processes 1 separately?

(b) Which methods can be used to integrate these
processes?

(c) Which methods can be applied to speed up the
simulation?

2. Using this method, simulate the performance of
such a mission.

(a) Which metrics should be modeled to obtain
useful information for mission analysis?

(b) How should these metrics be visualized?

3. Allow the model to be extended to ground-to-
satellite and inter-satellite missions.

(a) How can one implement versatility in the
model?

(b) How can one create separate modules for all
sub-models in the model?

Appendix B

Multi-scale method

B.1 The Time-parallel compound
wavelet method

The TPCWM builds on the time-parallel (Parareal) ap-
proach [29]. This approach consists of a coarse-scale so-
lution and a corresponding ne-scale stochastic solution,
which is coarse-grained to be consistent with the coarse-
scale solution at least to the first order. The coarse-scale
solution y𝑐(𝑛) is generated with a coarse propagator GΔ𝑇.
The fine-scale solution is then generated for each time
step T𝑛, in parallel, with a fine propagator F𝛿𝑡. This is
represented by the right term of the right side of Equa-
tion B.1. Then, the fine-scale solution y𝑘𝑓(𝑛) is used to
iteratively correct the coarse-scale solution y𝑘+1𝑐(𝑖) at each
time step T𝑛 in serial, represented by the left term of the
right side of Equation B.1.

y𝑘+1(𝑛+1) = y
𝑘+1
𝑐(𝑛+1)+Δ𝑘𝑛+1 = GΔ𝑇 (y

𝑘+1
𝑛 )+[F (y𝑘𝑛) −GΔ𝑇 (y𝑘𝑛)]

(B.1)
The disadvantage of the time-parallel approach is that the
fine-scale solution is to be propagated for each time seg-
ment ΔT = 𝑇𝑛+1 − 𝑇𝑛, increasing the computational cost
considering very fine-scale processes. To alleviate this
problem, a compound wavelet method (CWM) is used.
This feature allows the fine-scale solution to be propa-
gated over a fine-scale time interval t𝑓𝑖𝑛𝑒, then converted
to a compound wavelet, described on page 4 in [16], and
then used to update the coarse response (the right term
of the right side of Equation B.1).
This method is applicable to problems where stochastic
fine-scale processes and deterministic large-scale processes
have to be coupled [16]. Our model consists of stochastic
turbulence and jitter processes at micro-scale level and
all other processes are considered deterministic, making
this method suitable for the model. However, there are
numerous disadvantages. First, the fine-scale solution is
assumed to be stationary at each fine-scale time inter-
val t𝑓𝑖𝑛𝑒, which doesn’t necessarily have to be a disad-
vantage but might become a problem for highly dynamic
problems. Second, first-order similarity is required be-
tween the coarse grained y𝑓(𝑛) and y𝑐(𝑛). Atmospheric

1Relative platform dynamics, satellite handover process, atmospheric attenuation and turbulence, platform vibrations, noise, signal de-
tection and processing.
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turbulence may have a significantly large effect on the so-
lution in strong turbulence regimes. Due to its highly
stochastic nature, it is difficult to estimate its degrada-
tion effects in the coarse-solution and thus this first-order
similarity cannot be guaranteed. Finally, a combination
of both the time parallel approach of [29] and the CWM
of [16] increases complexity. For these reasons, another,
less complex model is preferred for our specific problem.
However, the notion of the time parallel approach will be
used for the simulation of the macro-scale and micro-scale
processes in our model.

B.2 The Coarse-grained Monte Carlo
method

The CGMCM method uses a statistical framework that
combines variables of microscopic processes with variables
of macroscopic processes with a coarse-graining method.
First, the microscopic processes are simulated with a lat-
tice grid, where each cell in the grid represents the proba-
bility of occupancy of that cell. The processes at this level
are assumed Markov random fields, meaning that these
are ultimately stochastic processes. As visualized in Fig-
ure B.1, coarse graining is performed by using stochastic
closures of a group of cells.
The two requirements of a suitable application are (1)
clear time scale separation and (2) a very large macro-
scale domain. The former is defined by local equilibrium
of microscopic processes over short time intervals. The
latter results from the fact that a stochastic approach re-
quires sufficient statistical data. First, [30] states that the
method can be extended to multiple time scales. How-
ever, the macroscopic time scales in our model (mission
level and link level) are quite close and a clear-cut sepa-
ration might thus be difficult. Additionally, due to its in-
herently stochastic approach with Markov random fields,
this method is less suitable for the deterministic processes
in our model. Therefore, another method is preferred for
our problem.

Figure B.1: A visualization of the CGMC method, with courtesy
from [30]

B.3 Heterogeneous Multi-scale Method

The Heterogeneous multi-scale method (HMM) is a
generic approach to combining multiple time scales, typ-

ically used for problems containing ordinary differential
equations (ODE) or molecular models [15]. A more de-
tailed explanation of the basic steps of the HMM is as
follows:

1. Simulating macro-scale behaviour
For macroscopic time step T𝑖, the macroscopic state
U𝑇 is simulated.

𝑇 = 𝑇𝑏𝑒𝑔𝑖𝑛 , 𝑇𝑏𝑒𝑔𝑖𝑛 + Δ𝑇,… , 𝑇𝑒𝑛𝑑 (B.2)

2. Simulating the micro-scale behaviour
Using local constraints of U𝑇, the microscopic state
𝑢𝑡 is simulated at each microscopic time step 𝑡 for
a total of 𝑀 steps.

𝑢𝑛,𝑚+1 = 𝑆𝛿𝑡(𝑢𝑛,𝑚; 𝑈𝑛), 𝑡 = 0, Δ𝑡, … ,𝑀 − 1 (B.3)

3. Processing data
The microscopic data is processed with operator D𝑀
such that it can be used for the macroscopic solver.
Here, an averaging method can be used for example.

𝐷𝑛 = 𝐷𝑀(𝑢𝑛,0, 𝑢𝑛,1, ..., 𝑢𝑛,𝑀), (B.4)

4. Simulating the macro-scale behaviour
Using the data 𝐷𝑛, the macroscopic state 𝑈𝑛 is
propagated to time step 𝑛 + 1.

𝑈𝑛+1 = 𝑆Δ𝑡(𝑈𝑛; 𝐷𝑛) (B.5)

Figure B.2 shows the interaction between the macro-scale
domain and the micro-scale domain. Due to its generic
approach, this method can be reshaped such that it can
fit a specific problem, making the method suitable for
our model. Furthermore, its versatility also allows for
any modifications of the model in case of extension to
other missions, such as GSL or ISL. However, step 4 of
the HMM uses a serial propagation operator 𝑆Δ𝑡 of the
macro-scale solution, where each time step is evaluated
with information of the former time step. This reduces
the performance in terms of efficiency. By combining the
HMM with the TPCWM, a time parallel approach can be
used instead of the serial approach, increasing efficiency.

Figure B.2: Visualization of HMM, with courtesy from [15]

B.4 Sequential modeling
An analysis is performed to check the feasibility of this
method. This is done for 1 aircraft-to-satellite link.
The micro-scale model is decoupled from the macro-scale
model and simulated separately. The micro-scale model
depends on m macroscopic variables, thus the micro-
scale simulations have to be performed with constraints
of these m variables. To accurately map the micro-scale
model to the macro-scale model, the micro-scale simula-
tion is performed over a range of values of each of the m



variables.

Table B.1 shows the microscopic variables that are a func-
tion of the macroscopic variables. The state of the satel-
lites (position and velocity) has a significant effect on the
wind speed, through the slew rate, and thus on the cut-
off frequency of turbulence 𝜔𝑡. The aircraft state has the
same effect through its cruise speed, but also its altitude
significantly affects the turbulence strength through 𝐶2𝑛
and 𝑟0. Then, the slant range naturally influences 𝑃𝑅𝑋
through the free space loss ℎ𝑓𝑠 and the attenuation loss
ℎ𝑎𝑡𝑡. Additionally, this range also affects the turbulence
strength and frequency, as the speckle size at the receiver
increases with an increasing slant range. Furthermore,
cloud losses are currently a static loss, but adding a time-
dependent cloud distribution to the macro-scale model
will affect 𝑃𝑅𝑋 at micro-scale due to varying losses. Fi-
nally, the data rate is currently fixed too, but changing
this to a varying data rate will affect the bandwidth fil-
ters 𝐵𝑜, 𝐵𝑒 at the receiver as well as the noise 𝜎𝑛. For
a preliminary analysis, only the slant range is taken as a
constraint over which we simulate the micro-scale model.

Macro variable Dependent micro variable
Satellite states 𝑣𝑟𝑚𝑠, 𝜔𝑡
Aircraft state 𝑣𝑟𝑚𝑠, 𝐶2𝑛 , 𝜔𝑡
Slant range 𝑃𝑅𝑋, 𝐶2𝑛 , 𝑟0, 𝜔𝑡

Clouds 𝑃𝑅𝑋
Data rate 𝐵𝑜, 𝐵𝑒, 𝜎𝑛

Table B.1: Dependent variables

The macro-scale model is simulated once, obtaining the
macro-scale solution. The micro-scale model is simulated
for multiple steps of the slant range, after which the micro-
scale solution (the fine solution) is mapped on the macro-
scale solution (the coarse solution). To analyse the sen-
sitivity of step sizes, multiple simulations are performed,
each with a different step size. Figure B.3 shows this sen-
sitivity. It can be seen that the mapping becomes less
accurate in the low-elevation regime. When using small
step sizes, however, a mapping accuracy of less than 0.25
dB of 𝑃𝑅𝑋 can be achieved. However, around 1.500 micro-
scale evaluations are needed here. Assuming 10 links and
5 macroscopic variables instead of one, this amounts to
75.000 micro-scale evaluations for a complete mission.

Figure B.3: Sensitivity analysis of the mapping of the micro-scale
solution onto the macro-scale solution of the sequential method

To reduce this, micro-scale simulation can be performed
with larger step sizes and then interpolated, which is done
for BER in Figure B.4, where cubic spline interpolation
is used. This works well for the uncoded BER. When
introducing non-linearities to the solution, which is the
case with the coded BER, cubic spline interpolation is
not sufficient anymore. Hence, the required interpolation
method in case of additional non-linearities likely becomes
costly. To conclude, this method is deemed insufficient
for this specific problem, because many evaluations are
required due to many dependencies between the macro-
scale and the micro-scale model. Interpolation could mit-
igate this problem but could become costly itself when
non-linearities are added to the model, such as FEC cod-
ing.

Figure B.4: Macro-scale solution of 𝑃𝑅𝑋 and BER, using the sequen-
tial method with interpolation

1step 4 covers the results of a full simulation, covered in chapter 4
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Appendix C

Verification

C.1 Strategy

The verification strategy for the model is set up as shown
in Figure C.1. Integration happens in steps 1 and 2. All
sub-models are first verified separately in step 1. Then,
the sub-models are integrated at macro-scale level as well
as micro-scale level. These steps discussed in section C.2,
C.3 and C.4. After integration, steps 3 and 41 are per-
formed for the full model, where a specific mission use
case is selected. Step 3 covers a convergence analysis of
the model, discussed in section C.5. All identified verifi-
cation tests for steps 1 and 2 are shown in Table C.1.

C.2 Mission and Link level

C.2.1 SC propagation

The chosen satellite constellation, used in the case study
in chapter 4, is tranche 0 of the the constellation operated
by SDA. As it is planned to operate as the first optical
constellation with uplinks and downlinks, it is considered
a representative case. This constellation consists of 2
planes with 14 satellites in each plane. The 2 planes are
equidistantly divided by separating the right ascension of
the ascending node (RAAN) by 180°. Each satellite in a
plane is equidistantly divided with a true anomaly differ-
ence of 25°. The propagated Kepler elements of this orbit
are plotted in Figure C.2. The fluctuations are caused by
the Earth’s J2 term.

Looking at the research objectives, the drivers of the veri-
fication of the propagation model are speed and accuracy.
However, the sensitivity of the satellite state is consid-
ered quite low with respect to the link performance, as
a positional error will result in a very small error of the
free space loss. With this in mind, the simplest model is
chosen, while still maintaining sufficient accuracy. Three
aspects are analyzed: The type of integrator, the accel-
eration model and the propagation step size. Fixed step
Runge-Kutta 4 (RK-4) and Runge-Kutta 7 (RK-7) are
considered. First the minimum allowable step sizes are
determined for both integrators by comparing a simulated
unperturbed orbit with a theoretical Kepler orbit, which
is done for a satellite from the constellations of Starlink

and SDA. The magnitude of the largest positional error
between the Kepler orbit and the simulated unperturbed
orbit is plotted in Figure C.3a and Figure C.3b. It shows
that the accuracy increases (error decreases) with a de-
creasing step size up to the point that erratic behaviour
starts. This region should be avoided as it is unpredictable
due to dominant rounding errors. At larger step sizes, the
truncation error is dominant. For the SDA satellite, the
minimum step size is around 7 seconds and 50 seconds for
RK-4 and RK-7, respectively. For the Starlink satellite,
this decreases slightly to 5 seconds and 43 seconds. This
is due to larger dynamics at a lower altitude of 550 km
instead of 1000 km for SDA, which enhances the effect of
the truncation errors.

Figure C.2: Kepler elements of 3 satellites from the SDA satellite
constellation

(a) Satellite of SDA tranche 0 constellation

(b) Satellite of Starlink constellation

Figure C.3: A minimum step size analysis for an unperturbed Earth
orbit for 2 cases RK-4 and RK-7 for the orbits of SDA and Starlink.

For the selection of an acceleration model, the sensitiv-
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Figure C.1: Overview of the integration steps taken during verification of the sub-models. First, each sub-model is verified separately, as
is shown in Table C.1. Then, they are integrated and verified again.

ity of the most dominant acceleration terms is analyzed.
For this, we start with a single Earth point-gravity ac-
celeration a𝑝𝑚. Each acceleration is then analyzed by
extending a𝑝𝑚 with this acceleration and comparing the
new acceleration with the old a𝑝𝑚 in terms of the posi-
tional difference (magnitude). The SDA constellation is
chosen, as this is also used for the results in chapter 4.
This can be seen in Figure C.5a and Figure C.5b.

Figure C.4: Comparison of the integrators RK-4 and RK-7 with
their corresponding minimum step sizes

Figure C.5b shows the sensitivity of the third body terms
of the moon, Mars, Moon, Sun and solar radiation. Fig-
ure C.5a shows the sensitivity of Earth’s most dominant
gravitational anomalies through the terms of the spherical
harmonics. These are compared to the J2 term in order
to better visualize their effects. The J2 term itself has
the largest effect, equaling a maximum of 150 km, and
is added to the acceleration model. All other terms are

neglected due to their small influence. All spherical har-
monic terms except for J2 don’t exceed 1 km positional
difference, equaling 0.005 dB free space loss. The third
body terms and solar radiation don’t exceed a positional
difference of 12.5 m, equaling 0.0006dB free space loss.

Finally, the integrators are compared with each other by
propagating a SDA satellite and plotting the magnitude
of the positional difference between the two propagations.
This is done with the minimum step sizes for each inte-
grator. From Figure C.4 a maximum positional very dif-
ference of 1 m is observed. Due to negligible difference
between the two integrators for this type of orbit, RK-4
is selected, as it is less computationally costly.

C.2.2 AC propagation

Aircraft trajectories are extracted from an ADS-B
database ’Opensky’ [36] as shown in Figure C.6. The
counts in the color map indicate the number of ADS-B
signals that are transmitted from the aircraft. The dark
blue regions of the trajectories have little data with even
a few outages (no data transmitted at all), which are vi-
sualized as gaps in the trajectory. The flight parameter
curves in Figure C.7 can be linearly interpolated to fill
these outages and obtain a continuous trajectory.
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Table C.1: Verification overview of all sub-models (step 1 and 2 in Figure C.1)

Level Sub-model Verification
Mission SC • Sensitivity of accelerations

propagation • Accuracy of integrator and step size
• Visualization of constellation: Kepler elements plot
• Visualization of constellation: 3D trajectory

AC • Visualization of flight route: 2D on earth map
propagation • Accuracy of interpolation

• Transformation from ECEF to ECI
Routing model • Plot 3D trajectories

• Verify link times and number of links
• Verify acquisition time

Link Atmospheric model • Comparison of ISA model with literature [39]
Combined • Verify elevation and slew rate for all links

• Visualize 𝑃𝑅𝑋,0 time series
• Comparison of static link budget with literature [52]

Channel Turbulence model • Check Bufton wind speed model behaviour for different altitudes and air speeds
• Comparison of Hufnagel-Valley model for 𝐶2𝑛 with literature [42]
• Comparison of turbulence frequency with literature [43]
• Comparison of all variances (intensity, power and displacement) with literature [42]
[8]
• Analyse all turbulence parameters for different elevation angles, uplink and downlink

MC • Verify numerical distributions with theoretical values
Power vector tool • Verify PSD and Fourier-transform of all numerical distributions

• Verify validity of sum of distributions TX and RX
• Verify validity of product of distributions ℎ𝑡𝑜𝑡
• Analyse all turbulence fluctuations for different elevation angles

Bit Noise model • Visualization of noise contributions: Plot over range of 𝑃𝑅𝑋 dummy data
Detection & • Visualization of BER: Plot against SNR and 𝑃𝑅𝑋 for each detection and modulation

combination
Modulation • Comparison of BER and SNR with literature [28, 47]

• Comparison of preamplifier effect (gain and noise factor) with literature [47]
Coding model • Comparison of Reed-Solomon model with literature [26, 51]

Processing Fading statistics • Verify statistics over a small time series
Power penalty • Comparison of penalty and scintillation index with literature [52]

Combined • Visualize 𝑃𝑅𝑋 time series
• Visualize BER time series

(a) Acceleration terms of Earth spherical harmonics

(b) Acceleration terms of Moon/Mars/Sun 3𝑟𝑑 body and Sun radiation

Figure C.5: Sensitivity analysis of acceleration terms

Figure C.6: Aircraft trajectories of Oslo-Eneves (left) and Sydney-
Melbourne (right)

In order to obtain the relative geometry between the prop-
agated aircraft and the satellites, all vehicles need to
be in the same coordinate system. For this reason, the
aircraft state is transformed from the Earth-Centered-
Inertial (ECI) coordinate system. As the state is origi-
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nally expressed in the longitude, latitude, altitude (LLA)
coordinate system, first a transformation is performed
from LLA to Earth-Centered-Earth-Fixed (ECEF), and
then from ECEF to ECI. Figure C.8 shows the aircraft
trajectory in the ECEF system and the ECI system. As
expected, the ECEF trajectory is shifted towards the right
relative to the ECI trajectory, as the ECEF system in-
cludes the rotational spin of the earth. The magnitude of
the positional difference is 802.7 km.

Figure C.7: ADS-B parameters from flight route Oslo-Eneves (Raw
data and linearly interpolated data)

Figure C.8: The same trajectory of the Oslo-Eneves flight route in
the ECEF and ECI coordinate system.

C.2.3 Routing model

The routing model uses the algorithm as seen in algo-
rithm 1. To maximize the insight of these verification
steps, two existing constellations are modeled: Starlink
and OneWeb. The trajectories of the satellites are ex-
tracted from TLE data from Celestrak [celestrak] and
propagated in Tudat. Figure C.9 shows the link selection
between one aircraft, flying from New York to Los Ange-
les, and OneWeb (Figure C.9b) or Starlink (Figure C.9a).
The routing model optimizes the link time in combination
with the highest elevation overpass. Looking at OneWeb,
all links are approximately the same length, due to the
minimum elevation constraint of 0° and the fact that each
linked satellite moves approximately in the same direction
north, due to the polar orbits. Starlink contains more
links that are shorter.

C.2.4 Atmospheric model

The attenuation model is derived from the ISA model [39].
The attenuation in Figure C.10 is plotted against the alti-
tude and follows the same curve as the pressure and num-
ber density profiles on page 20 in [39]. This is expected
as the method directly relates attenuation to the pres-
sure and number density. The model also depends on the
zenith angle, which changes the attenuation as the prop-
agation distance through layers with distinct attenuation
coefficient changes. This is also visible in Figure C.10,
where larger zenith angles result in larger attenuation.

(a) Link selection with Starlink

(b) Link selection with OneWeb (500 satellites)

Figure C.9: Constellation trajectories (orange), aircraft route New
York-Los Angeles (black) and link selection (colored)

Figure C.10: Attenuation profile based on the ISA model [39]
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C.2.5 Combined macro-scale domain

The elevation, slew rate and the signal power 𝑃𝑅𝑋,0 are
analyzed in chapter 4. Figure 4.1b shows distributions of
the elevation and slew rate for all links. Figure 4.3 shows
a 𝑃𝑅𝑋,0 time series. A cross-section of 𝑃𝑅𝑋,0 is elaborated
in the link budget in Table 4.1.

C.3 Channel and Bit level

C.3.1 Turbulence model

Wind speed from the Bufton model is plotted against a
height profile up to 20 km in Figure C.11 (left) for var-
ious aircraft wind speeds and satellite slew rates. The
wind speed profile that is used for the turbulence strength
(blue line) neglects aircraft speed and slew rate. The
wind speed profile that is used for the turbulence cut-off
frequency (green and orange lines) includes these terms.
Both aircraft speed 𝑉𝐴𝐶 and satellite slew rate have a sig-
nificant impact on the RMS of the wind profile 𝑉𝑟𝑚𝑠. 𝑉𝐴𝐶
creates an offset of the wind profile and the slew rate tilts
the profile upwards, thus having the largest impact at
higher altitudes. The corresponding 𝑉𝑟𝑚𝑠 for each wind
profile results in different 𝐶2𝑛 profiles in Figure C.11 (right)
with the same colours. When setting the same parame-
ters, it matches the theoretical values as simulated by [40].
𝑉𝑟𝑚𝑠 has a large effect on the ’bubble’ around 10 km alti-
tude both variables have a large impact on the size of the
’bubble’ around 10 km altitude. The blue line includes
the effect of the Earth’s boundary layer, parameterized
as term 𝐴 in the HV model. As it seizes to have any im-
pact above 1 km altitude, this term is neglected in our
model.

Figure C.11: Wind speed (Bufton model) and 𝐶2𝑛 (Hufnagel-Valley
model)

Regarding scintillation, propagating plane waves are as-
sumed for the downlink and Gaussian waves for the up-
link. As mentioned in subsection 3.3.2, the Gaussian as-
sumption is simplified to the limiting case of a spherical
wave. Intensity scintillation is computed for weak turbu-
lence theory (Rytov) and a general theory, as proposed in
[40]. Then, the power scintillation index 𝜎2𝑃 is computed

using an aperture averaging effect, described in [40]. Fig-
ure C.12a shows the behaviour of these types of scintilla-
tion for both uplink (top) and downlink (bottom). When
setting the same parameters, it matches the theoretical
values as simulated [40]. The weak theory gives the same
scintillation index as the general theory up to 83°, indi-
cating a weak turbulence regime. Furthermore, the power
scintillation index is almost identical for the uplink, indi-
cating the negligible aperture averaging effect. This is
not the case for the downlink. A more detailed analysis
in Figure C.12b shows indeed that aperture averaging for
the uplink becomes non-negligible for receiver apertures
above 30 cm. For the downlink, our selected receiver aper-
ture of 8 cm already shows significant aperture averaging
effects.

(a) Scintillation index (intensity and power) for weak and strong turbu-
lence theory, for uplink and downlink

(b) Power vs. Intensity scintillation

Figure C.12: Scintillation index for various zenith angles

As shown in Figure C.13, the spectrum of the signal inten-
sity due to turbulence varies for different elevation angles.
An increase in cut-off frequency for higher elevation an-
gles results in a spectrum shift to the right. This change
is caused by the transverse wind speed and the speckle
size, as defined in Equation 3.15. An increase in elevation
results, and thus a longer slant range, results in a larger
speckle size and thus lower frequency. However, the influ-
ence of the wind speed is much higher at a cruise speed
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of around 250 m/s (Figure C.7, leading to an increase of
the cut-off frequency. This is confirmed by Figure C.14,
where an increase in both transverse wind speed and cut-
off frequency is observed. At 0° elevation, aircraft speed
has no contribution and in the transverse wind speed in
Equation 3.13.

Figure C.13: PSD of power scintillation

Figure C.14: Turbulence cut-off frequency and transverse wind
speed versus elevation

Turbulence model parameters are computed for various el-
evation angles and for uplink and downlink in Table C.2.
It can be seen that turbulence levels generally decrease
with an increasing elevation angle, as expected. Further-
more, downlinks are less distorted than uplinks, mostly
due to the lower scintillation. This is also expected, as up-
links already experience distortion in the near field, which
can propagate and increase further in the far field. We can
see that below 5° elevation, weak turbulence transitions
to moderate-strong turbulence (𝜎2𝐼 1) and the assump-
tion of weak turbulence becomes invalid. In this regime,
the approximation of the power scintillation index 𝜎2𝑃 also
becomes invalid. Above 10° elevation, turbulence is weak
(𝜎2𝐼 « 1). Here, the relation between 𝜎2𝐼 and 𝜎2𝑃 agree with
Figure C.12a and Figure C.12b.

Table C.2: Turbulence output parameters at three cross sections of
the simulation of the case study in chapter 4 with 𝑉𝑅𝑀𝑆=29.6 m/s.

Parameter Uplink Downlink
Elevation [°] 5 10 40 5 10 40
Range [km] 3536 3108 1677 3537 1492 1281
𝑟0 [cm] 24.8 37.1 69.7 24.8 37.1 69.7
𝜎2𝐼 [𝜇rad] 0.86 0.29 0.04 0.71 0.28 0.04
𝜎2𝑃 [𝜇rad] 1.92 0.32 0.04 0.67 0.19 0.02
𝜎2𝐵𝑊 [𝜇rad] 10.51 4.44 1.30 0.0 0.0 0.0
𝜎2𝐴𝑜𝐴 [𝜇rad] 0.01 0.01 0.01 1.53 1.11 0.65

C.3.2 Monte Carlo Power Vector Tool
The Monte Carlo power vector tool, discussed in subsec-
tion 3.3.3, simulates 5 micro-scale effects: Scintillation
ℎ𝑠𝑐𝑖𝑛𝑡, beam wander 𝜃𝐵𝑊, angle-of-arrival 𝜃𝐴𝑜𝐴, platform
jitter at the transmitter terminal 𝜃𝑝𝑗,𝑇𝑋 and platform jit-
ter at the receiver terminal 𝜃𝑝𝑗,𝑅𝑋. These are generated as
distributions and then combined into one loss distribution
ℎ𝑡𝑜𝑡𝑎𝑙. This process is verified by the following steps:

1. Compare each simulated distribution with its theo-
retical equivalent, given their statistical moments.

2. Analyze the validity of the sum of distributions.
Looking at Equation 3.14, there are four distri-
butions added together: 𝜃𝑇𝑋 = 𝜃𝐵𝑊 + 𝜃𝑝𝑗,𝑇𝑋 and
𝜃𝑅𝑋 = 𝜃𝐴𝑜𝐴 + 𝜃𝑝𝑗,𝑅𝑋. These are verified in terms
of their statistical moments and the frequency spec-
trum.

3. Analyze the validity of the product of distribution.
Again looking at Equation 3.14, ℎ𝑇𝑋, ℎ𝑅𝑋, ℎ𝑠𝑐𝑖𝑛𝑡 are
multiplied to form ℎ𝑡𝑜𝑡𝑎𝑙. This product is verified in
terms of its statistical moments and the frequency
spectrum.

4. The combined distribution of ℎ𝑡𝑜𝑡𝑎𝑙 is visualized.

To perform step 1, a PDF curve is fitted to the histograms
of the simulated distributions and compared to the the-
oretical PDF. A population size of 5.000 samples (5 sec-
onds) is used. For all turbulence effects in Figure C.15,
Figure C.16 and Figure C.17 this is done for various el-
evation angles. For an increase in elevation, turbulence
becomes weaker, causing scintillation PDF to shift to the
right and the beam wander and AoA PDF to shift to the
right. Furthermore, for all effects, the simulated PDF
matches the theoretical PDF. The statistical moments
(mean and variance) also match the theoretical mean and
variance, except for the scintillation. At high elevation,
it matches, but around 10° it starts to differ significantly.
As the PDFs match each other well, the difference is likely
due to a numerical error in the computation of these mo-
ments.

Figure C.15: PDFs of scintillation, log-normal distribution
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Sum of distributions

The jitter contributions in TX (beam wander and TX
platform jitter), are summed. This is also the case for the
RX contributions (AoA fluctuations and RX platform jit-
ter). This is done by summing all discrete random vari-
ables of both distributions, as shown in Equation C.1.
It is proven that by summing two independent distribu-
tions, the mean and variance are also summed, as shown
in Equation C.2 and Equation C.3.

𝑍 = 𝑋 + 𝑌 (C.1)
𝜇𝑍 = 𝜇𝑋 + 𝜇𝑌 (C.2)
𝜎2𝑍 = 𝜎2𝑋 + 𝜎2𝑋 (C.3)

Figure C.16: PDFs of beam wander, Rayleigh distribution

Figure C.17: PDFs of angle-of-arrival fluctuations, Rayleigh distri-
bution

The sum of the distributions is plotted in Figure C.19
and Figure C.20. For the combined TX jitter distribu-
tion, the population mean adheres to the requirement
posed in Equation C.2, as 𝜇𝐵𝑊 +𝜇𝑗𝑖𝑡𝑡𝑒𝑟 = 7.56+0.630 =
13.86 = 𝜇𝑇𝑋. The population variance also adheres to
the requirement in Equation C.3, as 𝜎2𝐵𝑊 + 𝜎2𝑗𝑖𝑡𝑡𝑒𝑟 =
0.016 + 0.011 = 0.027 = 𝜎2𝑇𝑋.

Figure C.18: PDFs of both TX and RX platform jitter, Rayleigh
distribution

For the combined RX jitter distribution, the population
mean adheres to the requirement posed in Equation C.2,
as 𝜇𝐴𝑜𝐴 + 𝜇𝑗𝑖𝑡𝑡𝑒𝑟 = 0.11 + 6.33 = 6.44 = 𝜇𝑅𝑋. The popu-
lation variance also adheres to the requirement in Equa-
tion C.3, as 𝜎2𝐴𝑜𝐴 + 𝜎2𝑗𝑖𝑡𝑡𝑒𝑟 = 0.0 + 0.011 = 0.011 = 𝜎2𝑅𝑋.

Product of distributions

After summation of the jitter distributions, they are con-
verted to loss distributions ℎ𝑇𝑋 and ℎ𝑅𝑋. Then ℎ𝑇𝑋, ℎ𝑅𝑋
and ℎ𝑠𝑐𝑖𝑛𝑡 are multiplied, resulting in a product distri-
bution ℎ𝑡𝑜𝑡𝑎𝑙. It is proven that the mean of the product
of three independent distributions is also the product of
the means of the original distributions, as shown in Equa-
tion C.4 and Equation C.5, where 𝐴 is the product. The
variance is then equal to Equation C.6.

𝐴 = 𝑋 × 𝑌 × 𝑍 (C.4)
𝜇𝐴 = 𝜇𝑋𝜇𝑌𝜇𝑍 (C.5)

𝜎2𝐴 = (𝜎2𝑋 + 𝜇2𝑋)(𝜎2𝑌 + 𝜇2𝑌)(𝜎2𝑍 + 𝜇2𝑍) − 𝜇2𝑋𝜇2𝑌𝜇2𝑍 (C.6)

The histogram of the product distribution ℎ𝑡𝑜𝑡 is plotted
in Figure C.21. The product of the population mean of
all three distributions is 𝜇𝑇𝑋𝜇𝑅𝑋𝜇𝑠𝑐𝑖𝑛𝑡 = 0.715 × 0.742 ×
0.888 = 0.497. This is close to the simulated mean
𝜇𝐴 = 0.471. The difference is caused by the fact the
distributions are not completely independent. There
are some correlations, because the turbulence effects are
present in each distribution, affected by the parameters
𝐶2𝑛 and 𝑟0. In the case of the variance, the theoretical
variance is equal to 0.050 and the simulated variance
𝜎2𝐴 = 0.033. The difference is again likely caused by the
fact that there is some dependence between the three
distributions, caused by the turbulence correlation.
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Figure C.19: Sum of the distributions of beam wander and TX plat-
form jitter, resulting in one combined TX jitter distribution

Figure C.20: Sum of the distributions of angle-of-arrival fluctua-
tions and RX platform jitter, resulting in one combined RX jitter
distribution

Figure C.21: Product of distributions of ℎ𝑇𝑋 , ℎ𝑅𝑋 and ℎ𝑠𝑐𝑖𝑛𝑡 as de-
fined in Equation 3.14 for an uplink at 20°

C.3.3 Noise model
Shot noise is signal-dependant and increases with increas-
ing 𝑃𝑅𝑋. Thermal noise, background noise and beat noise
are independent of the signal. Figure C.22 shows these
noise types for two APD photo-detectors. They differ
through their amplifier, where NF is the noise factor and
M is the amplification gain of the amplifier. Shot noise,
background noise and beat noise are channel gains and
thus dependent increase for a bigger amplifier (right).
Thermal noise remains the same, as this noise type is char-

acterized by the terminal itself. This results in a dominant
shot noise at higher values of 𝑃𝑅𝑋.

Figure C.22: Noise responses of 2 APD photo-detectors, as a func-
tion of 𝑃𝑅𝑋

C.3.4 Detection and modulation

The responses of the detection and modulation in Fig-
ure C.23 are simulated with the LCT system character-
istics shown in Table 3.2. Each cluster represents a de-
tection scheme. The different curves within each cluster
represent a different modulation scheme. The PIN de-
tector is thermal noise limited and the quantum-limited
detector is shot noise limited. As seen in Figure C.22, the
APD detector becomes shot noise limited for high 𝑃𝑅𝑋.
This is confirmed by the SNR response of the detector
in Figure C.23. When 𝑃𝑅𝑋 < −30, the APD follows the
same curve as the thermal-limited PIN detector. When
𝑃𝑅𝑋 > −30, the APD follows a quantum-limited detector.
The modulation response in Figure C.23 (right) shows
that a quantum-limited detector is the most sensitive (low
BER output for low 𝑃𝑅𝑋 input) and the PIN detector is
least sensitive, as expected. For each cluster in the mod-
ulation response, BPSK is the most sensitive, followed by
On-Off keying non-return to zero (OOK-NRZ) and 2-ary
pulse position modeling (2-PPM), which are very similar
in terms of performance.

Figure C.23: Visualization of the detection and modulation re-
sponse: SNR (left) and BER (right) versus 𝑃𝑅𝑋. For a PIN and
APD detector, and in the quantum limit

C.3.5 Coding model

Approximation of the error mitigation performance of a
Reed-Solomon FEC coding scheme, proposed by [27], is
plotted in Figure 3.6, subsection 3.4.3. Reed-Solomon
FEC coding makes use of an encoder, that converts the
bits to code words, and a decoder, that converts the code
words back to bits again. A code word contains 255 bits,
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of which 𝑁 information bits, that contain the message.
There are 𝐸 = 255 − 𝑁 ’extra’ parity bits, that can cor-
rect erroneous information bits. When decoding the code
words of the received signal, three events may happen.

1. All 𝑁 bits in the code word are decoded correctly.
This happens when the number of erroneous bits is
less than 𝐸/2.

2. Erroneous bits are detected, but not corrected. This
happens when the number of erroneous bits is more
than 𝐸/2 and less than 𝐸.

3. Erroneous bits are not detected and the decoder in-
correctly outputs erroneous code words.

Event 2 and 3 may cause the RS coding scheme to have
poor performance in weak links and may even lead to
worse performance than for an uncoded signal. This is
indicated in Figure 3.6 for BER higher than 10−2. Fig-
ure C.24 shows the effect of the addition of the interleaver.
The right figure indicates an interleaving length of 100 ms.
Looking at the 2300 ms and 2500 ms, the uncoded and
uninterleaved BER is just above the 10−2 threshold, such
that coding doesn’t give better performance. When inter-
leaved, the uncoded BER decreases beneath the threshold
and coding performs better.

Figure C.24: BER time series uncoded (blue) and FEC coded (or-
ange), with interleaver (right) and without interleaver (left)

C.3.6 Combined micro-scale domain
Combining all micro-scale losses with 𝑃𝑅𝑋,0 gives the dy-
namic power 𝑃𝑅𝑋 as in Equation 3.14. Histograms of these
losses, as well as 𝑃𝑅𝑋 is shown in Figure 3.5. At moder-
ate turbulence strength, the influence of turbulence ef-
fects is comparable to platform jitter effects in terms of
losses. At higher elevation angles, platform jitter is thus
the most dominant effect, as expected at high cruise al-
titudes. Time series of both 𝑃𝑅𝑋 and BER at micro-scale
are discussed in chapter 4.

C.4 Processing
Fades are verified by analyzing the statistics over a micro-
scale time interval. 𝑃𝑅𝑋 is simulated at an elevation angle
of 5° over an interval of 100 milliseconds in Figure C.25,
where 𝑃𝑅𝑋 is the blue line and the threshold is the or-
ange line. Fades are represented by the area below the
threshold. The fading statistics computed by the model

in Table C.3 show agreement with the fades observed in
the 𝑃𝑅𝑋 time series in Figure C.25.

Figure C.25: Micro-scale time series of 𝑃𝑅𝑋 at 5° elevation

Fade statistics Values
Fractional fade time 26.3%

Number of fades 4
Mean fade time 6.58 ms

Table C.3: Fading statistics for Figure C.25

The power penalty method as proposed by [52] is solely
based on the scintillation. As this method is extended to
all the losses that are simulated at micro-scale level, the
penalty is expected to be more severe. Comparing the
methods, we can see that this is indeed the case with a
penalty of -60dB in Figure C.26, as opposed to a penalty
of -18 dB [52] (at 𝜎2𝑃 of 1). Furthermore, Figure C.26
shows an increasingly rising penalty, while [52] shows a
decreasingly rising penalty. Figure C.27 provides more
insight on both matters. First, it is clear that the scintil-
lation loss is much smaller than the jitter losses. Second,
the curve of the scintillation loss indeed shows the same
curve as shown in [52], indicating the same behaviour.
However, the power penalty is dominated by the jitter
terms.

Figure C.26: Power penalty as a function of the power scintillation
index

Figure C.27: All micro-scale losses as a function of the power scin-
tillation index
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C.5 Convergence analysis

For the analysis of convergence of the model, first, two
test cases are defined, consisting of a constellation-aircraft
combination. The constellation is the SDA tranche 0,
planned to be the first operational constellation with op-
tical uplinks and downlinks, operating in two planes at
1000 km altitude and around 80° [25]. A high-coverage
and low-coverage aircraft route is chosen in order to ana-
lyze the difference in performance. These are flight routes
from Oslo to Eneves (for high coverage) and from Sydney
to Melbourne (for low coverage).

Then a set of input parameters are selected and a set of
model parameters are selected. A prioritization of the
most critical model parameters as well as input parame-
ters is done. The selected parameters are shown in Ta-
ble 3.7. Sensitivity analysis is performed by simulating
the model with 4 different values for each input param-
eter. Convergence analysis is performed by simulating
over a range of model parameter values, for each input
parameter value. Three performance metrics are chosen:
Fractional fade time, mean fade time and signal variance.
The first two metrics are an important measure for the
convergence of the fading channel and the last metric is a
measure for the convergence of the total signal. A thresh-
old of 0.5 dB is used for signal variance and 5% for the
fading statistics. The results are shown in Table C.4 and
Table C.5, where it is indicated for each input parameter
if and when the model converges.

C.5.1 Macro-scale (time steps)

For this analysis, the micro-scale population size is set
to 5 seconds (50.000 samples). Table C.4 shows that
the degree of convergence is quite similar between the
low-coverage and high-coverage cases. The performance
metrics converge for all input parameters with the excep-
tion of 𝐷𝑡 higher than 8cm. This can be explained by
the fact that a higher 𝐷𝑡 leads to lower divergence and
a higher high mean signal power 𝑃𝑅𝑋,𝑎𝑣𝑔, which results
in fewer fades. Due to insufficient fading statistics, this
metric may not converge. Furthermore, the largest possi-
ble step size, while still converging, is 6 seconds.

Plotting the results shows that the 𝐷𝑡 has a significant
impact and the turbulence cut-off frequency only signifi-
cantly affects the mean fade time. This can be explained
by the fact that 𝐷𝑡 has a large impact on 𝑃𝑅𝑋,𝑎𝑣𝑔 through
the antenna gain. The cut-off frequency only influences
temporal behaviour of the signal.

Table C.4: Convergence results of macro-level step size

High coverage Low coverage
Perf. Aperture Turb. Aperture Turb.
metric frequency frequency
Frac.
fade

All All All All

time 7 sec 7 sec 6 sec 6 sec
Mean
fade

> 8cm All > 5cm All

time 7 sec 0 sec 6 sec 0 sec
Signal All All All All
variance >10 sec 0 sec >10 sec 0 sec

C.5.2 Micro-scale (Monte Carlo population
size)

For this analysis, the macro-scale step size is set to 6
seconds. The signal variance converges at very low pop-
ulation sizes for all cases. Looking at Table C.5, the low-
coverage case results in better convergence for all perfor-
mance metrics. For the fading statistics, this is expected
as the low-coverage case contains stronger turbulence and
thus more fade samples.
Table C.5: Convergence results of micro-level population size

Perf. High coverage Low coverage
metric Aperture Turb. Aperture Turb.

frequency frequency
Frac.
fade

All All All All

time 1 sec 0.5 sec 0.5 sec 0.5 sec
Mean
fade

> 10cm None > 2cm All

time 4 sec - 0.1 sec 0 sec
Signal All All All All
variance 0.5 sec 0.5 sec 0.1 sec 0.1 sec

Looking at the high-coverage case, the mean fade time
converges poorly, likely due to the insufficient number of
fades. It only converges for 𝐷𝑡 larger than 10cm due to
large enough pointing errors. and doesn’t converge for
any cut-off frequency. This is explained by the fact that
the default 𝐷𝑡 is set to 8cm (Table 3.2) and that the dif-
ferent frequencies have a large impact on the mean fade
time.
To provide better insight into the degree of convergence
in the high-coverage case, another simulation is performed
with 5 population sizes (5s,10s,25s,50s,80s) with a turbu-
lence frequency of 1000.0Hz and a 𝐷𝑡 of 0.08m, seen in
Figure C.28. The fractional fade time isn’t significantly
affected by the change in elevation and converges for all
population sizes. The start of erratic behaviour ranges
between 30° elevation, for 5 seconds, up to around 60°,
for 80 seconds. In this region, the mean fade time greatly
diverges for population sizes of 5s and 10s, correspond-
ing to 5 to 10 fades. Increasing the population size first
leads to less stability (at 10s) and then grows more stable
(above 50s). However, a step size of 5s is proposed for
the simulation, as the erratic region only occurs at fade
fractions lower than 0.1%.
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Figure C.28: Fade statistics of one link of scenario 1, plotted over
its elevation range for multiple population sizes

C.5.3 Parameter selection

The prioritization performed for the selection of the most
critical input parameters is shown in Table C.6. An
estimated sensitivity is used as a criterion to rank the
parameters. Aircraft flight route, turbulence cut-off fre-
quency and divergence are considered the most critical
input parameters (highlighted in red). First, the flight
route has a large effect on the coverage, which in turn
influences the performance of the entire mission. Con-
stellation type is considered less critical in the case of
mega-constellations. However, when using only a few
satellites, or even one satellite at GEO, this parameter
becomes more critical. Second, the turbulence frequency
is estimated as a highly critical parameter, due to its large
influence on the temporal behaviour. However, platform
jitter may be more critical at high altitudes, where tur-
bulence is weak. Thirdly, beam divergence has a very
large impact for two main reasons. It significantly influ-
ences the transmitter gain and thus the average received
signal, and it determines the magnitude of the pointing
errors. A large divergence lowers the errors and vice versa.

Another prioritization is done for the selection of the
model parameters. Here, two criteria are used: Sensi-
tivity (impact) and stochastic uncertainty. These criteria
are selected, because a convergence analysis is deemed
more critical for model parameters with both high sensi-
tivity and uncertainty. Table C.7 shows the ranking. The
most critical model parameters are the macro-scale step
size and the micro-scale population size (highlighted in
red). First, the macro-scale step size ΔT likely has a very
large impact, as all macroscopic variables U𝑇 are propa-
gated with Δt. The stochastic uncertainty arises from the
time-discretized propagation of the satellites. Second, the
micro-scale time interval is considered critical as this all
microscopic variables u𝑇𝑡 are simulated with this interval.
Additionally, all variables in the Monte Carlo Power Vec-
tor tool are stochastically computed. The exact influence

of the time is uncertain and therefore the stochastic un-
certainty is high. The micro-scale step size 𝛿t also has a
large impact. However, the value of 𝛿t (0.1 ms) is chosen
such that the sampling resolution is large enough. This
resolution depends on the frequency of turbulence and
platform jitter, which we can already estimate quite well.
Therefore, stochastic uncertainty is lower here.
Table C.6: Prioritization of input parameters that are used for the
convergence analysis. Selected parameters are highlighted in red.

Aspect Parameters Sensitivity
LCT • Data rate 4
system • Wavelength 4

• 𝑃𝑡 3
• Aperture 2
• Clipping and obsucration ratio 2
• System temperature and load re-
sistor

1

• System efficiencies 3
• BER threshold 3

Geometry • Constellation size and type (𝑋̄𝑆𝐶) 2
• Aircraft route (𝑋̄𝐴𝐶) 5

Turbulence • Turbulence cut-off frequency 5
Pointing • Divergence 5

• Field-of-view 2
• Pointing jitter 4
• Pointing error 4
• Platform vibration spectrum

(cut-off at 100 Hz)
4

Detection & • Detection scheme 4
Modulation • Modulation scheme 4

• Pre-amplification gain and noise 3
• Bandwidth (Electrical, optical) 2
• Focal length 2

Coding • Coding scheme 3
• Interleaving latency 2



Table C.7: Prioritization of the model parameters for the convergence analysis. All parameters are defined and ordered by the sub-models
in which they occur. The selected parameters are highlighted in red.

Level Sub-model Model parameter Sensitivity Stochastic
uncer-
tainty

Risk
score

Macro-scale All • Macro-scale step size ΔT 5 3 10
SC • Integrator type 2 2 4
propagation • Accelerations 1 3 4
Routing • Optimization algorithm for link selection 3 4 7

Atmosphere • Attenuation profile 2 2 4
• Cloud coverage 2 2 2

Micro-scale All • Micro-scale time interval 5 5 10

• Micro-scale step size 𝛿t 5 3 8
Platform Jit-
ter

• Flat spectrum 3 3 6

Turbulence • Flat spectrum 3 4 7
• 𝐶2𝑛 profile (Hufnagel-Valley) 4 3 7

• Wind speed profile (Bufton) 4 3 7
MC Power Spatial distribution for scintillation (Log-normal) 3 2 5
vector tool • Spatial distribution for BW and AoA fluctuations (Rayleigh) 4 2 6

• Spatial distribution for mech. jitter fluctuations (Rayleigh ) 4 1 5
Noise • Background noise (limited to direct solar radiation) 1 0 5

Coding • Reed-Solomon (N,K) 2 0 2
• Interleaver length 2 0 2

Appendix D

Parameters

This chapter covers all parameters that are used in the code of the numerical model. The input parameters that
cover the hardware (LCT) constraints are listed in Table D.1 and the input parameters that make up all atmospheric
and geometric constraints are listed in Table D.2. Table D.3 lists a number of additional input parameters regarding
the model choices. Finally, a parameter flow diagram of all input parameters of Table D.1 and Table D.2, as well as
all the simulated variables, is shown in Figure D.1.

36
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Table D.1: Model input parameters for the hardware (LCT) constraints

Input parameter Unit AC LCT SC LCT
Optics Wavelength nm 1536 - 1553 1536 - 1553

Data rate Gb/s 2.5 2.5
Pt W 20 10
Aperture diameter mm 80 80
Clipping ratio - 2 2
Obscuration ratio - 0 0
beam width w0 mm 20 20
Divergence (comm) urad 24.72 24.72
Clipping loss W 1.00 1.00
Divergence (eff) urad 24.72 24.72
Divergence (acq) urad 300 300
M2 booster - 1 1
Focal length cm 15 15
Static pointing error urad 4 4
Dynamic pointing error urad 3.4 3.4
Field of View (comm) ster 1.00E-08 1.00E-08
Transmission loss dB -0.97 -0.97
Static WFE loss mm 100 100
Splitting loss - 0.9 0.9

Detection Optical bandwidth GHz 2 2
& Electrical bandwidth GHz 1 1
Modulation Modulation scheme - OOK-NRZ BPSK

Detection scheme - Preamp with PIN Preamp with PIN
Amplification gain M - 150 285
Noise factor F 4 2
Load resistor Hz 50 50
System temperature K 300 300
Quantum efficiency - 0.8 0.8

Sensitivity Threshold BER 1.00E-06 1.00E-06
Threshold PPB 74.32 67.16
Threshold dBm -45.35 -46.35

Coding Symbol length b/symbol 8 8
N, K - 255, 223 255, 223
Interleaving latency ms 500 500

Table D.2: Model input parameters for the atmospheric constraints and geometric constraints

Input parameter Unit Value
Atmosphere Attenuation coefficient (surface) 1/m 0.025

Sun irradiance W/cm2/um2/ster 0.5
Cloud transmission 0.8

SC propagation SC method TLE’ or ’manual’
If ’manual’ SC height km 1000
If ’manual’ SC inclination deg 55.98
If ’manual’ Number of planes 2
If ’manual’ Number of sats per plane 14
If ’TLE’ Filename to load path to file
AC propagation AC method straight’ or ’opensky’
If ’manual’ AC height km 12
If ’manual’ AC speed m/s 150
If ’manual’ Initial latitude deg 35
If ’manual’ Initial longitude deg 135
If ’opensky’ Filename to load - path to file
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Table D.3: Model choices

Input parameter Unit Value
Requirement Max. outage probability % 1
Numerical set-up Macro-scale step size Δ𝑇 sec 6.0

Micro-scale step size 𝛿t msec 0.1
Step size SC propagation Δ𝑇𝑆𝐶 sec 7.0
Micro-scale population size 𝑀 sec 5.0

Other Link numer - ’all’ (or choose a number)
Uplink or downlink - ’up’
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Figure D.1: Flow diagram of all parameters.



Conclusion and Recommendations

FSO communication services using LEO satellite constellations have much potential to contribute to an improve-
ment in global internet bandwidth and connectivity. Such missions are very complex and consist of many physical
processes. Firstly, there are (1) platform dynamics, with a frequency of minutes to hours. Secondly, considering
a LEO constellation there is a (2) link frequency of 5 to 10 min, where atmospheric attenuation occurs. At lower
time scales, (3) atmospheric turbulence and platform vibrations occur between each 1 to 100 milliseconds, and (4)
bit transportation and processing occur into the order of nanoseconds. Modeling the communication performance
of these missions will enable mission-level analysis and verification of these missions, and provide better insight in
the complex physical behaviour. Therefore, the main objective of this thesis research was to: Develop an end-to-end
model that combines all relevant processes within a global free-space optical communication mission between one
aircraft and a satellite constellation.

To do this, a modified multi-scale method (MMM) is developed, derived from the Heterogeneous multi-scale method
(HMM) and the Time-parallel compound wavelet method (TPCWM). With the research objectives in mind, there
was a focus on accuracy, efficiency, versatility and low complexity. Sub-models are extracted from literature for
modeling all the above processes, which are then combined using the MMM.

The developed end-to-end model, using the MMM, is able to realistically simulate an FSO communication service
between an aircraft and a satellite constellation, while the addition of the TPCWM further increases efficiency. The
model simulates a 1.5 hours communication mission in approximately 6 minutes with 8Gb RAM using a normal PC.
In the case of aircraft-to-satellite links (ASL), platform dynamics and platform vibrations are the most dominant
effects with respect to performance. Including microscopic processes results in a signal power difference of 10dBW to
80dBW depending on the strength of the atmospheric channel.

The model contains several limitations for which recommendations are provided. Firstly, in the micro-scale domain,
this research assumes a flat power spectrum of the signal with cut-off frequencies, which is static for each microscopic
evaluation. A more realistic look into the temporal behaviour of the signal requires the use of a temporal power
spectrum model, such as Tatarskii, von Kármán or the modified atmospheric spectrum. Additionally, in reality each
turbulence fluctuation contains its own power spectrum. Including the variation of a temporal power spectrum in the
micro-scale domain would make the model more realistic, but comes with the challenge of increased computational
cost. Furthermore, the current model is limited to ASL missions. Despite the versatile design, extending the model
to ground-to-space (GSL) missions requires a modification of the atmospheric turbulence model and the atmospheric
attenuation model, due to the addition of the lower earth’s atmosphere. Furthermore, the current model uses a
simplified routing model in which the optimization is solely based on geometric data. To further improve versatility,
different routing methods could be implemented that optimize based on other metrics such as throughput or signal
power 𝑃𝑅𝑋. This would require the performance output of the end-to-end model to be fed back into the routing
model.
Finally, in addition to the verification that is already performed, more complete verification and validation can be
performed. Unit test verification of all single code functions is recommended. This research has assumed correct code
functioning with successful verification of all sub-models. Additionally, complete validation should be performed with
experimental measurements obtained from demonstrations, when available.
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