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Abstract

The Amazon-Orinoco river plume is a buoyant freshwater lens of 1.2 × 106 km2, which has
been traced over 2000 km from the Amazon river mouth into the Caribbean Sea and along the
Lesser Antilles. The river plume is warmer than the surrounding open-ocean waters, with
temperature differences up to 1.5 ∘C caused by a stratification-induced barrier layer inhibiting
vertical mixing and coloured matter increasing solar energy absorption. Due to its magnitude,
the river plume affects the hydrodynamics and the oceanic conditions in theWestern Tropical
North Atlantic (WTNA) substantially, but its variations on interannual time scales and the
corresponding relation to local sea-surface temperature (SST) are not well understood.

The Caribbean Sea is a region of high ecological value as it is home to extensive coral reefs,
which are especially sensitive to persistent high SST. Therefore, this study investigates the
interannual variability of the Amazon-Orinoco river plume and its relationship to SSTs in
the Caribbean Sea and the WTNA. It is hypothesised that fresh anomalies of the river plume
salinity pattern are indicative of a more extensive transportation of the heat contained in the
river plume. As a result, it is expected that interannual variations of dominant river plume
pathways affect the magnitude and location of anomalous SSTs.

To test this hypothesis, model reanalysis fields of oceanic conditions from 1993 to 2017 are
used to conduct statistical analysis. In this context, the river plume variability is determined
using specific regions of freshwater influence established using Empirical Orthogonal Func-
tion (EOF) analysis of anomalous sea-surface salinity (SSS).

Cross-correlations analysis relating these EOF modes of with atmospheric processes show
that the interannual variability of the river plume is dominated by wind-induced advective
transport and -mixing. Strong winds along the Brazilian shelf are related locally increased
SSS, while a weak southward component makes for extensive spreading of the low-salinity
plume waters. Additionally, we show that high river discharge affects SSS east of the Lesser
Antilles after a lag of three months.

Through its modulation of these atmospheric processes, there is a strong indication that the
El Niño-Southern Oscillation affects SSS variability in the main along-shelf northwest plume
pathway, with low SSS 1–9 months after a La Niña event. Decreased SSS are found in phases
2 and 3 of the Madden-Julian Oscillation, while increased SSS was observed in phases 6 and 7.
However, the evidence for this relation is weak and should be further investigated in further
research.

The results show that, opposed to the hypothesis, a more extensive river plume is not associ-
ated with higher SSTs in the Caribbean Sea. However, strong correlations are found between
river plume surface area and SSTs at a lag of 1 year. Based upon results of previous studies,
we argue that the river plume has the ability to pre-heat the mixed layer in the WTNA lead-
ing to extreme temperatures in the following year. It is wise to conduct a Lagrangian parcel
back-tracking experiment to verify this mechanism.

vii





1
Introduction

In 2005, a massive bleaching event caused enormous damage to Caribbean corals, with losses
of up to 51.5% in some regions (Wilkinson & Souter, 2008). As it had been the hottest year for
the Northern Hemisphere on record (Kennedy, Dunn, McCarthy, Titchner & Morice, 2017), it
seems unsurprising that the heat stress in the Caribbean was unprecedented and caused ex-
tensive coral bleaching and mortality. However, eight more years with similar or even higher
annual temperatures have since followed, while not all of them have seen such destructive
effects in the Caribbean region. For example, the year 2016 was the second hottest year on
record and was declared the Third Global Coral Bleaching event on record by NOAA Coral
Reef Watch (2019). However, the heat stress in the Caribbean was measured to be relatively
mild. As a result, Caribbean corals were not affected as much as would be expected. While
global temperatures are thus a partial predictor of heat stress in the Caribbean, there are more
factors at play. One possible cause is the Amazon river plume. As the Amazon river plume
is associated with high sea-surface temperatures (SSTs) in the Caribbean Sea (e.g. Hu, Mont-
gomery, Schmitt & Muller-Karger, 2004), it is hypothesised that the river plume affects the
occurrence of coral bleaching events.

With its annual average discharge of 210 000m3/s, the Amazon river discharges more freshwa-
ter than the subsequent seven largest rivers combined (calculated from Dai, 2017). It accounts
for approximately 15% of the estimated global river discharge on an annual basis (Baumgart-
ner & Reichel, 1975). This discharged freshwater flows into the tropical Atlantic Ocean, where
it mixes with saline waters and forms a buoyant freshwater lens called a river plume. Initially,
the river plume flows northwestward over the Brazilian shelf, after which it splits into two
general directions (see Fig. 1.1). Approximately 35% of the plume water is carried in the dir-
ection of the African continent by the North Equatorial Counter Current (NECC), while the
rest of the plume flows towards the Caribbean Sea (V. J. Coles et al., 2013).

At about 62°W, 1500 km from the mouth of the Amazon River, the northwest part of the plume
is joined by theOrinoco river discharge. Although theOrinoco river is the third largest river in
the world, its annual discharge is still only a fifth of the Amazon River discharge. Additionally,
estimates made when distinguishing the combined plume by the influence of the individual
rivers reveal that the horizontal area of the Amazon river plume is seven times larger than that
of the Orinoco (Hu et al., 2004). Despite the fact that the Orinoco river influence is smaller,
its effects cannot be ignored. Because of the distance travelled, the Amazon river plume has
been subject to mixing and subsequent salinity increase by the time it reaches the Caribbean
Sea, where it merges with the Orinoco river plume. Since the Orinoco river injects freshwater
into the combined Amazon-Orinoco plume, it reduces the overall salinity. Afterwards, the
resulting combined Amazon-Orinoco river plume flows into the Caribbean Sea and along the
Caribbean Islands.

River waters have been traced over 2000 km from the river mouth, into the Caribbean Sea and
along the Caribbean Islands (V. J. Coles et al., 2013; Hu et al., 2004). Therefore, the plume can
affect hydrodynamic processes in the whole Western Tropical North Atlantic (WTNA) and
the Caribbean Sea. The horizontal extent of the river plume is 1.2 × 106 km2 (Hu et al., 2004),

1
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Figure 1.1: Overview of the area of interest, showing the Amazon andOrinoco Rivers,
island ranges and dominant mean currents (adapted from V. J. Coles et al., 2013).

which is exceptionally large due to the magnitude of the Amazon discharge.

The river plume has distinctive characteristics that influence physical and ecological processes
in the Caribbean Sea. Firstly, the plume acts as a transport mechanism for nutrients as well
as organic matter (colored dissolved organic matter (CDOM) and dissolved organic matter
(DOM)) originating from the Amazon and Orinoco rivers. As a result, the plume is associated
with an increase of Sargassum weeds on Caribbean shores (Johns et al., 2020; Putman et al.,
2018; Wang &Hu, 2017). Furthermore, since the riverine waters contain more CDOM than the
open-ocean waters, they absorb more solar radiation which results in an increase of surface
temperature (Fig. 1.2).

riv
er

pycnoclinethermocline vertical
entrainment

horizontal
entrainment

Figure 1.2: Schematic representation of a laterally expanding river plume (adapted
from Wiseman Jr, Rabalais, Dagg & Whitledge, 1999). Green shading indicates in-
creased concentration of CDOM.

Secondly, the relatively thin buoyant freshwater layer induces a shallow pycnocline, while the
deep isothermal layer remains relatively constant (Fig. 1.2). This produces a barrier layer sep-
arating the shallow, warm waters from the deeper, cooler waters (Pailler, Bourlès & Gouriou,
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1999). This barrier layer inhibits vertical mixing, leading to the trapping of solar radiation
in the surface layer which further increases its temperature (Ffield, 2005; Foltz & McPhaden,
2009). As a result, SSTs in the river plume are found to be higher than those of surrounding
open-ocean waters at the same latitude (Hu et al., 2004; Pailler et al., 1999). This is, in turn, as-
sociated with the promotion of tropical cyclogenesis and increased storm intensity (Balaguru
et al., 2012).

The complex hydrodynamics in the region are influenced by a large number of processes,
which cause large interannual variations of oceanic conditions. Because of the high SST as-
sociated with the river plume, which at times lead to coral bleaching and -mortality, it is
important to better understand what causes this interannual variability.

1.1. Problem statement
The far-reaching effects of the river plume reassert the importance of its influence on the
Eastern Caribbean Sea. To understand its variability on interannual time scales, it is important
to shed light on the processes which cause the variability of the river plume. Prior research
has been conducted on the variations of the river plume dynamics on a seasonal scale (V. J.
Coles et al., 2013), allowing for a better understanding of the variations on these time scales.
However, considerable variations arise when one examines the processes on a interannual
scale. This interannual variability of the Amazon-Orinoco river plume and its effects on the
SSTs in the area are not well understood. A better understanding of the interannual river
plume variability may help explain why SSTs rise to destructive levels in some years.

1.2. Objectives and research questions
The aim of this study is to understand under what circumstances persistent high SSTs occur in
the WTNA and the Caribbean Sea, by investigating their connection to interannual Amazon-
Orinoco river plume variability.

To achieve this objective, the main research question is stated as follows:

What are the consequences of the interannual variability of the Amazon-Orinoco
river plume on SSTs in the Caribbean Sea and the WTNA?

To answer this research question, the following subquestions are formulated, together with
their respective research objectives:

1. What are the defining characteristics of the Amazon-Orinoco river plume?

(a) Establish what characteristics are used to define the Amazon-Orinoco river plume
in existing literature;

(b) Use model reanalysis results to determine a concrete definition of the river plume.

2. How does the Amazon-Orinoco river plume vary interannually?

(a) Use the seasonal variability to determine the start and end of one plume cycle;

(b) Gain insight into the behaviour of the river plume on interannual time scales;

(c) Determine dominant modes of interannual variability of the river plume.

3. What processes affect the interannual variability of the Amazon-Orinoco river plume?

(a) Determine what processes modulate the Amazon-Orinoco river plume based on
existing literature;

(b) Quantitatively assess the relation between these modulators and the previously
defined dominant modes of interannual variability of the river plume.
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1.3. Thesis outline
The overall structure of this thesis takes the form of 9 chapters (see Fig. 1.3), including this
introductory chapter defining the problem statement, research objective and research ques-
tions.

Chapter 2 contains the theoretical framework, in which a description can be found of the
Amazon-Orinoco river plume signature and -hydrodynamics can be found. Furthermore,
causes of coral bleaching are discussed so that possible river plume-induced processes can
be identified. A description of used data can be found in Chapter 3, including a validation of
sea-surface salinity- and temperature data.

Hereafter, four chapters are found in which methods, results and subconclusions are presen-
ted. These chapters relate to the three research subquestions and the main research question,
respectively. First of all, the sea-surface salinitys (SSSs) threshold that will be used to identify
the river plume is validated in Chapter 4. Hereafter, the variability of the river plume is in-
vestigated in Chapter 5. In Chapter 6, the processes affecting the river plume are examined.
Lastly, the relation of the interannual variability of the river plume to sea surface temperatures
is assessed in Chapter 7.

In Chapters 8 and 9, the discussion, conclusions and recommendations can be found.

Theoretical framework

Validation of sea
surface salinity

threshold

Variability of the river
plume

Modulators of plume
characteristics

Sea surface
temperatures in the

river plume

method results method results method results method results

Chapter 2

Chapter 4 Chapter 5 Chapter 6 Chapter 7

description of used
data

Chapter 3

Discussion, conclusions and recommendations

Chapters 8 and 9

Figure 1.3: Outline of thesis



2
Theoretical framework

This chapter presents the theoretical framework of this thesis. The development and dynamics
of the river plume are explained, after which an account is given on the processes affecting
its variability. The last section discusses causes of coral bleaching in the Caribbean, so that
possible river plume-induced processes can be identified.

2.1. The Amazon-Orinoco river plume
In this section, a description of the generation and dynamics of the Amazon and Orinoco
plume is given, together with an analysis of how the plume is defined in prior research.

2.1.1. The Amazon and Orinoco Rivers

The annual discharge of the Amazon River is the highest in the world, with 15% to 20% of the
global freshwater discharge released into the Atlantic Ocean (Baumgartner & Reichel, 1975;
V. J. Coles et al., 2013). The annual discharge of 210 000m3/s (calculated from Dai, 2017) has
a strong seasonal variation with a minimum discharge of 105 000m3/s in October-November
and a maximum discharge of approximately 235 000m3/s in May-June (Fig. 2.2). This annual
freshwater discharge is as much as the next seven largest rivers in the world combined (cal-
culated from Dai, 2017).

The third largest river in the world in terms of annual discharge is the Orinoco River, with its
river mouth located only 1500 km northwest of the Amazon River mouth (see Fig. 2.1). The
maximumdischarge follows that of the Amazon River by about threemonths, as can be seen in
Fig. 2.2. Even though it is the third largest river in the world, the seasonal maximum discharge
of the Orinoco river is still smaller than the seasonal minimum of the Amazon River discharge.
Therefore, interannual discharge variations are much smaller than those of the Amazon river
as well.

As the distinction between the Amazon and Orinoco river plumes is outside the scope of this
thesis, the combined river plume will be referred to as ‘the river plume’.

2.1.2. Observed spreading of the river plume

Upon reaching the Atlantic Ocean, the fresh Amazon river water enhances surface stratifi-
cation and forms a river plume. It is first observed three to four months after the wet season
in northeastern South America, which takes place from August to November (Chérubin &
Richardson, 2007; Hu et al., 2004). Initially, the plume travels northwestward along the South-
American continent by the North Brazil Current (NBC) in early spring (V. J. Coles et al., 2013;
Ffield, 2005), until it reaches 51°W and spreads in northward direction. From there, part of the
plume deflects to the east with the North Equatorial Counter Current (NECC) (Lentz, 1995;
Muller-Karger, McClain & Richardson, 1988). The remainder of the plume flows to the north-
west with the Guyana current and NBC rings (V. J. Coles et al., 2013).

5
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Figure 2.1: Locations of the Amazon and Orinoco river mouths. The size of the
marker represents the average annual discharge, as given by Dai (2017). 1 Sv =
106 m3/s.
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Figure 2.2: Monthly discharges of the Amazon (1993–2018, from Dai, 2017) and
Orinoco (2003–2018, from SO-HYBAM, 2019) rivers from 1993–2018. 1 Sv =
106 m3/s.

The northwest part of the river plume is joined by the Orinoco River plume and has been
traced northwestward along the Windward- and Leeward Islands and into the Caribbean sea
(V. J. Coles et al., 2013; Hu et al., 2004). Although the maximum flow of river water into the
Caribbean Sea occurs in summer, older and saltier plume water inflow occurs in winter as
well (V. J. Coles et al., 2013).

Remote sensing estimates have revealed a mean plume translation speed of 0.35m/s (Hu et al.,
2004). This means that the river plume takes about 2.5months to travel the 2000 km from the
Amazon river mouth to the Caribbean Sea. This is in line with V. J. Coles et al. (2013), who
define a direct and an indirect northwest pathway with time scales of 2–3 months and 5–6
months, respectively.

2.1.3. River plume signature

In this section, the salinity-, buoyancy- and temperature signature of the river plume are
discussed.

Salinity

To distinguish the river plume from surrounding waters, a salinity threshold is used with
values varying from 34 psu to 35.5 psu throughout literature (V. J. Coles et al., 2013; Ffield, 2007;
Lentz & Limeburner, 1995; Molleri, Novo & Kampel, 2010; Zeng et al., 2008). The typical open-
ocean salinity in the region is 36.0 psu, from which Ffield (2007) concludes that the anomalous
plume salinity signature which is dynamically significant is 35.4 psu.
The thickness of the plume varies between 10m to 60m, averaging 33m during the summer,
when identified using amaximum salinity threshold of 35.8 psu at depth and 35.4 psu at the sea
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Figure 2.3: Dominantmean currents andmain plume transport pathways as determ-
ined through float trajectory analysis: direct (blue) and indirect (red) northwest
pathways and two eastward pathways (green and gray) (adapted from V. J. Coles
et al., 2013).

surface (Ffield, 2007). The maximum plume extent is from 1 June to 30 November, coinciding
with the hurricane season.

Buoyancy and barrier layer

The thin river plume flows into the Atlantic ocean into a thicker isothermal surface layer. The
salinity difference introduces a buoyant layer, separated from the deeper, more saline water
by a pyncocline. The salinity-induced pycnocline in the Western Tropical North Atlantic
(WTNA) is found in the 3–30m depth range (V. J. Coles et al., 2013).

As a result of increased stratification stability caused by the plume’s buoyancy pool, the plume
is less affected by deep-reaching wind mixing and stays a distinguishable surface layer. This
increased stability is of special importance in decreasing vertical mixing in the event of strong
Tropical Cyclones (TCs) (Balaguru et al., 2012).

Since the isothermal layer is only mildly affected by the riverine inflow, the locally enhanced
surface stratification leads to a relatively large distance between the thermocline and the
pycnocline. This induces a barrier layer (Godfrey & Lindstrom, 1989; Lukas & Lindstrom,
1991). As its name suggests, this barrier layer inhibits mixing of the buoyant surface layer
with the deep, cool waters.

Temperature

The low-salinity plume waters are associated with elevated sea-surface temperature (SST),
with temperatures differing from open-ocean waters by up to 1.5 ∘C to 2 ∘C (Hu et al., 2004;
Pailler et al., 1999).

This temperature difference results from the colored dissolved organicmatter (CDOM)-richness
of the riverine outflow, causing the fresh water to absorb more light and heat up more than
higher-salinity waters at the same latitude (Hu et al., 2004). Additionally, the buoyant fresh
water layer is isolated from the cool deep water through the barrier layer described previ-
ously. This barrier layer influences the temperature of the river plume in two ways. Firstly, it
enhances the trapping of solar radiation in the surface layer (Ffield, 2005; Foltz & McPhaden,
2009). Secondly, the barrier layer has been argued to inhibit tropical cyclone-induced mixing
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(Semyon A Grodsky et al., 2012). However, Hernandez, Jouanno and Durand (2016) show that
only 10% of the observed cooling inhibition can be explained by barrier layers and salinity
stratification attributed to the river plume.

Although this SST difference is commonly attributed to the river plume, there is a correla-
tion between SST variations and the location of the Intertropical Convergence Zone (ITCZ).
Therefore, the high SSTs associated with low salinities could also be caused by decreased
evaporation (Pailler et al., 1999).

2.2. Processes affecting the river plume
The initial (<500 km from the river mouth) structure of the Amazon River plume is mainly
influenced by a variety of processes over the north Brazilian shelf (Geyer et al., 1991), such as
strong tides (Curtin & Legeckis, 1986; Gibbs, 1982) and the NBC (Flagg, Gordon & McDow-
ell, 1986; Nikiema, Devenon & Baklouti, 2007; Richardson & McKee, 1984). Once the plume
spreads beyond the north Brazilian shelf, river discharge, trade winds, tropical cyclones and
precipitation modulate the river plume on large time- and spatial scales (several months and
hundreds of km). These processes that act on the larger scales are discussed in this section.

2.2.1. River discharge

On interannual time scales, the influence of river discharge fluctuations on the characteristics
of the river plume is debated. For instance, Zeng et al. (2008) finds a strong correlation between
plume size and Amazon River discharge. However, Semyon A. Grodsky, Johnson, Carton and
Bryan (2015) showed that the magnitude of anomalous sea-surface salinity (SSS) variability,
simulated without interannual variations of river discharge but with variable atmospheric
forcing, is comparable to observations. Additionally, Fournier et al. (2017) use records from
2010–2014 to conclude that August SSSs in the Northern plume pathway are not controlled
by Amazon River discharge variations.

2.2.2. Wind

The moderate and persistent northeast trade winds are found in the northern part of the
plume, the subtropics (10°–30°N), and play an important role in the river plume’s characterist-
ics (Hellerman, 1980). Strong winds increase horizontal advection of the river plume, through
Ekman transport perpendicular to the wind direction (deflection to the right in the Northern
Hemisphere), modulating the overall flow direction of the plume.

The wind direction and -strength are dominated by the seasonal migration of the ITCZ, which
is located over the southern part of the plume (10°N–10°S). Winds are directed slightly north-
wards from April to October and southwards throughout the rest of the year. However, the
north-and southward components of the wind are small relative to the westward component.
The variability of both the wind direction and -magnitude is smallest in the summer months.
A strong cross-shore wind component is associated with decreased northward spreading of
the river plume (Fournier et al., 2017).

2.2.3. Tropical cyclones

Tropical Cyclones (TCs) influence the river plume through additional local mixing. In years in
which multiple (strong) cyclones cross the path of the river plume, the river plume undergoes
increased mixing, which in turn decreases the stratification stability (Bender & Ginis, 2000).
TCs are found north of 10°N and travel westward from June to November. From 1960–2000,
79 hurricanes passed directly over the river plume (Ffield, 2007).

Intensification of TCs occurs when the vertical wind shear throughout the whole troposphere
(∼800mbar to 200mbar) is less than 10m/s (Gray, 1968). Stronger vertical wind shears disrupt
the formation of tropical cyclones or decrease their strength, sometimes eliminating a present
cyclone entirely. Additionally, high ocean surface temperatures decrease vertical wind shear,
increasing the prevalence ofTCs. It follows that the river plume causes an enhancing effect
on TCs. The warm coloured river plume blocks sunlight from penetrating beyond the mixed
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layer (ML), leading to cooler subsurface waters. This intensifies TCs through their interaction
with the subsurface (Newinger & Toumi, 2015).

All in all, this shows that SSTs play an important role in the the extent to which the river
plume experiences mixing.

2.2.4. Precipitation

Thirdly, precipitation plays a role in the river plume’s characteristics as it provides an addi-
tional source of freshwater in the WTNA. It has the potential to contribute to the buoyancy
of the river plume, thereby intensifying the salinity stratification (Boutin, Martin, Reverdin,
Yin & Gaillard, 2013).

V. J. Coles et al. (2013) examined numerical simulations with no-precipitation and no-river
runs to conclude that west of 40°W, the riverine influence dominates over precipitation in
modulating sea surface salinity. The precipitation volume in the region of interest (5°S–25°N
and 70°W–25°W, Fig. 2.4) is approximately 520 × 109 m3/y (calculated from Copernicus Cli-
mate Change Service (C3S), 2017). Considering that the combined Amazon and Orinoco river
discharge is 14 times as high at 7300 × 109 m3/y, precipitation is likely a much less important
source of buoyant freshwater even though it is more widespread. However, in September, the
ITCZ is at its northernmost position and precipitation-induced salinity anomalies approach
river-induced salinity anomalies (V. J. Coles et al., 2013). The monthly spatial pattern, show-
ing the meridional migration of the ITCZ, can be found in ??.
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Figure 2.4: (a) Monthly mean volume of total precipitation ± standard deviation
computed over over 5°S–25°N and 70°W–25°W, and (b) mean annual precipitation
(calculated from Copernicus Climate Change Service (C3S), 2017).

2.2.5. El Niño–Southern Oscillation

The El Niño-Southern Oscillation (ENSO) may impact the river plume. The ENSO is a climate
pattern which is characterised by irregular periodic variations of about two to seven years
in global winds and SST over the tropical latitudes of the Pacific Ocean. The ENSO has been
shown to influence climatic phenomena such as storms, droughts and floods around the world
through the interaction of atmospheric and oceanic circulation known as teleconnections (Dai,
Trenberth & Karl, 1998).

An El Niño event is associated with decreased precipitation in the Amazon River basin (Mar-
engo & Espinoza, 2016). Furthermore, in the Caribbean region it is linked to higher average
temperatures throughout the year (Malmgren, Winter & Chen, 1998), and milder dry and wet
seasons (NOAA National Weather Services, 2016). A La Niña event is associated with more
intense tropical storms (Klotzbach, 2011; NOAA National Weather Services, 2016) and more
extreme dry and wet seasons in the northeast Caribbean (NOAA National Weather Services,
2016).
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Figure 2.5: Effects of (a) El Niño and (b) La Niña on the Caribbean region (NOAA
National Weather Services, 2016).

2.2.6. Madden-Julian Oscillation

The Madden-Julian Oscillation (MJO) is a convective oscillation in the tropical atmosphere,
propagating eastward at about 5m/s. It is the principal component of the 30 to 90 day atmo-
spheric variability (Zhang, 2005). The cyclonic phase adds moisture to the atmosphere and is
characterised as being wet, whereas the anticyclonic phase reduces convection and results in
drier weather.

The MJO affects multiple atmospheric processes, such as the rainfall variability in South
America (Liebmann et al., 2004; Paegle, Byerle & Mo, 2000) and over the Caribbean Sea (Mar-
tin & Schumacher, 2011), the generation of tropical cyclones in the Caribbean Sea (Ferreira,
Schubert & Hack, 1996; Maloney & Hartmann, 2000) and the equatorial surface winds in the
Atlantic Ocean (Foltz & McPhaden, 2004). Therefore, it is important to take the effects of the
MJO on the river plume characteristics into account.

The Wheeler and Hendon (2004) index quantifies the MJO using a phase space to denote loc-
ation (phase) and strength (amplitude) of enhanced convection (see Fig. 3.5 and Section 3.4.2.
Using this index, Martin and Schumacher (2011) found precipitation anomalies up to 50%
above the annual mean in phases 1 and 2 of the MJO, decreased strength of the prevailing
easterly trade winds. Opposite results were found for phase 5 and 6. TCs are four times more
likely to be generated when the trade winds are weakened by the MJO than when they are
strengthened (Maloney & Hartmann, 2000).

2.3. Coral bleaching in the Caribbean
Coral bleaching and -mortality has long been a threat to Caribbean ecosystems. Mass coral
bleaching events in the Caribbean have been recorded in 1998, 2005 and 2010 (NOAA Coral
ReefWatch, 2019). Corals that are under stress from amultitude of environmental phenomena
may expel their symbiotic algae (Wilkinson & Souter, 2008). As the coral animal is coloured by
the presence of these algae, their absence causes the familiar sight of the white coral skeleton.
Accordingly, this phenomenon is called coral bleaching. Furthermore, these algae are the
primary source of energy for growth and reproduction of corals and coral reefs. When they
are expelled, the coral is susceptible to starvation and disease. The reefs often recover from
these stress events if conditions become more favourable, with their colour returning within
months while full physiological recovery can take over a year (Fitt & Warner, 1995; Porter,
Fitt, Spero, Rogers & White, 1989). However, reduced growth is often seen and the coral may
skip reproduction for a season (Porter et al., 1989). Ultimately, coral death may occur of which
the chance increases when repeated bleaching events take place in a short period of time.

Since the coral animal is very sensitive, relatively small changes in environmental phenomena
cause damage. Stressors that are potentially linked to the Amazon-Orinoco river plume are
discussed in this section.
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2.3.1. Thermal stress

The most significant cause of recent coral bleaching has been an increase in thermal stress,
since the maximum sea water temperature that Caribbean reef corals can tolerate is 29 ∘C
(Wilkinson & Souter, 2008). If the temperature rises above this threshold for an extended
period of time, it will stress corals and induce bleaching. The magnitude of the temperature
increase and its duration are linked to the severity of the bleaching event.

To quantify and predict the severity of a thermal stress event, some concepts have been de-
veloped. Two commonly used concepts, HotSpots and degree heating weeks (DHWs), are
both indices of coral bleaching-related thermal stress (Liu, Strong & Skirving, 2003; Skirving
et al., 2006).

HotSpot

AHotSpot is an anomalous temperature based on the maximum of the monthly mean SST (i.e.
the average SST of the hottest month of the year) (Wellington et al., 2001). It is therefore not
a typically defined SST anomaly, which is based on the year-averaged SSTs.

Degree Heating Weeks

Biological systems such as coral reefs are not only affected by the intensity of an SST anomaly,
which is indicated through HotSpot values, but also by the cumulative effects of such an
anomaly. To include the cumulative effects, the thermal stress index DHW represents the
accumulation of HotSpots for a given location, over a rolling 12-week time period (Liu et al.,
2003). Because HotSpot values of less than 1 ∘C do not induce visible effects on corals, these
are not included in the calculation of the DHW. One DHW is equivalent to one week of a 1 ∘C
HotSpot value, or half a week of a 2 ∘C HotSpot value.

In general, bleaching occurs when DHW values exceed a threshold of 4, while widespread
bleaching and mortality is likely with DHW values over 8 (Skirving et al., 2006).

2.3.2. Hurricanes and cyclonic storms

Hurricanes and cyclonic storms suspend sediments and increase turbidity, temporarily redu-
cing the amount of UV radiation reaching the corals (Wilkinson & Souter, 2008). Furthermore,
they can cause damage to coral through excessive wave impact (Wilkinson & Souter, 2008).
However, storms on open oceans have the ability to cool water through mixing of hot surface
waters with cooler, deeper waters (Wilkinson & Souter, 2008). This reduces thermal stress on
the corals.

2.3.3. Salinity sensitivity

The salinity range of 25 psu to 40 psu in which coral reef communities do well is quite wide,
but rapid loss occurs at higher salinities (Smith & Buddemeier, 1992). Coral mortality also
occurs when salinities are under 20 psu for longer than 24 hours, with less extreme salinity
depressions causing bleaching and altered metabolic rates (S. L. Coles & Jokiel, 1978; Muthiga
& Szmant, 1987). These extreme salinities are very unlikely to be found in the Caribbean
region. Therefore, it is unlikely that river plume-induced reduced salinity poses a risk for
coral reefs in this region.





3
Data

In this chapter, the data sets used in this study are described and validated.

3.1. Ocean salinity, temperature, density and currents
CopernicusMarine EnvironmentMonitoring Service’s (CMEMS)Global Ocean Physical Reana-
lysis Product (GLORYS12V1) product is an eddy-resolving reanalysis based on the NEMO3.1
platform, using the ECMWF ERA-Interim reanalysis as atmospheric forcing (E. U. Coperni-
cus Marine Environment Monitoring Service [CMEMS], 2018). River runoff in the model is
sourced from Dai (2017). The reanalysis spans 25 years, from 1993 to 2018, with a horizontal
grid size of 1/12° × 1/12° and 50 vertical levels from 0m to 5500m depth and layer thickness
increasing from 1m at surface to 500m at depth. Because of the 25-year time span of the
GLORYS12V1 product, it is sufficient for investigating El Niño-Southern Oscillation (ENSO)-
induced plume variability as it is more than three times the ENSO time scale (see Section 2.2).
Satellite altimetry and sea-surface temperature (SST) observations, as well as in-situ depth
measurements of temperature and salinity are assimilated. in the simulation

3.1.1. Validation of the data set

The complex hydrodynamics of a river plume region are susceptible to model error. To ensure
correct representation of the river plume, we compare sea-surface salinity (SSS) and SST to
satellite data. In addition, HotSpots and degree heating weeks (DHWs) are calculated from the
SSTs in order to verify that the GLORYS12V1 dataset is useable for predicting coral bleaching.

The difference between the model results and satellite observations are calculated in terms of
mean difference and root mean square difference (RMSD). To this end, the surface layer of the
GLORYS12V1 data is used, which is given at 0.49m depth. Hereafter, the applicability of the
model simulation is assessed.

Sea surface salinity

Satellite-derived SSS data are not assimilated in the GLORYS12V1 model, since these meas-
urements are relatively recent and their accuracy is poor compared to in-situ measurements.
However, spatial and temporal coverage of satellite measurements is considerably higher com-
pared to that of in-situ measurements, which makes them highly effective in resolving SSS
structures.

The Soil Moisture and Ocean Salinity (SMOS) L3v4 product is used for validation of SSS
in GLORYS12V1. These are processed (level 3) SMOS satellite measurements with a 9-day
timestep and a spatial resolution of 25 × 25 km2. This product is available from June 2010 to
December 2016 (Boutin, Vergely & Khvorostyanov, 2018).

SSSs from the surface layer of the GLORYS12V1 product are averaged over 9 days to match the
temporal resolution of the SMOS data. Hereafter, mean differences and RMSDs are calculated
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spatially and temporally, as shown in Fig. 3.1.
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Figure 3.1: Comparison SMOS – GLORYS12V1 sea surface salinities. (a) RMSD and
(b)mean difference from 2010-2016; (c) RMSD and (d)mean difference over 5°S–25°N
and 75°–25°W.

GLORYS12V1 salinities are lower than thosemeasured by SMOS in the area close to (<1000 km
from) the rivermouth. Themodel thus seems to overestimate the freshness of thewater on and
near the Brazilian shelf. This effect is not seen at the Orinoco river mouth. Upon spreading
in the direction of the Lesser Antilles, GLORYS12V1 has a saline bias compared to SMOS
measurements (Fig. 3.1b) with RMSD over 1.5 psu. This is especially the case in September
and October, when the river plume is largest (Fig. 3.1d). It is possible that the river plume is
in fact consistently fresher and more stable than it seems to be in the model.

Sea surface temperature

Although both in-situ and satellite SST measurements are assimilated in the GLORYS12V1
model, it is useful to know the extent of the remaining error. Therefore, satellite measure-
ments of SST are compared to the surface layer model output. Furthermore, the model’s abil-
ity to predict coral bleaching in this region is assessed, by means of comparison of HotSpot
and DHW data.

The SST product by NOAA Coral Reef Watch (2018) is used for this comparison. This product
is developed using two related reanalysis SST products and a near-real-time SST product. The
HotSpot andDHWproducts are derived from these SSTs. The daily SSTs are given on a 5×5 km
grid, starting from January 1985.

As the NOAACoral ReefWatch (NOAACRW) grid is finer than that of GLORYS12V1, it is reg-
ridded to match the GLORYS12V1 grid using linear interpolation. Hereafter, mean differences
and RMSDs are calculated spatially and temporally, as shown in Fig. 3.2.
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Figure 3.2: Comparison NOAA CRW – GLORYS12V1 SST: mean and RMS differ-
ences in space and time.

RMSDs between NOAA CRW and GLORYS12V1 SSTs are largest (up to 0.8 ∘C) along the
Venezuelan shelf, while those in the Caribbean sea rarely exceed 0.5 ∘C (Fig. 3.2a). Mean differ-
ences between the two data sets are small as well, with GLORYS12V1 slightly overestimating
the SST compared to NOAA CRW in the upwelling region along the Venezuelan coast. Aver-
aged over the whole region, RMSDs are also generally small, with the largest differences seen
in the summer months (Fig. 3.2c). From 2002 onwards, quality improvement of GLORYS12V1
model results due to deployed ARGO floats is observed in Fig. 3.2c.

For validation of the HotSpot and DHW values, see Appendix A. As any quantifying method,
these threshold approaches come with some drawbacks. Firstly, when using different data-
sets, thresholds may not be comparable (Mumby, Chisholm, Clark, Hedley & Jaubert, 2001).
Secondly, when locations have differing coral species compositions which react differently
to thermal stress, the thresholds may not be comparable (Baird & Marshall, 2002; Hoegh-
Guldberg & Salvat, 1995). Furthermore, the threshold methods disregard other climatolo-
gical variables that may induce bleaching, such as the influence of clouds on radiation stress
(Mumby et al., 2001). Additionally, the used thresholds are invariable and make no distinction
between countries or reefs within countries, while the onset of bleaching may differ (McWil-
liams, Côté, Gill, Sutherland & Watkinson, 2005). Lastly, threshold methods may predict the
onset of bleaching, but present no quantification of intensity or geographic extent of a bleach-
ing event (McWilliams et al., 2005).
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3.2. River discharge
The Amazon river discharge is obtained from the National Center for Atmospheric Research
(NCAR) Research Data Archive (Dai, 2017). The discharge is generally measured using wa-
ter level measurements combined with a calibrated rating curve that links water levels to
discharges.

Orinoco discharge data from SO-HYBAM (2019) are used, which provides monthly discharges
from 2003–2018. These 15 years of values overlap with GLORYS12V1, which is 8 years more
than provided by (Dai, 2017) (see Fig. 3.3).

1990 2000 2010 2020

Amazon

Orinoco

Figure 3.3: Availability of discharge data in GLORYS12V1 (blue) and SO-HYBAM
(2019) (orange).

3.3. Wind speed and -direction, vertical wind shear and precipitation
The ECMWF ERA5 data set is a reanalysis combining forecast models and data assimilation
with archived observations, resulting in a global data set of atmospheric parameters. The
ERA5 data set has a temporal coverage from 1979 to present (as of March 2020) on a spatial
grid of 0.25° × 0.25°. The data is available on 37 pressure levels from 1 hPa to 1000 hPa, as
well as on single levels for specific parameters. For this study, ERA5 monthly averaged data
are used. Single-level parameters are 10m 𝑢- and 𝑣-components of wind, 2m temperature
and total precipitation. Furthermore, 𝑢- and 𝑣-components of wind at 200mbar and 850mbar
pressure levels are used to calculate wind shear.

3.4. Teleconnection indices
In this section, the used climatic indices are discussed.

3.4.1. El Niño-Southern Oscillation

The index used in this study to quantify the ENSO is the Multivariate ENSO Index (MEI)
(NOAA Physical Sciences Laboratory, 2019). This is a bi-monthly index, meaning that it is
calculated on 12 overlapping 2-month periods per year (Dec–Jan, Jan–Feb, etc.). It is based on
the leading Empirical Orthogonal Functions (EOFs) of five variables, being sea level pressure
(SLP), SST, zonal and meridional components of surface wind and outgoing longwave radi-
ation over the tropical Pacific basin. Thresholds of 0.5 are used for El Niño and −0.5 for La
Niña conditions. Each phase results in predictable changes in SST, air temperature, precipita-
tion, and winds (see Section 2.2.5). Values from 1993 to 2017 are given in Fig. 3.4.

3.4.2. Madden-Julian Oscillation

TheMadden-JulianOscillation (MJO) index proposed byWheeler andHendon (2004) is used in
this study. This MJO index is formed by two Principal Components (PCs) of combined lower-
and upper-level winds and outgoing longwave rediation, called Real-time Multivariate MJO
series (RMM series). Combining these two RMM series results in phase and amplitude values
describing the MJO (Fig. 3.5). The index is seasonally independent and uses all longitudes,
making it able to describe the propagation of the oscillation around theworld, with its location
described by the eight phases. The strength of the oscillation is represented by the amplitude
of the index, with amplitudes over 1 considered to be strong MJO events.
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Figure 3.4: Multivariate ENSO Index (MEI) from 1993 to 2017 (NOAA Physical Sci-
ences Laboratory, 2019). Blue shading is used to clarify the threshold of +/ − 0.5 for
ENSO events.
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4
Validation of Sea Surface Salinity

Threshold

In this chapter, we will show that plume waters can be distinguished from the surround-
ing waters using a sea-surface salinity (SSS) threshold, answering the first research subques-
tion. First, the threshold is determined and subsequently validated, under the assumption
that plume waters have several characteristics that are distinctly different from open-ocean
waters. These characteristics, SSS, sea-surface temperature (SST) and barrier layer thickness
(BLT), are assessed using estimations of joint probability of occurrence.

4.1. Method
First, the relevant sampling region and -period are determined. Afterwards, the joint probab-
ility of occurrence of daily SSS and SST is estimated using kernel density estimates (KDEs),
from which we can determine a SSS threshold. This threshold is then validated using the joint
probability of occurrence of SST and BLT.

Concluding from the information presented in Section 2.1, the following is expected:

1. plume waters have lower SSS than open-ocean waters;

2. plume waters have higher SST than open-ocean waters;

3. plume waters have a thicker barrier layer (BL) than open-ocean waters.

4.1.1. Sample period

Months are identified in which the highest SSTs and the lowest SSS are found, indicating the
presence of the river plume. Average monthly mean SST and SSS in the area of interest (5°S–
20°N, 70°–40°W) are calculated over the years 1993–2017. The months in which the lowest
average salinities are found are May to September (Fig. 4.1b). However, the months in which
the river plume is largest are June to November (Ffield, 2007). The hottest months are also
found from June to November, with peak temperatures in September and October (Fig. 4.1a).
Because of the effects on coral bleaching, we are interested in the highest SSTs so the period
of June to November is used as the sample period.

4.1.2. Sample region

A sample region is defined using the average plume extent in June to November (shaded con-
tours in Fig. 4.2), the months in which the plume is largest (Ffield, 2007). To distinguish plume
waters from open-ocean waters, we identify a region in which sample points include similar
amounts of both. The longitudinal range of 70–42°W is large enough such that both low- and
high-salinity waters are included, while the latitudinal range of 14–16°N is small enough to
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Figure 4.1: Monthly evolution of SST and SSS (mean ± one standard deviation) in
the 5°S–20°N, 70°–40°W region. The hottest months are from June to November,
with maximum temperatures from August to October. The minimum SSS are found
from May to September.

minimize latitudinal differences in solar radiation. The sample grid is 0.5×0.5°, shown as blue
dots in Fig. 4.2.
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Figure 4.2: Sample points used for constructing the KDEs (blue markers). Light gray
and gray shading are <34 psu and <35.4 psu contours of the average June–November
SSS, respectively.

4.1.3. Kernel density estimation

The relation between parameters is investigated using KDEs. Kernel density estimation is a
non-parametric method to estimate the probability density function (pdf) of a random variable.
Being a smooth function, it is a useful alternative to a histogram. For joint pdfs, bivariate KDE
are used.

The KDEs in this chapter are constructed using either daily or monthly sample data. A KDE
is heavily dependent on the chosen bandwidth. Scott’s rule, a rule-of-thumb method for de-
termining the bandwidth, is used in all plots for consistency (Scott, 2015). Furthermore, a
Gaussian kernel is used. The estimate is cut off at three times the bandwidth from the ex-
treme data points.

4.1.4. Calculation of parameters

Because a thick barrier layer is expected as a result of the presence of the river plume, the BLT
is used to validate the SSS threshold. To calculate the BLT, the isothermal layer depth (ILD)
and mixed layer depth (MLD) must first be determined. The MLD is a function of 𝜎𝑡 , which is
calculated using 𝑆 and 𝑇 from the Global Ocean Physical Reanalysis Product (GLORYS12V1)
dataset. See Fig. 4.3 for an illustration of these layers.
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Sigma-t

Sigma-t (𝜎𝑡 ) is the density as a function of local Absolute Salinity, Conservative Temperature
and atmospheric pressure:

𝜎𝑡 = 𝜌 (𝑆𝐴, 𝑇𝐶 , 𝑝0) − 1000 kg/m3 (4.1)

To calculate 𝜎𝑡 , the Practical Salinity 𝑆𝑃 given in the GLORYS12V1 product is converted to Ab-
solute Salinity 𝑆𝐴, using the Thermodynamic Equation Of Seawater - 2010 (TEOS-10) standard
(Roquet, Madec, McDougall & Barker, 2015). The Conservative Temperature is converted from
the Potential Temperature at 𝑝0 = 0.

ILD, MLD and BLT

The isothermal layer is the upper layer in which the temperature is approximately constant.
The definition of the ILD is the depth at which the temperature deviates a prescribed amount
of 0.2 ∘C from the surface temperature (de Boyer Montégut, Mignot, Lazar & Cravatte, 2007).
While a reference depth of 10m was originally prescribed to avoid density stratification, a
reference depth of 𝑧ref = 0.49m is used in this thesis because the salinity-induced pycnocline
in the region of interest is in the 3m to 30m depth range (V. J. Coles et al., 2013). This reference
depth corresponds to the surface layer in GLORYS12V1 simulations.

The ILD is calculated by determining the depth at which 𝑇 (𝑧) = 𝑇0 + Δ𝑇 , see Fig. 4.3b.

The mixed layer is the upper layer in which 𝜎𝑡 is approximately constant. It is defined as
the depth at which the density increases from the surface value by an amount corresponding
to the prescribed temperature decrease of 0.2 ∘C, while maintaining sea surface salinity and
-pressure (de Boyer Montégut et al., 2007), shown in Fig. 4.3c.

Δ𝑇 = −0.2 (4.2)

Δ𝜎𝑡 = 𝜎𝑡 (𝑇0 + Δ𝑇 , 𝑆0, 𝑃0) − 𝜎 (𝑇0, 𝑆0, 𝑃0) (4.3)

MLD = 𝑧 (𝜎𝑡 ,0 + Δ𝜎𝑡 ) (4.4)

The BLT is defined as the distance between the mixed- and isothermal layer depths (de Boyer
Montégut et al., 2007), shown between Fig. 4.3b and c.

BLT = ILD −MLD (4.5)
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Figure 4.3: Illustration of ILD, MLD and resulting BLT.

4.2. Results

4.2.1. Relation between sea surface salinity and -temperature

To investigate the relation between SSS and SST, the KDE of daily SSS and SST is shown in
Fig. 4.4. Values are taken from the months of June–November in the sampling grid of Fig. 4.2.
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The dotted line shows the 𝑆 = 35.4 psu threshold.

Two maxima are visible in the KDE in this figure. Firstly, this indicates that there is a com-
pelling distinction between low- and high-salinity waters, roughly between 35 and 36 psu,
confirming that these waters have distinctive characteristics. This is similar to the dynamic-
ally significant salinity threshold of 35.4 psu used by Ffield (2007), and will be used further in
this study, meaning that waters with salinities below and above that threshold are referred to
as ‘plume waters’ and ‘open-ocean waters’, respectively.

Secondly, it shows that the plume waters are warmer than the open-ocean waters in the same
latitude band. The average SST difference is 0.93 ∘C in June–November. Extreme days (𝑛 = 68,
or 1.5% of days) are found on which plume waters are >1.5 ∘Cwarmer than open-ocean waters.

Lastly, the spread in salinities is large in the plumewaters, whereas the spread is only a narrow
band between 36 psu and 37 psu in the open-ocean waters. Two explanations for this larger
spread are: 1) spatial differences in the amount of entrainment of saline water, as river water
has already travelled more than 1500 km by the time it reaches the latitudes used for this KDE;
and 2) interannual variability of the river plume salinity.

30 32 34 36 38
SSS [-]

25

26

27

28

29

30

31

SS
T 

[°
C

]

Figure 4.4: KDE of joint distribution of daily SST versus SSS in June–November using
the sample grid given in Fig. 4.2. The dotted line gives 𝑆 = 35.4 psu, as suggested by
Ffield (2007).

4.2.2. Validation of SSS threshold using BLT differences

To validate the SSS threshold found in Section 4.2.1, the BLT is compared to SST using the
threshold to distinguish plume- and open-ocean waters (Fig. 4.5).

The SSS threshold distinguishes between the waters in a way that two distinctly different
maxima (expected values) are seen in the KDE. The plume waters are characterised by their
15.5m to 26.5m thick barrier layer, while the barrier layer in the open ocean is 3.7m to 15.2m
(Fig. 4.5b). Although the two KDEs in Fig. 4.5a do overlap, it is clear that the plume waters
are much more likely to have a thick barrier layer.
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Figure 4.5: (a) KDE of joint distribution of monthly mean BLT versus SST in June–
November, in the sample region shown in Fig. 4.2. (b) Box plot of the BLT in plume-
and open-ocean waters in June–November, showing the median, quartiles (box) and
1.5 times the interquartile range (IQR) (whiskers), including points outside the IQR
(markers). The distinction between plume- and open-ocean waters is made at 𝑆𝑆𝑆 =
35.4 psu.

4.3. Conclusion
In the sample region shown in Fig. 4.2, a salinity threshold 𝑆 = 35.4 psu of was used to separate
low- and high-salinity waters and investigate their characteristic SST and BLT. Using this
threshold, an average SST difference of 0.93 ∘C is found in June–November. On 1.5% of days,
this SST difference exceeds 1.5 ∘C. The results are in accordance with those found by Hu et al.
(2004), with temperature differences of up to 1.5 ∘C. Furthermore, the monthly average BLT
within the river plume is 11.2m higher than in open-ocean waters.

The distinctly different characteristic SST and BLT in plume- and open-ocean waters confirm
that their distinction can be made using the threshold. Accordingly, this threshold is used in
Chapter 5 to investigate the variability of the river plume.





5
Variability of the river plume

The area, volume and thickness of the plume are determined using the sea-surface salinity
(SSS) threshold that was defined in the previous chapter. To answer the second research
question, these parameters are used to quantify the interannual and seasonal variability of
the river plume. Furthermore, an Empirical Orthogonal Function (EOF) analysis is performed
to uncover the modes of variability of SSS that best describe the river plume.

5.1. Method
The monthly mean surface area, volume and thickness of the river plume are calculated to
quantify its seasonal and interannual variability. To separate data of plume-related parameters
into uncorrelated orthogonal Principal Components (PCs), Empirical Orthogonal Function
(EOF) analysis is used.

5.1.1. Calculation of plume area, volume and thickness

To calculate the plume area, the monthly average sea-surface salinity (SSS) of Global Ocean
Physical Reanalysis Product (GLORYS12V1) is used. The plume area is defined as the sum of
all grid cell areas within 0°–22°N and 72°W–42°W (Fig. 5.1) for which 𝑆 < 35.4 psu.

35.4 psu34 psu

70°W 60°W 50°W 40°W 30°W 20°W

6°S

0°

6°N

12°N

18°N

24°N

Figure 5.1: The black box shows the region over which the plume area, volume and
thickness are calculated. Light gray and gray shading are <34 psu and <35.4 psu
contours of the average June–November SSS, respectively.

The local plume thickness is defined as the depth at which 𝑆 = 35.4 psu. The plume volume is
calculated by multiplying each grid cell area where SSS <35.4 psu with local plume thickness.

25
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5.1.2. Empirical Orthogonal Function analysis

Empirical Orthogonal Function (EOF) analysis is a tool widely used in oceanography and
atmospheric science with the aim to reduce data dimensionality. A transformation is used
to turn the input spatio-temporal data set into a set of uncorrelated maps (called Empirical
Orthogonal Functions), and pricipal component time series (called Principal Components) cor-
responding to those maps. The EOFs represent patterns of variance and the PCs determine
the contribution of every map to the original data set at each time. The Python library eofs
was used for implementation the EOF analysis (Dawson, 2016).

The first EOFs generally contain a large portion of the total variance contained in the data set.
Therefore, the subset of the first EOFs that are of interest can be singled out while the higher
order EOFs are discarded. This greatly reduces the data dimensionality while still maintaining
the essential variance present in the original data.

In the EOF analysis of SSS, the goal is to determine what PCs describe the variability of the
river plume. Therefore, the influence of precipitation, which is present over the whole region
but has a concentrated band in the Intertropical Convergence Zone (ITCZ) between 10°S–10°N,
should be excluded as much as possible. However, the Amazon River mouth is located at 0°
and is permanently directed in north-west direction. To include the whole river plume but
exclude part of the precipitation response, the latitudinal extent is spatially restricted to 0°N–
22°N. Furthermore, the focus is on thewestward pathway of the river plume, thus the eastward
pathway can be cut off. Therefore, the data used in the EOF analysis of SSS is longitudinally
restricted to 72°W–42°W.

The physical parameters that are related to the river plume are SSS, sea-surface temperature
(SST) and barrier layer thickness (BLT) (see Sections 4.2.1 and 4.2.2). EOFs and corresponding
PCs of these parameters are calculated using detrended anomalies from the seasonal cycle.
The temporal and spatial variability of the data set are investigated based on the leading five
PCs and EOFs. The PCs that may relate to the river plume are identified through comparing
their EOFs to the region that is generally affected by the river plume. PCs that are unlikely to
have anything to do with the river plume can then be neglected, even if they contain a large
fraction of the total variance.

To verify the relation between the river plume and a PC, the correlation coefficient between
the PC and the river plume area is calculated.

5.2. Results

5.2.1. Seasonal variability of plume area, volume and thickness

The river plume has a strong seasonality, where the plume area ranges from a minimum of
0.99 ± 0.30 × 106 km2 in February–March to a maximum of 3.15 ± 0.25 × 106 km2 in August–
October (Fig. 5.2a).
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Figure 5.2: Monthly mean ± one standard deviation (shaded) of the (a) area and (b)
volume of the plume, defined as 𝑆 < 35.4 psu, from 1993–2017. Dashed lines show
the monthly min-max range.

The river plume has a thickness of 24.5 ± 11.6m inMarch–April–May (mam) (see also Fig. 5.3a).
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Thereafter, it spreads further into the Atlantic Ocean, vertically entraining saline waters along
the way. In this process, the 35.4 psu contour deepens and the river plume thickness increases
to a maximum of 33.7 ± 15.1m in December–January–February (djf ).
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Figure 5.3: (a) Distribution of the plume thickness (defined as 𝑆 < 35.4 psu) as
percentage of total plume area. (b) Scatter plot of monthly mean plume area and
thickness, categorised by season: March–April–May (mam), June–July–August (jja),
September–October–November (son) and December–January–February (djf ).

The strong seasonality of the river plume can be seen in Fig. 5.3b, with the scatter points
categorized by their respective 3-month season. Furthermore, we observe amoderately strong,
positive relation between plume surface area and mean plume thickness.

The dissipation of the river plume in djf causes the large spread of plume thickness and -area
in this season (Figs. 5.3a and 5.3b). In December of each year, the area and thickness of the
plume are relatively consistent throughout the years. However, much more variability exists
in January and February. This indicates that in some years, the plume persists for a longer
period of time than in others. In mam, the variability is small, shown as a limited spread of
markers in Fig. 5.3b, so that it can be concluded that the plume generally disintegrates before
March/April.

5.2.2. Interannual variability of plume area, volume and thickness

The variations of river plume area and -thickness are shown in Fig. 5.4. Minima and maxima
are shown for each plume cycle using red and green markers to highlight the interannual vari-
ability. A large annual maximum plume area correlates with large annual maximum thickness
(𝑟 = 0.78, 𝑝 < 0.001), which is in accordance with the positive relationship found in Fig. 5.3b.

The annual maximum plume area is most likely to be found in October (48% of 25 years), but
can also take place in August, September and November (20%, 12% and 20%, respectively)
with values of 3.15 ± 0.25 × 106 km2. The largest maximum plume area, found in 2009, is 1.5
times larger than the smallest one in 2016 with a difference of 1.20 × 106 km2, demonstrating
the immense interannual variability of the river plume. Furthermore, the annual minimum
plume area varies greatly as well, with values of 0.42 × 106 km2 and 1.53 × 106 km2 in the
years of largest contrast; a difference of more than one million km2. The possible causes of
this variability are discussed in Chapter 6.

The annual maximum plume thickness is 35.6 ± 3.2m (Fig. 5.4), trailing the maximum plume
area by three to four months (Fig. 5.2). This is because the river plume gradually mixes both
horizontally and vertically, reducing its spatial extent and deepening the 35.4 psu contour.

Lastly, the annual minimum plume volume is highly variable (0.23 ± 0.10 × 105 km3).
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Figure 5.4: (a) Area, (b) thickness and (c) volume of the plume. Markers show min-
ima and maxima in a plume plume cycle. Box plots show the distribution of these
minima and maxima, with whiskers showing 1.5 times the interquartile range.

5.2.3. Patterns of sea-surface salinity variability

Since the seasonality, which constitutes a large fraction of the total variance, is removed from
the data, the remaining variance is the result of locally varying atmospheric forcing and com-
plex hydrodynamics. Therefore, the first five PCs of SSS together describe 51.6% of the total
variance, which is a relatively small amount. Nevertheless, the rest of the PCs are neglected
because they all describe small amounts (<4%) of variance (Fig. 5.5). Furthermore, the relev-
ance of the leading PCs with respect to the plume variability is assessed through their correl-
ation with the surface area of the river plume over time (Table 5.1). We assume that a strong
correlation means that the PC contributes to the total plume area and thus is a river plume-
specific mode of variability. PCs of higher orders than 5 do not correlate significantly with
the previously calculated plume area.

The correlations of PC1 and PC5 with river plume area are weak or not significant. Therefore,
we conclude that these do not relate to the river plume and can be neglected. The correlations
of PC2 and 3 to the river plume area are strong, while PC4 shows a weaker, yet significant,
correlation.

It should be noted that the sign of the pattern of correlation coefficients to the data set needs
to be taken into account. A positive correlation of river plume area with PC2 indicates that
there is a negative association with SSS (Fig. 5.6). In other words, if PC2 increases the size of
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Figure 5.5: Percentage of explained variance for the first 25 PCs of SSS as anomaly
from seasonality.
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Figure 5.6: Leading 5 EOFs (top row) of sea-surface salinity with corresponding PCs,
scaled to unit variance (bottom row). The percentage of explained variance of each
mode is given in parentheses.

Table 5.1: Correlation coefficients of leading PCs of SSS with plume area as anomaly
from seasonality. Only statistically significant (𝑝 < 0.05) correlations where |𝑟 | ≥
0.25 are shown.

variance fraction correlation with plume area 𝑝
SSS PC1 21.1% −0.11 0.063
SSS PC2 12.6% 0.46 <0.001
SSS PC3 7.8% −0.54 <0.001
SSS PC4 6.0% −0.25 <0.001
SSS PC5 4.1% 0.21 <0.001

the river plume, we expect a positive correlation. The opposite holds for PC3 and PC4. The
correlations in Table 5.1 comply with these expectations.

Description of the first five EOFs of SSS

The first PC of SSS correlates negatively with the region just outside the Amazon River mouth
(Fig. 5.6a). However, this PC does not relate strongly to Amazon river discharge (𝑟 = 0.14,
𝑝 = 0.016), but rather to total precipitation anomaly in that region (0.40 < 𝑟 < 0.62 , 𝑝 < 0.001,
not shown). This indicates that PC1 describes the SSS response to precipitation in the ITCZ,
which is concentrated in the 3°S–3°N band. It has little relation to the river plume.

The second PC describes 12.6% of the total SSS variance and correlates with the northwest
along-shelf pathway of the river plume. The blue region in the EOF map in Fig. 5.6b denotes
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negative correlation to the corresponding PC. In other words, in a month where the value of
PC2 is high, it contributes to low SSSs in this region. It should be noted that the actual SSS at
a certain location is the sum of the contributions of all PCs, and that values of individual PCs
only give an indication of the salinity pattern in the region with which they correlate.

The third PC describes 7.8% of the total variance and correlates positively with the spatial
pattern shown in red in EOF3, with concentrated regions of correlation in the Caribbean Sea
and the eastward retroflection pathway of the river plume. It correlates strongly with the
plume area (𝑟 = −0.54), so we conclude that it is related to river plume variability.

The fourth PC describes 6.0% of the total SSS variance and is correlated with the northward
pathway of the river plume that flows along the Lesser Antilles. The correlation with the
plume area is −0.25, so this PC is taken into account in defining river plume variability. It is
important to note that PC4 also correlates negatively with SSS in the retroflection pathway
(6°N, 48°W). This should be taken into account when interpreting the results.

The fifth PC describes only 4.1% of the total variance, the correlation map does not show
distinctive plume pathways and the correlation with plume area is <0.25. Therefore, this OC
is neglected

PC2 and PC3 thus describe most of the variance of the river plume at 20.4% of the total vari-
ance in the region, with a small addition of PC4 (6.0% of the total variance). This makes these
three PCs most interesting for analysis of the river plume variability. Therefore, they will
be used in Chapter 6 for analysing possible modulators of the river plume. The combined
percentage of described variance for these three PCs is 26.4%.
Reconstructed fields using these three PCs demonstrate an acceptable level of accordance with
the river plume structure (see Appendix E).

5.2.4. Patterns of sea-surface temperature variability

An EOF analysis is performed on detrended SST anomalies to reveal possible plume-related
modes of variability.

The first five PCs of SST jointly describe 80.7% of the variance of the SST data (Fig. 5.7). The
first PC describes SST response to large-scale atmospheric forcing in the Western Tropical
North Atlantic (WTNA). The second PC correlates most with the northern part of the Carib-
bean and has a weak negative correlation with the eastward pathway of the plume. The third
PC describes the SSTs in the along-shelf region. PC4 and 5 describe small percentages of
variance (<4%) and are not further discussed.
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Figure 5.7: Leading 5 EOFs of sea-surface temperature (top row) with corresponding
PCs, scaled to unit variance (bottom row). The percentage of explained variance of
each mode is given in parentheses.

The river plume shape is not visible in any of the first three EOFs (upper row of Fig. 5.7), so
no apparent temperature signature can be attributed to the river plume. However, correlation
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coefficients to the river plume area shown in Table 5.2 suggest that the SST pattern described
by PC2 may be related to the river plume.

Table 5.2: Correlation coefficients of leading PCs of SST with plume area as anomaly
from seasonality. Only statistically significant (𝑝 < 0.05) correlations where |𝑟 | ≥
0.25 are shown.

variance fraction correlation with plume area 𝑝
SST PC1 59.1% 0.08 0.148
SST PC2 11.9% −0.31 <0.001
SST PC3 4.6% 0.11 0.055
SST PC4 3.2% 0.10 0.091
SST PC5 1.9% 0.20 <0.001

5.3. Conclusion
The purpose of this chapter was to investigate how the river plume varies interannually,
thereby answering the second research subquestion.

The seasonal variability was used to determine the start and end of one plume cycle. The
river plume, as bounded by the 35.4 psu isohaline, is a strongly seasonal phenomenon with its
largest area found in October, which follows the annual maximum Amazon River discharge
by five months. The maximum thickness is found in December–January–February (djf ), and
the plume has generally disintegrated by March. Therefore, the plume cycle was defined to
range from April to March.

The large variability of the annual maximum river plume area (Fig. 5.4a) shows that its extent
varies greatly throughout the years. The annualmaximumof plume area is 3.15 ± 0.25 × 106 km2,
and the annual minimum area ranges from 0.42 × 106 km2 to 1.53 × 106 km2. Therefore, it is
likely that the extent of its influence on SSTs varies as well.

The variability of the annual minimum river plume volume indicates a large interannual vari-
ability of the mixing rate of the river plume (Fig. 5.4c). This suggests that in some plume
cycles, the fresh (𝑆 < 35.4 psu) plume waters remain in the region for a longer period of time
and may reduce the background salinity in the following year.

An EOF analysis was used to reveal the dominant modes interannual of variability of SSS
in the region of interest. This analysis reveals patterns of SSS anomalies that are potentially
associatedwith the river plume. The PCs that describe the river plumewere identified through
a comparison to the previously calculated river plume area. PC2, 3 and 4 were concluded to
jointly describe the river plume and will be used in Chapter 6 to investigate the modulators of
river plume characteristics. Reconstructed fields of SSS anomalies using only these three PCs
show a good accordance with the general river plume salinity structure (see Appendix E).

Additionally, an EOF analysis was performed on SSTs. Although the correlation of river plume
area with PC2 of SST indicates that this mode of variability does relate to the river plume area,
its spatial pattern does not suggest that it describes a mode of variability of the river plume.
Accordingly, we conclude that no river plume-relatedmodes of variability were revealed based
on the EOF analysis of SST. The effect of the river plume on SST is further investigated in
Chapter 7.





6
Modulators of river plume

characteristics

In the previous chapter, it was shown that the 2nd, 3rd and 4th Principal Component (PC) of
sea-surface salinity (SSS) anomalies jointly describe the interannual variability of the river
plume. In this chapter, the third sub-question is answered, which concerns the processes
affecting the interannual variability of the Amazon-Orinoco river plume. The modulators of
plume characteristics are examined by quantifying the influence of the modulator on the river
plume, taking into account the possible lag of the response.

6.1. Method
The second, third and fourth Principal Component (PC) of sea-surface salinity (SSS) jointly
describe the river plume. For this reason, these are used to perform bivariate analyses on in
this chapter. They will be referred to as ‘plume PCs’.

All seasonally-varying variables discussed in this chapter are detrended and deseasonalised
to expose fluctuations on interannual timescales, by calculating the anomaly from the local
25-year monthly mean.

First, the effect of freshwater inputs, river discharge and precipitation, on the river plume
are assessed (Sections 6.2.1 and 6.2.2). Then, teleconnection indices of the El Niño-Southern
Oscillation (ENSO) and the Madden-Julian Oscillation (MJO) are considered (Sections 6.2.6
and 6.2.7). Lastly, the effects of changes in wind speed, -direction and -shear on the river
plume are investigated (Sections 6.2.3 to 6.2.5).

6.1.1. Statistical analysis

Pearson 𝑟 correlation is used as a means of bivariate analysis. To rule out whether a non-linear
relationship exists between two variables, Spearman’s rank correlation 𝜌 is also calculated.
This rank correlation is only featured when 𝜌 ≫ 𝑟 . In both cases, the significance of the
relationship is determined using a beta distribution to compute a two-sided 𝑝-value.
For all calculated correlations, monthly values are used over a period of 25 years, so that in all
cases 𝑛 = 300 unless stated otherwise. Based on the sample size, the correlation is statistically
significant at a 99.9% confidence interval when |𝑟 | ≥ 0.189. Only stronger correlations, where
|𝑟 | ≥ 0.25, are shown. It follows that these are all statistically significant with 𝑝 < 0.001.
Because there could be a delay between the modulator and the river plume response, the lag is
calculated with a cross-correlation analysis. Here, the lag is defined as the shift for which the
maximum absolute cross-correlation is found. We assume that responses with a computed
lag of more than 12 months are coincidental, so these are not shown. The maximum absolute
correlation is is called 𝑟lag while the correlation at zero lag is called 𝑟0.

33
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6.1.2. Temporally varying variables

River discharge and the Multivariate ENSO Index (MEI) only depend on time, not on space. In
these cases, the correlation coefficients between amodulator and the plume PCs are calculated
to determine to what extent the modulator affects the river plume.

6.1.3. Spatio-temporally varying variables

Precipitation, wind speed, wind direction and vertical wind shear are river plume modulators
that vary in time and space. Leading PCs are first calculated and subsequently compared with
the SSS PCs, to determine the lag between the forcing and the response. The resulting lag is
then used to produce a correlation map of correlation coefficients between the modulator and
the plume PCs.

Vertical wind shear

The wind shear is defined as the absolute difference between the wind vectors (�⃗� ) at the
850mbar and 200mbar vertical levels.

wind shear =||�⃗�200mbar − �⃗�850mbar|| (6.1)

Wind direction

The prevailing winds in the region are the trade winds, which are persistently directed to the
west throughout the year. Therefore, meridional (N-S) wind speed is used as a measure for
wind direction.

6.1.4. MJO compositing

Daily anomalies from the annual cycle of SSS in the months July–September are composited
by the phase of the MJO for all strong MJO events (amplitude >1). In these months, the river
plume area is increasing and the greatest influence of the MJO on the plume characteristics
is expected. The average of the daily anomaly in each MJO phase is then determined in order
to resolve the influence of the MJO on these variables. A two-tailed 𝑡-test is used to calculate
the significance using a 99% confidence interval.

6.2. Results

6.2.1. River discharge

Previous studies have shown that interannual variations of river discharge are not an effective
predictor of interannual plume variability (Fournier et al., 2017; Semyon A. Grodsky et al.,
2015; Semyon A Grodsky, Reverdin, Carton & Coles, 2014). However, these studies use 5
or less years of satellite-derived SSS data to draw these conclusions, whereas the relative
importance of the processes modulating the river plume may vary over much larger time
scales. Therefore, it is interesting to quantify the observed response of the separate SSS modes
of the river plume to anomalous river discharges, using 25 years of SSS- and discharge data.

If a high river discharge causes low salinity anomalies, a negative association to SSS is ex-
pected 3 to 6 months after Amazon discharge and up to 2 months after Orinoco discharge. A
positive correlation of river discharge with PC2 of SSS would confirm this. The opposite holds
for PC3 and PC4.

PC4 of SSS has the strongest correlation with Amazon river discharge at a lag of three months
(Table 6.1). This negative correlation indicates that anomalously low SSSs are observed east of
the Caribbean Sea three months after a high Amazon river discharge. While this correlation
is weak, it indicates that anomalous discharges of the Amazon river do slightly affect the
interannual variability of the river plume.

The results do not indicate that the Orinoco River discharge anomalies significantly affect
the interannual variability of the river plume (Table 6.1). Correlations are calculated using 15
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Table 6.1: Correlations (𝑟0 and 𝑟lag) of plume PCs with Amazon and Orinoco dis-
charges. Only correlations where |𝑟 | ≥ 0.25 are shown. The lag in months for 𝑟lag is
given in parentheses.

Amazon Orinocoa

𝑟0 𝑟lag (lag) 𝑟0 𝑟lag (lag)
PC2 (along-shelf) 0.18 0.18 (0) 0.04 0.24 (-22)
PC3 (overall spreading) −0.09 0.24 (22) −0.10 0.27 (37)
PC4 (northward spreading) −0.17 −0.28 (3) 0.19 −0.37 (39)
a 𝑛 = 180
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Figure 6.1: Correlation maps showing the correlation coefficient between Amazon
river discharge as anomaly from seasonality and SSS anomalies from seasonality
using 0 and 3 months lag. The black contour shows 99.9% significance. Strong
correlations between SSS anomaly data and the respective PCs are shown as purple
dotted (𝑟 < −0.3) and striped (𝑟 > 0.3) hatching.

years (180 months) of data instead of 25 (300 months) but are all low, insignificant or strongest
at a lag of more than 12 months.

In Fig. 6.1, a weak negative correlation is shown of Amazon river discharge with SSS east
of the Caribbean Islands, in the region best described by PC4 of the SSS. This correlation is
strongest at a lag of three months. Correlations of similar strength are found east of 48°W as
well. This is possibly due to the ENSO which modulates not only the Amazon River discharge
but also hydrodynamics in the Western Tropical North Atlantic (WTNA). Furthermore, the
band of negative correlations south of the equator can be explained by precipitation-induced
anomalous SSS in the Intertropical Convergence Zone (ITCZ), which modulates the Amazon
river discharge as well.

6.2.2. Precipitation

Precipitation decreases the SSS directly, without lag. Because we define the river plume using
PCs of SSS, it is likely that some of the SSS response to precipitation is still present in the
plume PCs. This would be confirmed by a positive correlation of total precipitation anomaly
(TPA) with PC2 of SSS and a negative correlation with PC3 and PC4.

To verify the assumption of zero lag between the two processes, results of cross-correlations
between the plume PCs and TPA PCs are shown in Table 6.2. The strongest correlation coef-
ficients are found at 0 and 1 months lag.

Correlation maps of plume PCs with TPA at one month lag (Fig. 6.2) show positive correlation
coefficients between TPA and PC2 of SSS, and negative ones with PC3. These observations
confirm that low SSS are found when TPA is high. The location of the weak negative cor-
relation coefficients in Fig. 6.2c south of 12°N suggest that high precipitation in this region
freshens the local retroflection region, while there is no evidence for a connection to the north-
west pathway. Precipitation has previously been found to be of similar importance to the
Amazon river discharge in terms of inducing SSS anomalies in the eastward plume pathway,
while river discharge is far dominant in the northwest pathway (V. J. Coles et al., 2013).
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Table 6.2: Correlation coefficients (𝑟lag) of plume PCs with PCs of TPA. Only correl-
ations where |𝑟 | ≥ 0.25 are shown. The lag in months for 𝑟lag is given in parentheses.

total precipitation

PC1 PC2 PC3 PC4 PC5
20.5 % 16.0 % 11.0 % 7.0 % 4.6 %

PC2 (along-shelf) −0.29 (0) 0.26 (1) 0.23 (1) 0.10 (0) 0.10 (0)
PC3 (overall spreading) 0.33 (1) 0.15 (0) −0.25 (0) 0.20 (0) −0.06 (0)
PC4 (northward spreading) −0.26 (0) −0.18 (16) −0.22 (13) −0.07 (0) 0.15 (1)
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Figure 6.2: Correlation maps showing the correlation coefficient between total pre-
cipitation anomaly (TPA) and (a) PC2; (b) PC3 and (c) PC4 of SSS at zero lag. The
black contour shows 99.9% significance. Strong correlations between SSS anom-
aly data and the respective PCs are shown as purple dotted (𝑟 < −0.3) and striped
(𝑟 > 0.3) hatching.

Table 6.3: Correlation coefficients (𝑟lag) of plume PCs with PCs of wind speed anom-
aly. Only correlations where |𝑟 | ≥ 0.25 are shown. The lag in months for 𝑟lag is given
in parentheses.

wind speed

PC1 PC2 PC3 PC4 PC5
60.1 % 13.0 % 9.8 % 3.5 % 3.0 %

PC2 (along-shelf) 0.16 (13) −0.26 (0) 0.18 (15) −0.17 (0) −0.27 (4)
PC3 (overall spreading) −0.21 (24) 0.26 (1) −0.05 (0) 0.19 (14) 0.28 (8)
PC4 (northward spreading) 0.22 (4) −0.35 (0) 0.00 (0) −0.20 (1) 0.20 (10)

6.2.3. Wind speed

Strong winds increase mixing. Therefore, we expect that they correlate positively with SSS
at zero to one months lag. This would be confirmed by a negative (positive) correlation coef-
ficients of wind speed anomaly with PC2 (PC3 and PC4) of SSS. However, they also increase
Ekman transport, which leads to a larger plume surface area, resulting in opposite correlation
coefficients.

The first PC of wind speed anomaly describes a large amount (60.1%) of the total variance, yet
no significant correlations are found between this PC and the river plume PCs. As a result,
conclusions drawn from the significant correlation coefficients in Table 6.3 are weak. The
strongest correlations are found at 0 to 2 months lag.

Correlation maps showing the correlation coefficients between wind speed anomaly and PC2
and PC3 of SSS (Fig. 6.3a and b) confirm a positive association. Thismeans that strongwinds in
the significant regions in those two figures are related to high salinities in the along-shelf and
overall spreading pathways, indicating that these regions respond to wind-induced mixing.
The field of negative correlation in Fig. 6.3c shows that strong winds in the blue region are
associated with low salinities in the northward spreading region, likely caused by increased
Ekman transport leading to the northward propagation of the river plume.
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Figure 6.3: Correlation maps showing the correlation coefficient between wind
speed anomaly (wa) and (a) PC2; (b) PC3 and (c) PC4 of SSS (no lag). The black
contour shows 99.9% significance. Strong correlations between SSS anomaly data
and the respective PCs are shown as purple dotted (𝑟 < −0.3) and striped (𝑟 > 0.3)
hatching.

6.2.4. Wind direction

The persistent westward trade winds have a seasonally varying north- or southward com-
ponent. Interannual variations may affect the orientation and spreading of the river plume
through the direction of the wind-induced Ekman transport. We expect a greater river plume
spreading away from the South-American continent whenwinds are directedmore northward
(V. J. Coles et al., 2013; Fournier et al., 2017). This would be confirmed by a positive correl-
ation between wind direction anomaly and PC2, which describes the along-shelf pathway
of the river plume, as well as PC4, which describes northward spreading along the Leeward
Islands, at a lag of 0 to 3 months. The opposite holds for PC3 of SSS.

Correlation coefficients between river plume PCs and those of wind direction anomalies are
weak (Table 6.4).

Table 6.4: Correlations (𝑟lag) of plume PCs with PCs of meridional (N-S) wind speed.
Only correlations where |𝑟 | ≥ 0.25 are shown. The lag in months for 𝑟lag is given in
parentheses.

meridional wind speed

PC1 PC2 PC3 PC4 PC5
41.5 % 29.8 % 9.7 % 4.9 % 3.6 %

PC2 (along-shelf) 0.14 (0) 0.27 (0) −0.21 (2) −0.20 (42) −0.21 (2)
PC3 (overall spreading) −0.17 (5) −0.29 (1) −0.22 (1) 0.03 (0) 0.19 (16)
PC4 (northward spreading) −0.23 (6) 0.21 (0) 0.34 (0) −0.03 (0) 0.23 (13)

Maps of the correlation coefficients between wind direction anomaly and PC2 of SSS at a
lag of 1 month (Fig. 6.4a) shows almost no significant correlations. Furthermore, Fig. 6.4b
shows that northward winds near the amazon river mouth are associated with low salinities
in the regions best described by PC3 after 1 month. On the other hand, Fig. 6.4c shows that
northward winds east of 54°W are associated with high salinities in the northward plume
pathway along the Leeward Islands, the pathway described by EOF4 of SSS.

6.2.5. Vertical wind shear

A high vertical wind shear is associated with reduced genesis and intensification of tropical
cyclones. Therefore, we expect that a high wind shear leads to reduced mixing of the water
column and thus sustained stratification, presenting as low SSS in the river plume after a lag
of 1 to 4 months. This would be confirmed by a positive correlation of vertical wind shear
anomaly with PC2 of SSS, and the opposite for PC3 and PC4.

The lag between the two processes, as determined in Table 6.5, is 3 to 5 months. Figure 6.5a
and b show that highwind shear south of 12°N is followed by high SSSs in the river plume after
5 months. It is important to note that Tropical Cyclone (TC) generation and intensification
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Figure 6.4: Correlationmaps showing the correlation coefficient betweenmeridional
(N-S) wind speed anomaly (v10a) and (a) PC2; (b) PC3 and (c) PC4 of SSS at 1 month
lag. The black contour shows 99.9% significance. Strong correlations between SSS
anomaly data and the respective PCs are shown as purple dotted (𝑟 < −0.3) and
striped (𝑟 > 0.3) hatching.

Table 6.5: Correlations (𝑟lag) of plume PCs with PCs of vertical wind shear. Only
correlations where |𝑟 | ≥ 0.25 are shown. The lag in months for 𝑟lag is given in paren-
theses.

vertical wind shear

PC1 PC2 PC3 PC4 PC5
48.9 % 28.9 % 7.2 % 4.5 % 3.0 %

PC2 (along-shelf) 0.22 (6) −0.27 (3) −0.15 (7) 0.03 (0) −0.30 (1)
PC3 (overall spreading) −0.31 (17) 0.31 (5) 0.18 (8) −0.04 (0) 0.25 (10)
PC4 (northward spreading) −0.22 (16) −0.11 (0) −0.10 (0) 0.03 (0) 0.21 (13)

takes place north of 12°N, which means that wind speed shear anomalies south of 12°N cannot
be related to TCs. Figure 6.5c shows no relation betweenwind shear anomalies and the salinity
of the northward plume pathway along the Leeward Islands after 5 months.

-66° -60° -54° -48°

3°
6°
9°

12°
15°
18°
21°

(a) corr(SSS PC2, wsheara)

-66° -60° -54° -48°

(b) corr(SSS PC3, wsheara)

-66° -60° -54° -48°

(c) corr(SSS PC4, wsheara)

−0.8
−0.6
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8

Figure 6.5: Correlationmaps showing the correlation coefficient betweenwind shear
anomaly (wsheara) and (a) PC2; (b) PC3 and (c) PC4 of SSS at a lag of 5 months. The
black contour shows 99.9% significance. Strong correlations between SSS anomaly
data and the respective PCs are shown as purple dotted (𝑟 < −0.3) and striped (𝑟 >
0.3) hatching.

6.2.6. El Nino-Southern Oscillation

An El Niño event results in warm and dry conditions in the Caribbean and over the Amazon
basin (Fig. 2.5). This decreases the discharge of both the Amazon and Orinoco Rivers andmost
likely results in a smaller river plume or higher salinities. Because a positive MEI corresponds
to an El Niño event, we expect that the SSS in the river plume is positively associated with the
MEI (see Section 3.4.1), at a lag of 3 to 6 months. A negative correlation of MEI with PC2 of
SSS would confirm this, while the opposite holds for PC3 and PC4.

Conversely, El Niño events also cause high vertical wind shear, with subsequent decrease
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Table 6.6: Correlations (𝑟0 and 𝑟lag) of plume PCs with MEI. Only correlations where
|𝑟 | ≥ 0.25 are shown. The lag in months for 𝑟lag is given in parentheses.

𝑟0 𝑟lag (lag)
PC2 (along-shelf) −0.37 −0.41 (1)
PC3 (overall spreading) 0.29 0.38 (9)
PC4 (northward spreading) −0.11 0.34 (23)
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Figure 6.6: Correlation of the Multivariate ENSO Index (MEI) with monthly SSS
anomalies at 0, 1 and 9 months lag. The black contour shows 99.9% significance

in hurricane frequency and -intensity leading to a decrease in vertical mixing. This process
suggests that the SSS in the river plume is negatively associated with the MEI at zero lag. A
positive (negative) correlation of MEI with PC2 (PC3 and PC4) of SSS would confirm this.

Correlation coefficients with the plume PCs are calculated (Table 6.6). The correlation coeffi-
cients indicate a positive correlation betweenMEI and SSS patterns in the regions described by
PC2 and PC3 of SSS, indicating that La Niña events are followed by low salinities. This demon-
strates that the response to precipitation is dominant over increased TC-induced mixing as-
sociated with lower wind shear, which is in line with the results in Sections 6.2.2 and 6.2.5.

The strongest correlations are found at 1 and 9 months lag. Therefore, correlations of MEI
with monthly SSS anomalies are calculated at each grid point using 0, 1 and 9 months lag
(Fig. 6.6).

A strong positive correlation is found to the east of the Amazon River mouth, where the
river plume is not generally found because of its persistent westward orientation. Rather,
this is the ITCZ, where the North Brazil Current (NBC) flows in northwest direction along
the South-American continent. This indicates that the SSS of the waters entering the area of
interest from the southeast are affected by the precipitation which is modulated by the ENSO.
A second region of strong correlation is observed in the Caribbean Sea in all three figures.
This indicates that a low MEI is followed by negative SSS anomalies in the Caribbean Sea
after 1 to 9 months.

6.2.7. Madden-Julian Oscillation

The MJO causes an increase of precipitation in phases 1 and 2, as well as easterly wind anom-
alies which weaken the westerly trade winds (Martin & Schumacher, 2011). Because of the
increased buoyancy input and reduced mixing, lower SSS are expected in these phases. The
opposite holds for phases 5 and 6.

The composited SSS anomalies from the annual cycle in July–September show that slightly
fresher waters (−0.04 psu) are found in phases 2 and 3 and more saline waters (+0.07 psu) are
observed in phases 6 and 7 (Fig. 6.7).

In phase 2 and 3, slightly lower SSSs are observed along the Venezuelan shelf (box ‘U’ in
Fig. 6.8b), possibly caused by reduced upwelling as a result of the weakened trade winds.
Furthermore, low salinities are seen at the Orinoco river mouth (box ‘O’ in Fig. 6.8b). Regions
of the expected lower salinity due to an increase in precipitation and reduced mixing are also
observed in the Amazon river plume, but they are sparse (box ‘A’ in Fig. 6.8b). The opposite is
found in phase 6 and 7 (Fig. 6.8d). For composite results of each individual phase, see Fig. D.1.
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Figure 6.7: Spatial average of daily SSS anomalies from the annual cycle in July–
September, composited by phases of the MJO using only strong MJO events (RMM
amplitude >1). Averaged over region shown in Fig. 6.8. Error bars show the 99.9%
confidence interval.
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Figure 6.8: Mean of daily SSS anomalies from the annual cycle in July–September,
composited by phases of the MJO using only strong MJO events (RMM amplitude
>1). The black contours show 99% significance, based on the local standard devi-
ation determined using a two-tailed 𝑡-test. The number of days on which a strong
MJO event in the respective phases was present is given in parentheses.

6.3. Conclusion
The impact of oceanic and atmospheric conditions on the river plume was examined using
Empirical Orthogonal Function (EOF) analysis combined with correlations analysis. From
the correlations analysis, it followed that none of the calculated Spearman rank correlation
coefficients were notably higher than the Pearson correlation coefficients, leading us to believe
that linear relations are most likely in all cases.

The river plume response to Amazon River discharge anomalies is weak, which is in accord-
ance with previous research (Fournier et al., 2017; Semyon A. Grodsky et al., 2015; Masson
& Delecluse, 2001). A small fraction of SSS anomalies east of the Lesser Antilles (60°W) can
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Table 6.7: Influence of variables investigated in Section 6.2 on plume-related SSS
patterns as determined through EOF analysis (see Fig. 5.6).

SSS PC2 SSS PC3 SSS PC4

River discharge ○ ○ −
Precipitation −− − ○
Wind speed ++ + −
Meridional (N-S) wind speed ↑+ ○ −− +
Wind shear ○ − ○
ENSO ++ + ○
MJO phase 2+3 − − ○
MJO phase 6+7 + + ○
+ positive relation to SSS
○ no significant relation to SSS
− negative relation to SSS

be explained by anomalous river discharges at a lag of 3 months (Fig. 6.1), but it is likely that
other mechanisms are more dominant in modulating the river plume.

Precipitation anomalies correlate with all SSS PCs that were argued to describe the river plume
(Table 6.2 and Fig. 6.2), which indicates that some of the variability associated with the SSS
response to precipitation is present in those PCs. Therefore, correlations to the plume PCs
may also describe feedback mechanisms to precipitation.

On the one hand, strong winds in the WTNA and in the Caribbean Sea are related to a SSS
increase in the along-shelf and overall spreading pathways, through enhanced vertical mixing
and coastal upwelling. On the other hand, the northward plume extension along the Lesser
Antilles, as described by EOF4 of SSS, shows fresh anomalies as a result of increased Ekman
transport.

The meridional (N-S) wind speed was used as a measure for wind direction. Strong offshore
wind anomalies around the Amazon river mouth and south of 10°N are related to increased
northwest spreading of the river plume. Those same wind anomalies are positively correlated
to PC4 of SSS at zero lag, which indicates fresher waters in the North Equatorial Counter
Current (NECC) but more saline waters in the northward spreading pathway along the Lesser
Antilles. Furthermore, a relation between onshore wind anomalies and low SSS is observed
in the Caribben Sea west of 60°W, which is likely related to reduced upwelling of deep salty
waters along the coast of Venezuela.

Vertical wind shear has a weak positive correlation to the SSS in the river plume with a lag of 5
months. However, the region of strong correlation is located south of 12°N and does not over-
lap with the region where TCs are generated and intensified, which is north of 12°N. There-
fore, those correlations are not related to the generation and intensification of TCs. Other
consequences of wind shear variability explaining this significant correlation are outside the
scope of this study.

The ENSO is strongly related to SSS anomalies in the river plume region, with low salinities
found 1 to 8 months after a La Niña event. This is in part caused by high precipitation, since
La Niña events are associated with cool and wet conditions in the Caribbean. La Niña events
are also associated with increased tropical storm frequency and -intensity which leads to in-
creased vertical mixing and higher SSS, but this mechanism is outweighed by the increased
atmospheric moisture.

When compositing SSS anomalies by phase of the MJO, regions of MJO influence are un-
covered. Locally, negative SSS anomalies of up to 0.5 psu are observed in phases 2 and 3,
while positive ones are found in phases 6 and 7. In the months following a La Niña event, the
combined effect of the ENSO together with a strong MJO event in phase 2 and 3 can induce
significant negative anomalies of SSS in the river plume.





7
Sea surface temperatures in the river

plume

The previous chapter explored the processes that affect the interannual variability of the
Amazon-Orinoco river plume. In this chapter, the consequences of the interannual variab-
ility of the Amazon-Orinoco river plume on sea surface temperatures in the Caribbean are
investigated. This chapter starts with a description of the research method, followed by a
section on the results and, lastly, the conclusions.

7.1. Method
Locally, the presence of the river plume leads to higher sea-surface temperatures (SSTs) through
cooling inhibition because of the plume-induced barrier layer. Furthermore, it leads to in-
creased heating due to a higher concentration of coloured matter in the river plume compared
to open-ocean waters (see Section 2.1).

Correlation and lag between SSS and SST anomalies

To investigate whether the interannual variability of the river plume has consequences for
SSTs in the Caribbean Sea and the Western Tropical North Atlantic (WTNA), correlations
between Principal Components (PCs) of SST and sea-surface salinity (SSS) are determined to
resolve the lag. Maps are made of correlation coefficients between the plume PCs (defined
in Chapter 5) and SST anomalies from the seasonality, which is the same method used in
Chapter 6, to identify regions of potential river plume influence.

Comparison of seasonally averaged SSS and SST

To determine whether local SSS anomalies affect SSTs in the same location, seasonal averages
are calculated. Correlation maps are made by calculating the correlation coefficients between
SST and SSS for the September–October–November (son) and June–July–August (jja) seasons.
A disadvantage of this seasonal averages comparison is that the sample size is much smaller
at 25 points (25 years) instead of 300 points in the case of monthly anomalies. Therefore, a less
stringent significance criterium is used (95% instead of 99.9%). The advantage of a comparison
using seasonal averages is that the river plume and its effects on SSTs are mostly present in
only two seasons: jja and son. The remaining half of the year is neglected. Furthermore, the
effect of moving fluid parcels on the correlation is limited.

Relation between annual maximum plume area and anomalous SSTs

To examine the effects of the plume extent on anomalous SSTs, correlation maps are made
using the annual maximum plume area as computed in Chapter 5 and seasonally (jja and son)
averaged anomalous SSTs.
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7.2. Results

7.2.1. Correlation and lag between patterns of SSS and SST anomalies

Because there is a direct negative relation between SSS and SST on seasonal time scales, we
examine whether this effect extends to interannual time scales as well. This should show as
a negative relation between SSS and SST at a lag of 0 to 1 months. Correlation coefficients
and corresponding lag are computed between Empirical Orthogonal Function (EOF) analysis-
derived patterns of anomalous SSS and SST (Table 7.1).

Table 7.1: Correlation coefficients (𝑟lag) of SST PCs with plume PCs. Only correla-
tions where |𝑟 | ≥ 0.25 are shown. The lag in months for 𝑟lag is given in parentheses.

PC2 (along-shelf) PC3 (overall spreading) PC4 (northward spreading)
12.6 % 7.8 % 6.0 %

SST PC1 0.26 (12) −0.27 (17) 0.25 (1)
SST PC2 −0.30 (-1) 0.29 (5) 0.33 (10)
SST PC3 0.23 (-7) −0.27 (-5) −0.26 (15)
SST PC4 0.20 (-5) −0.22 (51) −0.28 (21)
SST PC5 0.22 (0) −0.19 (9) −0.24 (22)

The majority of the correlations in Table 7.1 is weak, or is strongest at a lag of more than 11
months and thus neglected. This provides little support for the hypothesis of a 0–1 month
lagged relationship between SST and SSS. The moderately strong correlation between SSS
PC4 and SST PC2 at 10 months lag could indicate that heated plume waters stay in the region
north-east of the Leeward Caribbean Islands and pre-heat the sea surface, leading to higher
temperatures in the following year.

Figure 7.1 shows correlation maps of SST anomalies with the plume PCs. SSS PC2 describes
the salinity variability in the along-shelf pathway of the river plume, and shows a weak cor-
relation to SST anomalies in the same region (𝑟 < 0.4, 𝑝 < 0.001). This indicates that SSTs in
this region are anomalously high when the river plume is relatively fresh. SSS PC3 describes
the salinity variability in the Caribbean Sea and in the greater WTNA, but shows a minor
region of significant correlation to anomalous temperatures. Lastly, SSS PC4 describes the
northward pathway of the river plume along the Lesser Antilles. This pathway correlates
positively with anomalous SSTs in the WTNA (0.2 < 𝑟 < 0.32, 𝑝 < 0.001), indicating that high
temperatures are found in the red region shown in Fig. 7.1c when salinities east of the Lesser
Antilles are low.
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Figure 7.1: Correlation maps showing the correlation coefficient between SST an-
omaly and (a) PC2; (b) PC3 and (c) PC4 of SSS at zero lag. The black contour shows
99.9% significance.

7.2.2. Comparison of seasonally averaged SSS and SST

In the correlation maps in Fig. 7.2, the expected negative association between SST and SSS is
locally apparent in both the jja and son seasons. In jja, the regions of negative correlation fol-
low the mean river plume shape just outside the river mouth, but not into the Caribbean Sea.
However, along the northeast edge of the largest river plumes, defined as the 35.4 psu contour
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Figure 7.2: Map of correlation coefficients between SST and SSS anomalies for the
jja and son seasons. The black solid contours indicate the 95% significance level.
The black dashed contour gives the mean SSS = 35.4 psu in the respective seasons.
The yellow contour is the 35.4 psu contour of the 1993–2017 minimum of seasonally
averaged SSS.

of the minimum seasonally averaged SSS (yellow contour in Fig. 7.2), significant negative cor-
relations are apparent. This indicates that anomalous northeast plume advection transports
heat further away from the mean river plume as well. These combined results indicate that
lower SSS does not directly increase SST, but rather extensive plume advection – character-
ised by fresh anomalies along the plume edge – are related to SST anomalies along that plume
edge as well.

In son, the strong negative correlations around 42°W and 6°N follow the eastward retroflection
pathway and can thus be attributed to the river plume. However, this negative association is
not found in the westward pathway into the Caribbean Sea. Furthermore, the negative correl-
ations along the South-American shelf around Venezuela (66°W) are more likely to be related
to coastal upwelling, as upwelling transports subsurface waters to the surface and these are
characterised by low temperature and high salinity which results in a negative correlation
between the two.

7.2.3. Relation between annual maximum plume area and anomalous SSTs

The annual maximum plume area shows no correlation with anomalous SSTs in the Caribbean
Sea in both jja and son (Fig. 7.3). This shows that there is no significant relation between
the interannual variability of the plume extent and of SSTs in the Caribbean. This provides
no support for the hypothesis that SST in the region are increased due to more extensive
spreading of the river plume. To the contrary, the SST north of 18°N are negatively affected
by a large annual maximum plume area.

Figure 7.4a shows more compelling results, with a strong positive correlation between the
annual maximum plume area and anomalous SST in the WTNA and the Caribbean Sea in jja
(0.4 < 𝑟 < 0.6, 𝑝 < 0.05). A much smaller region of strong positve correlation is also seen
in son along the continental shelf (Fig. 7.4b). Additionally, a region of negative correlation is
observed north of 18°N. This could indicate that high SSTs are found in the WTNA, one year
after a relatively large river plume is observed. It also shows that the location of these high
temperatures could be affected by the extent of the river plume.
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Figure 7.3: Map of correlation coefficients between the annualmaximumplume area
and SST anomalies in the (a) jja and (b) son seasons. The black solid contour gives
the 95% significance level. The black dashed contour gives the mean SSS = 35.4 psu
in the respective seasons.
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Figure 7.4: Same as Fig. 7.3, but correlation coefficients calculated using maximum
plume area in the previous year.

7.3. Conclusion
In this chapter, the relation between the interannual variability of the river plume and SSTs
was investigated. Results do not support the hypothesis that anomalous SST in the Caribbean
are higher when plume-related SSS patterns are relatively fresh. Conversely, SSSs anomalies
in the northward pathway of the river plume along the Leeward Islands shows a positive
correlation with anomalous SSTs in theWTNA (Fig. 7.1c). On the other hand, even significant
correlations shown in Fig. 7.1c are weak (𝑟 < 0.4).
When comparing local anomalies of SSSs to those of SST by in the jja and son seasons, the
expected negative correlations are present (Fig. 7.2). The negative correlation field is located
where the eastward retroflection current is found, indicating that negative SSS anomalies are
associated with anomalous high SST in the river plume around 42°W. However, the expected
negative correlations are not found in the westward pathway of the river plume and in the
Caribbean Sea. This indicates that negative SSS anomalies in the Caribbean Sea do not lead
to anomalous high SSTs.

A relatively large annual maximum plume extent also shows no significant correlation with
SST in jja and son (Fig. 7.3), reinforcing the conclusion that low SSS advected far from the river
mouth do not lead to anomalously high SST in the same year. However, in a year following a
large river plume, high salinities are observed in the entireWTNA and in the Caribbean Sea in
jja (Fig. 7.4a). In son, this same relation is visible south of 18°N, while the negative correlation
north of 18°N indicates that a large river plume is followed by low SST in that region after one
year (Fig. 7.4b).
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Discussion

This chapter provides a reflection on the study as a whole, including its limitations and related
recommendations for further research. Therefore, this chapter is separated into three sections,
of which Section 8.1 contains a general reflection on the data and methodology used. The last
two sections correspond to the two main objectives of this study, which are to assess the mod-
ulators of the interannual variability of the Amazon-Orinoco river plume (Section 8.2), and
to investigate its consequences on sea-surface temperatures (SSTs) in the Western Tropical
North Atlantic (WTNA) and the Caribbean Sea (Section 8.3).

8.1. Data and methodology

8.1.1. Applicability of model reanalysis data

For the analyses performed in this thesis, 25 years of daily and monthly model reanalysis data
from 1993 to 2017 was used. While this time range is slightly less than the 30-year climate
scale, it does span more than three times the El Niño-Southern Oscillation (ENSO) time scale
of 2–8 years and is therefore large enough to include the main interannual plume variability.
However, atmospheric variability associatedwith theAtlanticMultidecadal Oscillation (AMO)
is not included in this study. This oscillation affects rainfall over the Amazon and Orinoco
basins, rainfall and hurricane activity over the WTNA and the meridional position of the
Intertropical Convergence Zone (ITCZ) (Knight, Folland & Scaife, 2006), which all influence
the river plume. Therefore, it should be included in further studies to better understand plume
variability.

Although the Global Ocean Physical Reanalysis Product (GLORYS12V1) model reanalysis data
is assimilated with both in-situ and satellite observations, it is still subject to model error.
We assessed the temporal and spatial resemblance of the simulation to satellite measure-
ments and concluded that the temporal and spatial temperature and salinity structure are
well-represented in the model (Figs. 3.1 and 3.2). The quality of the assimilated simulation
improves significantly after the deployment of Argo floats (∼2002–2007), but only satellite
measurements canmap the large-scale horizontal sea-surface salinity (SSS) and SST structures
associated with the river plume. However, satellite observations of SSS are only available from
2010 onwards, leaving 18 years unaccounted for. Still, this model reanalysis allows to analyse
the interannual variability of the river plume at a far larger time scale than has been done in
previous studies using only satellite observations (Fournier et al., 2017; Semyon A. Grodsky
et al., 2015; Semyon A Grodsky et al., 2014).

8.1.2. Definition of the river plume

Two methods were used to describe the river plume. First, a simple SSS threshold was used
to compute the surface area, volume and thickness of the river plume. Second, an Empir-
ical Orthogonal Function (EOF) analysis was performed to uncover dominant modes of SSS
variability. Here, we comment on their applicability.
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SSS threshold

The river plume surface area was used to assess the variability of the plume extent as bound
by the 35.4 psu isohaline, the same threshold as Ffield (2007) and similar to the threshold used
in other studies investigating the river plume at large spatial scales (V. J. Coles et al., 2013;
Fournier et al., 2017; Lentz & Limeburner, 1995; Zeng et al., 2008). While this is a widely used
approach, it is important to note that the choice of the SSS threshold affects the size, thickness,
volume and of the river plume. In other words, choosing a threshold of 34 psu would lead to a
smallermaximumplume volume, occurring earlier in the year. Furthermore, the SSS threshold
approach comes with a major disadvantage: it does not distinguish between the responses to
riverine freshwater input and precipitation. Although riverine influence on SSS is dominant
over precipitation in the northwest plume pathway, especially from March to August when
the plume is increasing in size (V. J. Coles et al., 2013), the effects of precipitation variability
related to the meridional position of the ITCZ on SSSs are non-negligible. That said, a SSS
threshold does allow to assess the modulators and consequences of the buoyant freshwater
lens resulting from the combined effect of both river runoff and precipitation. Since colored
dissolved organic matter (CDOM) dominates the water colour in the river plume rather than
Chlorophyll, it performs well in distinguishing the plume waters from open-ocean waters up
to thousands of kilometres from the river mouths (Hu et al., 2004; Molleri et al., 2010). It is
recommended that the plume be differentiated using a defining characteristic which includes
CDOM in addition to SSS in future research.

EOF analysis

The second, third and fourth Principal Component (PC) of SSS as anomaly from the season-
ality were used as a measure for river plume variability. These PCs combined with their
corresponding EOFs describe spatio-temporal patterns of SSS variability, but one should be
careful not to interpret them as physical modes of variability. Nevertheless, we assume that
these three PCs describe distinct elements of the westward pathway of the river plume, based
on their correlation with the river plume surface area and the resemblance of their spatial
patterns to previously found main pathways and dispersion patterns of the river plume (V. J.
Coles et al., 2013; Molleri et al., 2010). It is important to note the three main limitations of this
assumption.

First of all, the river plume is subject to a wide range of processes modifying local SSSs, includ-
ing eddy-driven transport (Fournier et al., 2017) and Tropical Cyclone (TC)-induced vertical
mixing (i.e. Semyon A Grodsky et al., 2012), making dominant modes of interannual variabil-
ity difficult to describe using EOF analysis. As a result, the three selected plume PCs describe
only 26.4% of the total SSS variance in the 0°–22°N, 72°W–42°W region. Because of the large
interannual variability of freshwater deposited in the WTNA by the Amazon River as well
as atmospheric and hydrodynamic processes modulating the river plume, it is likely that the
river plume accounts for a larger percentage of the total SSS variance than can be captured
in just these three PCs. However, since the selected PCs do capture the main structure of the
river plume (see Appendix E), results give an indication of its dependence on the investigated
mechanisms.

Second, all months of the year are included in the EOF analysis, while the river plume is
distinctly present in half of the year (June–November) but almost negligible in March–May.
SSS anomalies in those months are much less likely to be related to the river plume, and
can affect correlation coefficients. Then again, using all months of the year allowed us to
estimate the most probable lag between a modulator and the river plume response. Using this
knowledge, the next step is to assess the river plume variability using seasonal averages.

Lastly, the combination of EOFs are informative in relation to the river plume shape, but
their assessment is complex and, as they do not necessarily correspond to physical modes
of variability, they cannot stand on their own. Therefore, it is recommended to include a
river plume shape parameter in further analyses, as has previously been done by Molleri et al.
(2010) who make use of a Plume Shape Index based on the outer contour of the river plume in
identifying mechanisms which modulate the seasonal variability of the river plume. However,
it should first be assessed whether such a metric is suitable for distinguishing the far more
subtle interannual differences.
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8.1.3. Cross-correlations with principal components

The approach used in this study to quantify the effects of atmospheric processes on river
plume variability was to calculate cross correlations between the principal component time
series of SSS and the relevant atmospheric process. This provided insight into spatial influence
patterns as well as the lag of the response. Computed correlation coefficients were all moder-
ately weak, which is common for this approach: Murtugudde, Ballabrera-Poy, Beauchamp and
Busalacchi (2001) presents both similar and slightly stronger results, while using data filtered
through a 3-month running mean. A more widely used approach is to utilize multivariate
EOF analysis to uncover co-variability of multiple phenomena (e.g. Semyon A. Grodsky, Reul,
Chapron, Carton & Bryan, 2017; Murtugudde et al., 2001). Using this approach did not lead
to more coherent results in this study (not shown), but may be looked into in future studies.

8.2. Variability of the river plume

8.2.1. Variability of river plume extent

The large interannual variability of the annual minimum plume area and -volume (Fig. 5.4)
indicates a considerable interannual variability of both the horizontal and vertical entrainment
rate of salinewaters. This implies that in a year following a large annualminimum river plume,
the background salinity in the mixed layer may be reduced. V. J. Coles et al. (2013) found that
the river plume contains both recent Amazon discharge and discharge from the previous year,
supporting this theory.

Because the SSS threshold does not allow to distinguish the origin of freshwaters, it is possible
that the high annual minima of plume extent are caused by extreme precipitation in February–
March. The ITCZ is located between 4°S–4°N in these months, its southernmost position
(Chiang, Kushnir & Giannini, 2002). Since the plume area in this thesis is computed using the
0°–22°N latitudinal range, it is possible that computed plume area anomalies are caused by
local precipitation. However, inspection of the plume shape at times of minimum plume area
reveal that this is not the case.

8.2.2. Modulators of interannual river plume variability

River discharge

The influence of interannual Amazon River discharge variations on the dispersion and char-
acteristics of the river plume is debated. Zeng et al. (2008) show a strong interannual anomaly
correlation (𝑟 = 0.58) with the plume extent, as bound by the 34.7 psu isohaline, in 1997-2004.
Conversely, other studies suggest that there is no significant relation at all, instead arguing
that atmospheric forcing is far dominant (Fournier et al., 2017; Semyon A. Grodsky et al., 2015;
Masson & Delecluse, 2001). Our results show weak evidence of a local modulation of SSS due
to Amazon River discharge anomalies east of the Lesser Antilles (Fig. 6.1; 0.20 < 𝑟 < 0.32,
𝑝 < 0.001). Since local precipitation anomalies do not show significant correlation in this
same region (Fig. 6.2c), the correlation is likely the result of riverine fresh waters advected
northward over the course of three months rather than local freshening of surface waters due
to precipitation.

The results did not indicate any influence of the interannual variability of the Orinoco River
discharge on the plume salinity patterns. It is likely that the magnitude of its variability is
simply too small (see Fig. 2.2) to significantly affect plume characteristics. However, it should
be noted that the area of interest is cut off at 72°W, while the combined Amazon-Orinoco
river plume affects the region west of that boundary as well. Since the Orinoco River mouth
is located relatively close to that boundary, it is possible that plume characteristics west of the
region of interest are affected by the interannual variability of the Orinoco River.

Precipitation

Part of the moderately strong correlations of precipitation with interannual SSS variability
(Table 6.2 and Fig. 6.2) can be explained by local precipitation-induced freshening of the ocean
surface. However, it is likely that other atmospheric processes that are associated with anom-
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alous precipitation also influence plume dynamics. The meridional migration of the ITCZ,
which is characterized by a zonal band of high precipitation, influences wind direction and
-strength, which affects wind-driven plume advection as well (V. J. Coles et al., 2013). The
computed lag of 0–1 months associated with the correlations is reasonable for both response
mechanisms, such that the lag can not be used to argue which is dominant. In further research,
the direct freshening due to local precipitation can be minimized by using the previously re-
commended method of plume differentiation which includes CDOM in addition to SSS.

Wind forcing

Weak onshore winds along the South-American continent south of 10°N are associated with
enhanced off-shore spreading of the river plume after 0–1 months (Fig. 6.3c and Fig. 6.4b),
which is in line with previous studies (V. J. Coles et al., 2013; Fournier et al., 2017). However,
results also show that strong winds over the plume region are related to higher SSS along the
shelf (Fig. 6.3a), likely caused by a combination of coastal upwelling of deep saline waters and
wind stress-induced vertical mixing.

Wind shear was used as an indicator for TC generation and intensification. Although wind
shear south of 12°N does correlate significantly with the plume salinity patterns, this is not
related to TCs as these are generated and intensified north of that latitude. The possible
relation between SSS- and wind shear anomalies south of 12°N is outside the scope of this
thesis.

Teleconnections

ENSO A La Niña event is associated with a cool, wet atmosphere over the Caribbean Sea
and the Amazon basin and strong winds over the entire WTNA (Klotzbach, 2011; Malmgren
et al., 1998; Marengo & Espinoza, 2016; NOAA National Weather Services, 2016) Results show
a positive correlation between the Multivariate ENSO Index (MEI) and SSS in the Caribbean
Sea after 1–9 months (Fig. 6.6), which implies that low salinities are found in that region some
months after a La Niña event. The correlation is strongest along the South American shelf,
in the Caribbean Sea and in the ITCZ. It is possible that this strong correlation is caused by a
combination of high precipitation, as results showed that this is associated with low SSS, and
strong onshore winds, pinning the river plume against the coastal shelf. On the other hand,
this is inconsistent with other results showing that strong winds over the plume region are
related to high SSS along the shelf and to low SSS in the northward spreading region. Because
of the complexity of the ENSO impacts, no concrete conclusions can be drawn from the results
presented in this thesis alone. More research is necessary to determine what ENSO-dependent
mechanisms cause this positive correlation.

MJO Resulting from the increased precipitation in phases 1 and 2 of the Madden-Julian
Oscillation (MJO) (Martin & Schumacher, 2011), slightly lower than usual SSS was found in
phases 2 and 3 (Fig. 6.7) with local anomalies of up to 0.5 psu (Fig. 6.8). Regions in which
these strong anomalies were found were sparsely spread over the region of interest, so further
research is needed to investigate the particular mechanisms causing this scattered response.

The precipitation anomalies were associated with decreased strength of the trade winds, so it
is possible that wind-driven vertical mixing is reduced in phases 1 and 2, which helps to main-
tain the fresh water lens and enhances the fresh SSS anomalies. However, this mechanism
cannot be concluded from the results in this thesis alone and should be assessed in further
research.

8.3. Consequences of river plume variability on SST
The Amazon-Orinoco river plume has far-reaching effects on the entire Caribbean region, one
of which is its association with temperatures that are up to 1.5 ∘C higher than in open-ocean
waters (Hu et al., 2004). While prior research has been conducted on the variations of river
plume dynamics on seasonal timescales (e.g. V. J. Coles et al., 2013), this study focused on the
relationship between the interannual river plume variability and abnormally high sea surface
temperatures in the Caribbean Sea.
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The results shown in Fig. 4.4 are consistent with previous studies in that sea surface tem-
peratures in the river plume are significantly higher than in the open-ocean in boreal sum-
mer months (Ffield, 2007; Hu et al., 2004). However, the interannual variability of SSS are
only slightly related to the magnitude of extreme SSTs in the northwest pathway of the river
plume (Fig. 7.2). A significant negative correlation is found along the northeast edge of the
largest river plumes (Fig. 7.2), indicating that anomalous northeast-directed plume advection
is related to anomalous high SST in that region. These results are in line with conclusions of
(Fournier et al., 2017), who note the lack of a strong statistical relation between interannual
SST and SSS variability, but show a strong similarity in the location of horizontal SST and SSS
gradients.

The lack of significant positive correlation between annual maximum plume surface area and
seasonally averaged SST anomalies (Fig. 7.3) further show that an extensive river plume is
not necessarily related to high SST. Rather, this reinforces the notion that not the size of the
plume but the direction in which the plume spreads is governing in explaining SST anomalies.

Additionally, significant negative correlations are found in the retroflection region (48°W,
8°N) and the North Equatorial Counter Current (NECC) in the June–July–August (jja) season,
which is even stronger in September–October–November (son). As the focus of this thesis is
on the northwest pathway of the river plume, reasons for this negative correlations are not
investigated and may be a topic for further research.

Since computed lagged correlations presented evidence of a 10-month delayed relation between
SST- and SSS anomalies (Table 7.1), correlation maps were made of seasonally averaged an-
omalous SST and maximum plume surface area in the preceding year. The results show a
strong positive correlation (0.4 < 𝑟 < 0.6, 𝑛 = 24, 𝑝 < 0.05) in the entire WTNA and the Carib-
bean Sea in jja (Fig. 7.4a), indicating that SST are high in the summer following a year with a
larger-than-usual river plume. Since the river plume is a mixture of recent and up to 1-year
aged riverine waters (V. J. Coles et al., 2013), so it is possible that riverine waters remain in
the region for a long period of time, together with its contained heat and CDOM, pre-heating
the WTNA mixed layer in the following year. This would be in line with the large variabil-
ity of annual minimum plume area and -volume Figs. 5.4a and 5.4c. It is recommended that
the origins of the spring WTNA waters are further investigated using backward Lagrangian
parcel tracking.

In son, the region of strong positive correlations along the South American shelf west of 48°W
is less extensive than that in jja. Furthermore, significant negative correlations are found north
of 18°N and west of 48°W, which indicate that SSTs in that region are low in a year following a
large river plume. Since TCs are intensified by warmer plume temperatures (Ffield, 2007) and
the son season follows the height of the hurricane season which ranges from July–October, it
is possible that these negative anomalies are caused by the cool wakes of intense TCs crossing
the northern part of the river plume. In support of this theory are results of Androulidakis
et al. (2016), who find that the plume area (defined as SSS <35.6 psu) reduces significantly due
to hurricane-induced vertical mixing of cool waters. More in-depth assessment of the cause
of these negative anomalies may be an interesting topic for future research.





9
Conclusions and recommendations

The study aims to provide a better understanding of the interannual variability of the Amazon-
Orinoco river plume, to help explain why sea-surface temperatures (SSTs) in the Caribbean
rise to destructive levels resulting in coral bleaching and -mortality in some years. To this
end, an extensive account of the results and their implications was given in the discussion
chapter. Here, we concisely present the main takeaways of this thesis, including answers to
the research questions, main limitations and recommendations for further research.

9.1. Conclusions
The conclusions of this study are presented by first answering the research subquestions and
subsequently stating the overall conclusion by answering the main research question.

1. What are the defining characteristics of the Amazon-Orinoco river plume?

The river plume was defined using a salinity threshold of 35.4 psu. While this approach
does not distinguish between river discharge- and precipitation-induced fresh water, it
does allow to assess the modulators and consequences of the buoyant freshwater lens
resulting from their combined influence.

2. How does the Amazon-Orinoco river plume vary interannually?

Large interannual variations of plume area, -volume and -thickness were found, rein-
forcing that the interannual variability of the river plume may impact hydrodynamic
processes in the Western Tropical North Atlantic (WTNA) and the Caribbean Sea. The
variability of annual minimum plume area is especially noteworthy, with a range of
0.4 × 106 km2 to 1.5 × 106 km2 in the years of highest contrast, demonstrating the im-
mense variability of the freshwater volume remaining in the region at the end of a
plume cycle.

An Empirical Orthogonal Function (EOF) analysis was performed to uncover the dom-
inant patterns of sea-surface salinity (SSS) variability, followed by a correlations ana-
lysis assessing their relation to the river plume. Three Principal Components (PCs)
were found descriptive of main plume patterns of interannual variability, and were sub-
sequently used to assess river plume modulators.

3. What processes affect the interannual variability of the Amazon-Orinoco river plume?

Plume behaviour is modulated by a complex range of processes, with spatial variations
in the hydrodynamic response to forcing as a result of the immense plume surface area.
It is dominated by wind-induced advective transport and -mixing. Results suggest a
relation between north-directed wind anomalies and extensive spreading of the low-
salinity plume waters. Furthermore, strong winds over the along-shelf plume region
are related to locally increased SSS, likely due to a combination of coastal upwelling of
deep saline waters and wind-induced vertical mixing.
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Furthermore, local precipitation highs may play an important role in modulating inter-
annual SSS variations.

Additionally, while prior research has indicated no modulation of plume characterist-
ics, we found weak evidence suggesting local influence of interannual Amazon River
discharge variability on SSS east of the Lesser Antilles after a lag of three months.

Through itsmodulation of the above-mentioned atmospheric processes, there is a strong
indication that the El Niño-Southern Oscillation (ENSO) affects SSS variability in the
main along-shelf northwest plume pathway, with low SSS found 1–9 months after a
La Niña event. However, the relation to the northward spreading pathway of the river
plume is much weaker.

Lastly, SSS are slightly affected by the Madden-Julian Oscillation (MJO), with fresh an-
omalies of up to 0.5 psu found on days with strong phase 2 and 3 MJO events, following
previously found high precipitation anomalies in phases 1 and 2. The opposite is found
for phase 6 and 7.

Finally, we can answer the main research question:

What are the consequences of the interannual variability of the Amazon-Orinoco
river plume on sea surface temperatures in the Caribbean Sea and the WTNA?

Results show evidence of a slight direct effect of the river plume on anomalous SSTs in case
of extensive northeast plume advection, with higher-than-usual temperatures found in the
case of anomalously low SSS. In this, we show that not the size of the plume, but rather the
direction in which it spreads is governing in explaining SST anomalies.

Moreover, evidence is presented of a relation between high summer SST and a large annual
maximum plume area in the preceding year, which may indicate that large river plumes have
the ability to pre-heat themixed layer in theWTNA. However, this mechanism cannot directly
be concluded from the findings in this thesis, and should be addressed in further studies.

All in all, this study further builds onto the understanding of the interannual variability of
the Amazon-Orinoco river plume, by utilizing a 25-year model reanalysis record of daily and
monthly atmospheric and oceanic parameters. Firstly, it shows that the ENSO plays an im-
portant role in modulating plume characteristics, which emphasises the importance of long
time scales in understanding river plume behaviour. Secondly, although it is not dominant,
interannual variability of the Amazon River discharge may be more important than has pre-
viously been assumed based on satellite SSS records, which necessarily span far shorter time
scales. Lastly, we propose a one-year lagged influence of the most extensive river plumes on
SST anomalies in the WTNA, which may help in the prediction of coral bleaching events.

9.2. Recommendations
In the discussion in Chapter 8, limitations of this study are presented together with some
recommendations. The most important recommendations for further research are given here.

Plume definition The characteristics and interannual variability of the river plume were
determined using its SSS signature only. Since this method does not allow to distinguish
between river discharge- and precipitation-induced SSS anomalies, it is recommended to use
a defining characteristic which includes colored dissolved organic matter (CDOM) in addition
to SSS in future research.

Delayed relation between river plume extent and anomalous SSS This study clearly demon-
strates a significant lagged correlation between plume area and increased SSS, but further
research is necessary to determine whether this is indeed caused by lingering plume waters.
Using Lagrangian parcel back-tracking is recommended to determine whether warm anom-
alies in June–July–August (jja) result from lingering plumewaters discharged in the preceding
year.
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Effects of the Madden-Julian Oscillation on river plume variability Preliminary results
were presented indicating a modulation of SSSs by the MJO. It is possible that this is merely
the SSS response to precipitation. However, it could also be the response to reduced wind-
driven vertical mixing, which helps to maintain the fresh water lens and enhances fresh SSS
anomalies. The mechanism causing the fresh anomalies cannot be concluded from the results
in this thesis alone and should be assessed in further research.

Persistence of SST anomalies Since corals reefs are especially sensitive persistent high SST,
the duration of their exposure to heated waters is an important factor to consider. The influ-
ence of the river plume on the persistence of high SST should be investigated to better predict
coral bleaching events.
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Glossary

El Niño phenomenon associated with anom-
alously warm waters in the central
and eastern Pacific near the Equator

HotSpot HotSpot values are sea-surface tem-
perature (SST) deviations from the
Maximum Monthly Mean (MMM).

Values greater than 1 suggest SSTs
that can cause bleaching in corals.

La Niña phenomenon associated with anom-
alously cool waters in the central
and eastern Pacific near the Equator

List of abbreviations and acronyms

djf December–January–February
jja June–July–August
mam March–April–May
son September–October–November

AMO Atlantic Multidecadal Oscillation

BL barrier layer
BLT barrier layer thickness

CDOM colored dissolved organic matter
CMEMS Copernicus Marine Environment

Monitoring Service

DHW degree heating week
DOM dissolved organic matter

ECMWF European Centre for Medium-
Range Weather Forecasts

ENSO El Niño-Southern Oscillation
EOF Empirical Orthogonal Function

GLORYS12V1 Global Ocean Physical Reana-
lysis Product

ILD isothermal layer depth
ITCZ Intertropical Convergence Zone

KDE kernel density estimate

MEI Multivariate ENSO Index
MJO Madden-Julian Oscillation

ML mixed layer
MLD mixed layer depth
MMM Maximum Monthly Mean

NBC North Brazil Current
NCAR National Center for Atmospheric Re-

search
NECC North Equatorial Counter Current
NOAA CRW NOAA Coral Reef Watch

OHC oceanic heat content

PC Principal Component
pdf probability density function

RMM series Real-time Multivariate MJO
series

RMSD root mean square difference

SLP sea level pressure
SMOS Soil Moisture and Ocean Salinity
SSHR sea-surface heating rate
SSS sea-surface salinity
SST sea-surface temperature

TC Tropical Cyclone
TEOS-10 Thermodynamic Equation Of Sea-

water - 2010
TPA total precipitation anomaly

WTNA Western Tropical North Atlantic
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A
Comparison of GLORYS and

NOAA-CRW HotSpot and DHW

To verify whether the Global Ocean Physical Reanalysis Product (GLORYS12V1) dataset is
suitable for predicting coral bleaching events, the data is compared with NOAA Coral Reef
Watch (NOAA CRW) data. In order to do so, the NOAA CRW HotSpot and degree heating
week (DHW) products are calculated from the GLORYS12V1 data and compared to those data
given by NOAA CRW

The NOAA data were obtained from https://coralreefwatch.noaa.gov/satellite/bleaching5km/.
As this data is on a 5 km grid, it was regridded to match the GLORYS12V1 grid and sub-
sequently visualised using the same colour map.

The GLORYS12V1 sea-surface temperatures (SSTs) were used to calculate the DHW product
according to themethodology described on https://coralreefwatch.noaa.gov/satellite/methodology/
methodology.php. NOAA uses the 1985-2012 climatology to calculate their anomalies, which
is regridded and used here as well.

As a first step, NOAA’sMaximumMonthlyMean (MMM) SST is subtracted from theGLORYS12V1
SST to obtain HotSpot values, see Eq. (A.1).

HotSpot𝑥,𝑦,𝑡 = SST𝑥,𝑦,𝑡 −MMM𝑥,𝑦,𝑡 (A.1)

The next step is to calculate DHW values from these HotSpot values for each grid cell. DHWs
are defined as the cumulative HotSpots of the last 12 weeks (84 days) for HotSpot values
greater than 1.

DHW𝑥,𝑦,𝑡 =
𝑡

∑
𝑖=𝑡−84

HotSpot𝑥,𝑦,𝑡 for HotSpot𝑥,𝑦,𝑡 > 1 (A.2)

Since the HotSpots are daily values, the resulting value is divided by 7 in order to obtain the
unit ∘C ×week.

As an example of what these data look like, the following results are generated for 12 October
of three bleaching years 1998, 2005 and 2010.
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Figure A.1: Comparison of DHW pattern on 12 October 1998 (a) calculated from
GLORYS12V1 data and (b) presented using data retrieved from (NOAA Coral Reef
Watch, 2018).
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Figure A.2: Comparison of DHW pattern on 12 October 2005 (a) calculated from
GLORYS12V1 data and (b) presented using data retrieved from (NOAA Coral Reef
Watch, 2018).
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Figure A.3: Comparison of DHW pattern on 12 October 2010 (a) calculated from
GLORYS12V1 data and (b) presented using data retrieved from (NOAA Coral Reef
Watch, 2018).



B
Sea surface heating rate

The sea-surface heating rate (SSHR) is approximated using daily sea-surface temperature
(SST) in the surface layer (0.49m depth) of the Global Ocean Physical Reanalysis Product
(GLORYS12V1) model. These daily values are first low-passed filtered using a rolling mean
with a 7-day window. Hereafter, the differential is calculated using forward differences:

SSHR𝑖 =
SST𝑖+1 − SST𝑖

𝑡𝑖+1 − 𝑡𝑖
(B.1)

A high SSHR is expected when the river plume is present, resulting in negative correlation
coefficients with sea-surface salinity (SSS) anomalies. However, this is only valid when the
SST in plume- and open-ocean waters is similar. When SST in the river plume is much higher
than open-ocean SST, it loses more heat to the atmosphere and is expected to cool down faster.

In Fig. B.1a, which shows correlations between SSS and SSHR anomalies in June–July–August
(jja), sparse regions of significant negative correlations are observed near the Amazon river
mouth. However, regions of positive correlation are also seen further away from the river
mouth. Additionally, no significant correlations are found in September–October–November
(son).
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Figure B.1: Correlation between SSHR and SSS anomalies for the jja and son seasons.
The black solid contour gives the 95% significance level. The black dashed contour
gives the mean SSS = 35.4 psu in the respective seasons.

Using the sample region shown in Fig. 4.2, a kernel density estimate (KDE) is constructed of
the average daily SSHR in the river plume compared to that in open-ocean waters. Since the
SSTwas found to be on average 0.93 ∘C higher in the river plume than in open-ocean waters in
this region, it is expected that the SSHR is lower in the plume than in the surrounding waters
in this region.

The upper right (lower left) quadrant in Fig. B.2 represents the region in which an overall
temperature increase (decrease) is found in the area. When a point is found in the green
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66 Appendix B. Sea surface heating rate

(yellow) shaded area, the temperature change in the low-salinity waters is more (less) extreme
than the temperature change in the high-salinity waters on a given day.

On days when there is a temperature increase in the area (upper right quadrant in Fig. B.2),
the probability that plume waters heat up faster than the open-ocean waters is 46.9%. When
there is an overall decrease in water temperature in the area (lower left quadrant in Fig. B.2),
the probability that plume waters cool down faster than the open-ocean waters is 54.1%. In
other words, the plume waters heat up more slowly and cool down faster in these months.

Results:

• in general, the heating rate of plume waters is lower than that of open-ocean waters:
𝑑𝑇plume − 𝑑𝑇open-ocean = −0.0026 ∘C/d (𝑝 < 0.001)

• on a day where overall heating takes place, plume waters warm up slower than open-
ocean waters: 𝑑𝑇plume − 𝑑𝑇open-ocean = −0.0017 (𝑝 < 0.001)

• on a day where overall cooling takes place, plume waters cool down faster than open-
ocean waters: 𝑑𝑇plume − 𝑑𝑇open-ocean = −0.0020 (𝑝 < 0.05)
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Figure B.2: KDE of daily 𝑑𝑆𝑆𝑇 /𝑑𝑡 from July to September in plume- and open-ocean
waters, given in ∘C/d. Spatial range is from 14N to 16N, and 70W to 42W. The dotted
line shows the line of equality.



C
EOFs and corresponding PCs

Computed leading Empirical Orthogonal Functions (EOFs) and corresponding Principal Com-
ponents (PCs) are presented here. Data sets are first detrended and anomalies from the sea-
sonality are computed for each grid cell.
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Figure C.1: Leading 5 EOFs of sea-surface salinity (SSS) (top row) with correspond-
ing PCs time series, scaled to unit variance (bottom row). The percentage of ex-
plained variance of each mode is given in parentheses.
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Figure C.2: Same as Fig. C.1, but for density.
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Figure C.3: Same as Fig. C.1, but for total precipitation.
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Figure C.4: Same as Fig. C.1, but for wind speed.
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Figure C.5: Same as Fig. C.1, but for meridional (N-S) wind speed.



69

-66 -60 -54 -48

3
6
9

12
15
18
21

1992 2000 2008 2016
(a)

−2.5
0.0
2.5

PC1 (48.9%)
-66 -60 -54 -48

1992 2000 2008 2016
(b)

PC2 (28.9%)
-66 -60 -54 -48

correlation between PC and dataset

1992 2000 2008 2016
(c)

PC3 (7.2%)
-66 -60 -54 -48

1992 2000 2008 2016
(d)

PC4 (4.5%)
-66 -60 -54 -48

1992 2000 2008 2016
(e)

PC5 (3.0%)

−0.8
−0.6
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8

Figure C.6: Same as Fig. C.1, but for vertical wind shear.
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Figure C.7: Same as Fig. C.1, but for isothermal layer depth (ILD).
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Figure C.8: Same as Fig. C.1, but for mixed layer depth (MLD),
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Figure C.9: Same as Fig. C.1, but for oceanic heat content (OHC)
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Figure C.10: Same as Fig. C.1, but for barrier layer thickness (BLT)
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Figure C.11: Same as Fig. C.1, but for sea-surface temperature (SST).



D
Composition by phase of the

Madden-Julian Oscillation

Here, results ofMadden-Julian Oscillation (MJO) composition of sea-surface salinity (SSS), sea-
surface temperature (SST) and sea-surface heating rate (SSHR) are presented. Daily anomalies
from the seasonality are composited by phase of the MJO, after which the mean anomaly from
the seasonal cycle is calculated. Significance is determined using a two-tailed 𝑡-test. For more
information on MJO composition, see Section 6.1.4. For more information on the MJO, see
Section 2.2.6.

– figures shown on following page –
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Figure D.1: Mean of daily SSS anomalies from the annual cycle in July–September,
aggregated by phases of the MJO using only strong MJO events (RMM amplitude
>1). The black contours show 99% significance, based on the local standard devi-
ation determined using a two-tailed 𝑡-test. The number of days on which a strong
MJO event in the respective phases was present is given in parentheses.
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Figure D.2: Mean of daily SST anomalies from the annual cycle in July–September,
aggregated by phases of the MJO using only strong MJO events (RMM amplitude
>1). The black contours show 99% significance, based on the local standard devi-
ation determined using a two-tailed 𝑡-test. The number of days on which a strong
MJO event in the respective phases was present is given in parentheses.
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Figure D.3: Mean of daily SSHR anomalies from the annual cycle in July–September,
aggregated by phases of the MJO using only strong MJO events (RMM amplitude
>1). The black contours show 99% significance, based on the local standard devi-
ation determined using a two-tailed 𝑡-test. The number of days on which a strong
MJO event in the respective phases was present is given in parentheses.



E
Reconstructed fields of SSS

To determine the descriptive quality of PC2, 3 and 4 of sea-surface salinity (SSS) (see Sec-
tion 5.2.3) with respect to the interannual variability of the river plume, fields are reconstruc-
ted using these three Principal Components (PCs) only and compared to the original data set.
For illustrative purposes, only September SSS fields are shown. Since the PCs are computed
using SSS anomalies from the 1993–2018 seasonality, the reconstructed fields are added to the
1993–2018 September mean SSS at each grid point. Reconstruction and original SSS fields on
the same date are shown side-by-side.

– figures begin on following page –
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Figure E.1: Reconstructed fields (‘rec.’) of September SSS of each year in the 1993–
2005 range (first and third column), compared to the original values in the data set
(‘SSS’) (second and fourth column).
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Figure E.2: Reconstructed fields of September SSS of each year in the 2006–2017
range (first and third column), compared to the original values in the data set
(second and fourth column).


	Preface
	Abstract
	Introduction
	Problem statement
	Objectives and research questions
	Thesis outline

	Theoretical framework
	The Amazon-Orinoco river plume
	The Amazon and Orinoco Rivers
	Observed spreading of the river plume
	River plume signature

	Processes affecting the river plume
	River discharge
	Wind
	Tropical cyclones
	Precipitation
	El Niño–Southern Oscillation
	Madden-Julian Oscillation

	Coral bleaching in the Caribbean
	Thermal stress
	Hurricanes and cyclonic storms
	Salinity sensitivity


	Data
	Ocean salinity, temperature, density and currents
	Validation of the data set

	River discharge
	Wind speed and -direction, vertical wind shear and precipitation
	Teleconnection indices
	El Niño-Southern Oscillation
	Madden-Julian Oscillation


	Validation of Sea Surface Salinity Threshold
	Method
	Sample period
	Sample region
	Kernel density estimation
	Calculation of parameters

	Results
	Relation between sea surface salinity and -temperature
	Validation of SSS threshold using blt differences

	Conclusion

	Variability of the river plume
	Method
	Calculation of plume area, volume and thickness
	Empirical Orthogonal Function analysis

	Results
	Seasonal variability of plume area, volume and thickness
	Interannual variability of plume area, volume and thickness
	Patterns of sss variability
	Patterns of sst variability

	Conclusion

	Modulators of river plume characteristics
	Method
	Statistical analysis
	Temporally varying variables
	Spatio-temporally varying variables
	MJO compositing

	Results
	River discharge
	Precipitation
	Wind speed
	Wind direction
	Vertical wind shear
	El Nino-Southern Oscillation
	Madden-Julian Oscillation

	Conclusion

	Sea surface temperatures in the river plume
	Method
	Results
	Correlation and lag between patterns of SSS and SST anomalies
	Comparison of seasonally averaged SSS and SST
	Relation between annual maximum plume area and anomalous SSTs

	Conclusion

	Discussion
	Data and methodology
	Applicability of model reanalysis data
	Definition of the river plume
	Cross-correlations with principal components

	Variability of the river plume
	Variability of river plume extent
	Modulators of interannual river plume variability

	Consequences of river plume variability on sst

	Conclusions and recommendations
	Conclusions
	Recommendations

	Glossary
	List of abbreviations and acronyms

	Appendices
	Comparison of GLORYS and NOAA-CRW HotSpot and DHW
	Sea surface heating rate
	EOFs and corresponding PCs
	Composition by phase of the Madden-Julian Oscillation
	Reconstructed fields of SSS

