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Bar-Generating Cross-Shore Flow Mechanisms on a Beach

J. A. ROELVINK AND M. J. F. STivE

Delft Hydraulics, Emmeloord, The Netherlands

Random waves normally incident on a dissipative beach induce a variety of cross-shore flows, such as
asymmetric oscillatory flow, wave grouping—induced long-wave flow, breaking-induced turbulent fiow,
and momentum decay-induced undertow. These flows are identified, analyzed and hindcasted in a set of
laboratory experiments with the aim of revealing the role of each of the flow mechanisms in the

two-dimensional case of bar generation on a beach.

1. INTRODUCTION

On natural beaches, longshore bars are a common feature,
but their appearances may vary considerably. Single or multi-
ple formations, with longshore parallel or slightly oblique
crests or crescentic features may occur both inside and outside
the direct influence of the surf zone. Several qualitative and
quantitative models or classes of models have been suggested
to explain the development of these formations.

Examples of an important class of models are those of
Carter et al, [1973] and Lau and Travis [1973], who relate bar
formations to the reflection of the incident wave field. The
resulting predicted bar spacing is of the order of the short-
wave length, which generally is not consistent with observa-
tions in nature. Larger, more realistic bar spacings are predic-
ted by Short [1975] and Bowen [[1980], who extended this
class of horizontally one-dimensional models by showing that
field observations of bar spacings are in reasonable agreement
with the suggestion that they are related to reflecting, free long
waves. A further extension is made by Symonds et al. [1982]
and Symonds and Bowen [1984], who introduce a mechanism
for the generation of leaky long-wave modes. They propose
that the transfer of energy from the incident wave groups to
leaky waves is caused by the variation in time of the position
of the initial breaking region.

There is another class of horizontally one-dimensional
models in which the short-wave field responds to a more or
less regular bottom topography. Examples are given by Mei
[1985], describing the resonant reflection of a wave train by a
periodic bar system, and Boczar-Karakiewicz and Davidson-
Arnott [1987], describing the nonlinear evolution of a wave
train with rhythmic interaction between first and second har-
monics. '

A third class of models involves the second horizontal di-
mension, either in longshore water motion or in the bottom
topography. Several promising models are based on edge
waves, which are free long waves confined to the shore. The
resulting predicted length scales of the longshore topograph-
ical patterns are often in reasonable agreement with the nat-
urally observed scales [Bowen and Inman, 1971; Guza and
Inman, 1975; Sallenger, 1979; Dolan et al., 1979]. The theoreti-
cal exercise by Holman and Bowen [1982] convincingly shows
how many observed complex, rhythmic topographies may be
explained as the result of a combination of several edge wave
modes. )

Copyright 1989 by- the American Geophysical Union.

Paper number 88JC04283,
0148-0227/89/887C-04283805.00

In the three classes of models mentioned above, the exis-
tence of a surf zone is of no or of only secondary importance
in the processes related to the formation or existence of bars.
This study falls in a fourth class of models in which flows
induced in the surf zone play a dominant role. One of these
flows is the breaking-induced undertow, the role of which in
the formation of bars was first described qualitatively by
Dyhr-Nielsen and Sorensen [1970]. Quantitative models for
the undertow, the resulting sediment transport, and the beach
profile evolution are presented by Dally and Dean [1984] for
periodic waves, and by Stive and Battjes [1984] and Stive
[1986] for random waves. Here, we do not mention the many
quantitative models presented for beach profile and bar evolu-
tion which are based on more or less empirical approxi-
mations of the sediment transport, while disregarding the un-
derlying flow systems.

Besides undertow there appear to be more surf zone-
induced phenomena which contribute to the process of surfl
zone-related bar formation. The study of Dally and Dean
[1984] shows that it is important to account for the increase
in suspended load due to breaking wave~induced turbulence,
especially in the initial breaking region, The study of Stive
{19867 shows that it is important to account for the effects of
wave asymmetry, These studies indicate that some of the main
flow mechanisms are identified, but there remained some
doubt as to the additional role of long wave~induced flows.
To resolve this question Dally [1987] performed a laboratory
flume study with bichromatic waves on a beach, creating a
strong surf beat mechanism. Although the experiments were
specifically contrived to favor the surf beat mechanism, it ap-
peared that the bar formations were mainly induced by the
“breakpoint/undertow” mechanism.

This study explores the above suggestions for this last class
of models to explain observed bar formation in a realistic
laboratory situation. The laboratory provides the attractive
possibility of schematizing and controlling environment and
conditions, so that we may focus on particular effects. We
consider the situation of random, grouped waves normally
incident on a sandy beach; one beach of an initially plane
slope 1 in 40, the other initially with a single bar. In this
situation a variety of cross-shore flows are induced, namely,
breaking-induced turbulent flow, wave-induced asymmetric
oscillatory flow, momentum decay—induced undertow and
wave grouping-induced long-wave flow. The characteristics of
these flows considered relevant for the sediment transport are
identified, analyzed, and hindcasted. With the aid of an instan-
taneous sediment transport formulation the role of each of the
flows in the generation of a bar on a beach is investigated.
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Fig. 1. Dimensionless smoothed surface elevation density spectra S(f) = S(f’ )/Smax at horizontal portion of the flume
(x = 10 m) and well into the surf zone (x = 30.7 m and x = 32.5 m).

2. LABORATORY EXPERIMENTS

Wave Flume and Beach Geometries

The experiments were conducted in a wave flume at Delft
Hydraulics. The main dimensions of the flume are a length of
55 m, a width of 1 m, and a height of 1 m. The flume is
equipped with a remote controlled rail-guided carriage allow-
ing automatic profile surveying.

The experiments were designed to reveal the process of bar
formation per se and to explore the further evolution of a bar
already formed. To this end, two beach configurations were
chosen; one consisting of an initially plane beach (1 in 40
slope) and the other of a beach with one initial bar (1 in 40
average slope), Random, grouped waves were transmitted to
these beach profiles, creating a surf zone as found on so-called
dissipative beaches. The beaches consisted of medium to fine
quartz sediment of 100 um median grain diameter.

Wave Generation and Instrumentation

Random waves were generated by a piston-type wave board
with a rotation adjustment on a water depth of approximately
0.60 m. The first 15 m of the flume length were used to allow
for wave adjustment. Two considerations are important when
attempting to reproduce natural wave conditions in a labora-
tory flume. The most important one is to prevent the reflec-
tion of the free, long waves traveling offshore toward the wave
generator. This was achieved by active wave absorption
[Kostense, 1984]. The other is related to the generation of the
bound long wave, which is coupled to the wave groups. If the
correct boundary condition at the wave paddle is not satisfied,
a secondary free long wave is also generated, 180° out of phase
with the bound wave. This was not prevented by the method
of wave generation, but the incoming free long wave is ex-
pected to be of secondary importance in these experiments,
since the growth of the bound long wave due to short-wave
shoaling . exceeds the growth of the free long wave due to
shoaling.

The random wave fields generated were of the Jonswap type

with a peak enhancement factor ol approximately 3.3, repre-
senting a young sea state as expected under normal storm
conditions. Some of the measured (smoothed) spectra (in di-
mensionless form) for the initial plane beach situation are
given in Figure 1, indicating how both the superharmonic and
subharmonic-.components develop as the waves shoal.

Surface elevations were measured by conductivity-type
wave gauges. Although aeration influences the response of the
gauges, the air content in the breaking waves was estimated to
be low enough to cause only negligible inaccuracies. Specifi-
cations for level stability and linearity deviations, namely,
<0.5% of immersion depth and <0.5% of full scale deflection
(10, 20, or 50 cm depending on the wave heights), respectively,
were confirmed by referencing and calibration.

The horizontal near-bottom flow (5 cm above the bottom)
was measured using an acoustic sediment transport meter
(ASTM). This instrument measures the water velocity and par-
ticle concentration using the principles of Doppler frequency
shift and intensity variation of backward reflected sound
waves, respectively. Accuracy of the velocity measurements is
determined mainly by the stability of the frequency tracker,
which results in an estimated inaccuracy of +1 cm/s,

Bottom profile variations were measured with a so-called
profile follower. The instrument consists of a vertical gauge
with a conductivity sensor at the bottom tip. The gauge moves
vertically by means of a servo system so as to maintain a
constant distance close to the sediment bed. The inaccuracy of
the instrument is negligible compared to the statistical inaccu-
racies associated with the natural variability of the bed in
crosswise direction of the flume. To reduce this effect,
measurements were made as standard procedure along two
parallel trajectories, each running 33 cm from one of the side-
walls of the flume,

Wave Conditions and Measurement Procedures

As described above, two béach configurations were con-
sidered. Test 1 was performed on the initially plane, 1 in 40
beach, with constant incident wave conditions of normal
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TABLE 1, Laboratory Cases
Initial _ Duration,
Test Profile H, 1 incident> M Jor Hz hours
1 plane 12.3 0.50 12
2a single bar 8.1 0.50 12
2b single bar 13.3 0.50 12

steepness for 12 hours. Test 2 was performed on the beach
with one initial bar, subjected first to 12 hours of incident
waves of low steepness (test 2a), followed, without reprofiling,
by 12 hours of waves of slightly higher steepness than in test 1
(test 2b). The test parameters are summarized in Table 1.

Except for two reference wave gauges in the horizontal sec-
tion of the flume, all instruments were installed on the car-
riage: two wave gauges, two bottom profilers, and the ASTM.
During the tests the several measurement positions were
scanned for the surface elevation and the near-bottom velocity
data. Some measurements were conducted again somewhat
later in the test to identify the variability of these data during
the tests, especially that due to the changing bottom profile. It
will be seen below that this variability is low.

3. WAVE ENERGY DECAY

Throughout this paper the basis of the calculation of water
motions is the distribution of wave heights and mean water
level setup predicted by the energy decay model given by
Battjes and Janssen [1978] with the parameter settings ac-
cording to the calibration by Battjes and Stive [1985]. We
standardly apply this model in horizontally one-dimensional
situations.

The wave parameters predicted by the energy decay model
needed for the undertow calculation are the rms wave height,
the setup, and the energy dissipation. Of these three quantities
the prediction of the first two has already been checked to a
satisfactory degree. However, it has been noticed [Roelvink
and Stive, 1988] that in a region just after a point of initial
breaking there is a spatial shift between the maximum gradi-
ent of the wave height and that of the undertow. An expla-
nation for this was found in the time needed to convert orga-
nized kinetic and potential energy into small-scale, dissipative
turbulent motion. Tt was concluded that the energy decay
model may be a good predictor of the wave height decay as
observed [rom the wave surface variance (a manifestation of
primarily the potential energy), but this is not necessarily so
for the total energy decay. A distinction has to be made be-
tween the dissipation source term in the wave energy balance
equation, which is actually a production term of turbulent
kinetic energy P, and the dissipation of turbulent kinetic
energy D. It will be shown later that using D instead of P as
input to our undertow model improves the calculated under-
tow distributions.

The dissipation of turbulent kinetic energy D may be
derived with the aid of a one-equation model for the turbulent
energy given below [cf. Launder and Spalding, 1972], in which
we consider the time-averaged turbulent energy flux, {kc), in
a spatially fixed control volume integrated over the penetra-
tion depth, and thus disregard vertical diffusion effects:

0
p— {ke> dz=P ~D 1
ax depth ( )

k32
D=p f cd<—l——> dz )]
'depth v
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where p is the water density, c is an advection velocity, ¢, is a
coellicient (= 0.08 [seec Launder and Spalding, 1972]) and [, is
the length scale of the vortices.

We now approximate the depth-integrated time-averaged
energy flux as follows:

J <ke) dz = fokel, 3
depth

where f8, is a coefficient, /, is the height over which dissipation
takes place (the penetration depth), k is a depth mean, time-
averaged turbulence intensity, and ¢ is the wave propagation
speed. As k is greatest during the passage and in the vicinify of
the wave front, which travels at the propagation speed, f, is
expected to be of order one. Furthermore, we estimate [, to be
the order of the water depth h, and we follow Deigaard et al.
[1986]) in their estimate of I, ~ 0.07h. It then follows that a
similar evaluation of the result for the dissipation (equation
(2)) now gives

D=pB k"  B,~10 )

It is interesting to note that this is the same as the result
derived by Battjes [1975] for the horizontal mixing in the surf
zone, on the basis of similar arguments.

In order to solve the coupled equations (1) and (4) for the
unknown D we compute the actual turbulent energy pro-
duction from the energy balance equation of the energy decay
model:

P = 9(Ec,)/ox (5)

where E is the organized energy density dand ¢, is the wave
group velocity.

The wave energy decay model has not been extended with
(1) and (4) to predict the cross-shore energy dissipation vari-
ation, which generally lags behind the turbulent energy pro-
duction. Also, the horizontal momentum balance equation to
solve the mean water level setup should be extended to ac-
count for the effects of the turbulent estergy on the radiation
stress magnitude. The resulting set of equations is presented in
the appendix. The solution of the coupled equations for the
cases both with and without a lag between production and
dissipation is shown in Figure 2, The effect on the wave height
decay and on the setup is shown. It appears that for both of
these variables the effects are insignificant. This is as expected
since the only correction here is to the setup and is of second
otder. The effect on the undertow will be discussed in the next
section.

4. 'WAaVE-INDUCED CROSS-SHORE FLOowS

In the context of cross-shore sediment transport we are in-
terested in the near-bottom, time-varying flow induced by the
waves as they propagate and decay toward the shore. Further
on, a detailed transport formulation is adopted to model the
transport quantitatively, For the moment it is sufficient to
realize that any suitable time-varying formulation for the sedi-
ment transport rate ¢ should at least contain terms pro-
portional to some power of the near-bottom, time-varying
cross-shore flow w(t). For example [cf. Bailard, 1981],

q(t) = const, u(®)ju(t)]” + const,|u(t)™ dz,/0x 6

with n =2, 3, m=3, 5, and where dz,/0x is the local bed
slope. :

This approach may be considered a simple first approxi-
mation, which assumes that the sediment transport responds
in a quasi-steady manner to the time-varying flow on the one
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Fig. 2. Wave height decay (H ), mean water level setup (i7), undertow (U), and depth (d); measurements (test 1, crosses)
and model predictions (lines) for the case with and without a lag between energy production and dissipation.

hand and to the downslope gravity force on the other hand. A
possible extension to this approach is to introduce nonsteady
response, for which it becomes important to include flow ac-
celeration effects, resulting in terms with odd and even mo-
ments of the time-varying acceleration. Here we will rely on
the above approach and study the odd and even flow mo-
ments resulting from time averaging (denoted by angle brack-
ets) of (1). These moments are (1) the odd moments {uful?*}
and <ufu}>), and (2) the even moments <|u|?> and (ju|*.

In order to identify and analyze the contributions to these
moments a first step in their decomposition is as follows.
Assume the total, near-bottom flow velocity is decomposed
into a wave group mean (overbar) and a time-varying (tilde)
component:

u(t) = i + i) )]

where the time variation of @ contains the variation both on
the time scale of the wave groups and on that of the individual
waves.

Decomposition of the moments is now possible by assuming
that |i] <|d] (and using, for example, a Taylor series ex-
pansion) with the result [cf. Bowen, 1980]

_ Culul*> = <@aPy + 3adja®y + (8a)

ul*> = <Jal*> + 3acajaly + 3ajaly + - (8b)

Culul?y = <@y + 4a<[a>y + 6a*<aaly + 4@Pal> + -+ (8¢)
Jul®y = Jal®y + sacialal®y> + 10a2¢)ia*>

+ 10 Al + ST + -+ (8d)

Inspection of these expressions indicates that under the re-
striction of a mean velocity which is smaller than the ampli-
tude of the tiime-varying velocity, we can separate the contri-
butions of the mean flow and of the low-order central (around
the mean over several wave groups) flow momens.

The mean flow component in the present situation is pri-
marily due to the undertow, induced by the wave breaking, As
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shown below, the central, odd flow moments appear to be due
to wave nonlinearity and a correction thereon due to wave
group—related long waves. First we focus on the undertow.

Undertow

In the present case of steady (on the time scale larger than
that of the wave groups), vertically two-dimensional motion of
normally incident wave groups the depth-integrated total
mass and momentum equations yield a depth mean zero flow
and in essence a balance between the radiation stress and the
steady wave setup. However, locally (in the vertical) the mass
and momentum fluxes need not be in balance. The potential
role of this imbalance driving a seaward directed return flow
or undertow, compensating for the shoreward mass flux above
trough level, was first pointed out by Dyhr-Nielsen and
Sorensen [1970].

Quantitative evaluations of these ideas leading to models of
this vertical circulation pattern have been presented by, for
example, Dally [1980], Svendsen [19841, Stive and Wind
[1986], and Svendsen et al. [1987]. These cross-shore mean
flow models arc all based on a periodic wave description.

A first, satisfactory application of these models for the case
of random waves was made by Stive and Battjes [1984], who
simply applied the periodic formulation to the fraction of
waves that are breaking. A further cvaluation and gener-
alization applying the more recent ideas has recently been
made by Stive and De Vriend [1987]. Their formulation for the
two-dimensional vertical case has been adopted here and may
briefly be described as lollows.

In order to derive the wave mean cross-shore current, the
water column is divided in three layers, namely, a surface layer
above wave trough level, a middle layer, and a bottom layer.
Following Stive and Wind [1986] the surface layer is not con-
sidered in detail, but its effects are accounted for by an ef-
fective shear stress at the trough level, compensating for the
momentum decay above it, and via the condition that the net
undertow must compensate for the mass flux in the upper
layer. In the middle layer the following horizontal momentum
balance equation describes the mean flow U:

8 Uz 8

22" e T ox

— -3
(pu* — pw?) + g ©

In the bottom layer the horizontal momentum balance equa-
tion has an additional term:

il z — — 0 - —
5‘; Py %—) = 5‘3; (i — pw?) + 5% pal + z% o@  (10)
These two second-order ordinary differential equations may
be solved for the mean flow U given two conditions éach,
while a fifth condition is needed to solve for the (unknown)
mean setup gradient. Three conditions are quite straightfor-
ward: the no-slip condition at the bed, the shear stress con-
dition at wave trough level, and the integral mean flow con-
dition to compensate for the net mean flow above trough
level. The remaining two come [rom matching or patching,
which involves conditions for the mean flow and its vertical
gradient or its shear stress. A detailed evaluation of the above
is found in the work by Stive and De Vriend [1987]. For the
bottom layer, nonbreaking waves follow - Longuet-Higgins’
[1953] conduction solution for progressive. waves which uses
matching. For the case of breaking waves the patching ap-
proach of Svendsen et al. [1987] is used, which involves solv-
ing the equation for momentum balance including a term for
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the gradient of the cross product of horizontal and vertical
oscillatory velocity. The turbulent viscosity in the bottom
layer is taken to be an order of magnitude lower than that in
the middle layer. The result is a series of equations with solu-
tions for the undertow U, the setup gradient, and the values of
both the undertow and its gradient at the patching level. The
rather large number of analytic expressions is not repeated
here; instead the reader is referred to the paper. Finally, it is
noted that the patching level itself (used for the modeling of
the breaking wave situation) is somewhat arbitrary, so that a
matching solution would be preferable.

In the above described undertow model, the wave breaking-
induced shear stress at trough level, p(t), used to model the
eflects of the surface layer, is proportional to the ratio of wave
energy dissipation D to the wave phase speed ¢ [see Stive and
De Vriend, 1987]:

1) oc D/fe (11)

This shear stress is very important in the driving of the under-
tow. Initially, the term D was interpreted as the dissipation
source term used in the wave height prediction model. As was
discussed in section 3, a better interpretation is that this
source term is a measure of the actual production of turbulent
energy, P, and that the shear stress () should be related to
the dissipation of turbulent kinetic energy, D, which generally
lags behind the production term. In Figure 2 the calculated
undertow distributions with and without this lag effect are
compared to the measurements. The correction to the under-
tow model improves the prediction significantly on two points,
namely, the position of the maximum gradients in the under-
tow and the position of the maximum in the undertow. Both
these improvements have important effects on the prediction
of the position of the generated bar,

Central, Odd Flow Moments

On the time scale ranging from that of the wave groups to
that of the individual waves it is useful to subdivide the total
oscillatory part of the near-bottom flow into a component
varying on the time scale of the wave groups, u;, and a com-
ponent varying on the time scale of the individual waves, u,, so

the total time-varying flow component is given as
¥ =u, +u, (12)

Assuming u, « u, and u, to be uncorrelated to Ju |* and Ju,|*,
we can evaluate the contributions to the odd central flow
moments with

(13a)
(13b)

@iy = (ufud*> + 3uhuly
iy = Cufud®> + durlul®>

The first terms on the right-hand side are nonzero only in the
case of an asymmetry about the horizontal plane caused by
nonlinearity of the waves [cf. Bowen, 1980]. The last terms are
nonzero if there exists a correlation between the slowly vary-
ing velocity 1, and the short-wave velocity variance 1% Such
a correlation exists in the case of group-bound long waves,
resulting in a negative correlation, or in the case of short-wave
variance fluctuations due to a slowly varying water level, re-
sulting in a positive correlation. As the contributions due to
nonlinearity and those due to long wave/short wave interac-
tions are formally separated in (134) and (13h9, we may use
separate models to describe these terms, rather than construct
a complicated model which describes both features integrally.
In this way, relatively simple models can be chosen and tested,
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which only have to account for one particular feature of the
random, nonlinear wave field.

The first terms on the right-hand side of (13a) and (13b) are
modeled according to a nonlinear; monochromatic theory,
which uses the total energy density as a basis. The theory
adopted is a Fourier approximation of the stream function
method as developed by Rienecker and Fenton [1981], which
we apply only for the nonbreaking wave fraction (1 — §,),
where §, is the breaking wave fraction calculated by the wave
energy decay model. The reasoning is that the breaking wave
fraction may be well characterized by sawtooth-shaped waves,
of which the phase lock between first and higher harmonics is
such that the higher-order terms do not contribute to the odd
moments [cf. Stive, 1986]. Therefore we apply the theory for

the nonbreaking wave fraction only and assume no corre-
lation between the breaking and nonbreaking waves, so that

(14q)
(14b)

<uslus|2> = (1 - Qb)(unllun1|2>
<uslus|3> = (1 - éb)(unllun1|3>

where the nonlinear terms are derived from the first eight
Fourier components as given by the Fourier approximation of
the stream function theory by Rienecker and Fenton [1981],
phase locked according to

8
U, = Y. i cos (kw,t) (15)
=1



ROELVINK AND STIVE; BAR-GENERATING CROSS-SHORE FLOW MECHANISMS ON A BEACH

0.50

0.25

~0.25

> Cq

-0.50

~0.79

4791

TEST 1 ' X
TEST 2a: ¢
TEST 2b: 4+

REGR.

14,55 .55 9.50

.75 1.00 1,58

~—> (Hrms/Hrms, )2

Fig. 4. Correlation coefficient (C,) between wave envelope and long-wave surface variation versus the ratio of actual and
incident wave energy.

As input the calculated local wave energy, peak period, and
water depth are used. For practical use in our calculations we
have tabulated the results as a function of dimensionless wave
period and dimensionless wave height,

For the purpose of modeling the second set of terms in (13a)
and (13b) we need to estimate (1) a representative amplitude of
the long waves, (2) the variation of the short-wave variance
over a typical long-wave period, and (3) the correlation be-
tween the long-wave velocity and the short-wave velocity vari-
ance as an indication of the strength of the interaction.

As a first attempt to estimate items | and 2, we assume that
the wave group-related features of a random wave field may
be represented by a bichromatic wave train with accompany-
ing bound long wave. Sand [1982] gives a practical method
for estimating the long-wave amplitude resulting from two
waves with equal amplitudes and frequencies of f;, and f, + Af,
respectively, using a transfer function G, h(f,, A):

éa = _Gnmha 14 /h

mn

(16)

where ¢, is the bound long-wave amplitude and a,, = a, are
the short-wave amplitudes. The schematized wave train is re-
quired to have the same total surface variance:

o= [ SV = H? =, a2 457 D
Combination of (16) and (17) yields
%I{fmsz = alﬂz + ?‘!‘(G)"Nzllzaln4/hz) (18)

Given the predicted cross-shore variation of H,., a, and &,
can now be calculated from (18) and (17), respectively. The
peak frequency f, is assumed to be invariant for the main
spectral peak as the waves shoal in the cross-shore direction.
A beat frequency of Af'= ¢f, was applied as recommended by
Sand [1982].

From these surface elevtion amplitudes the short-wave ve-

locity amplitudes are determined with linear theory, while the
long-wave velocity amplitude is calculated using the long-
wave approximation:

u, = & (ghyh'? (19)

We may check the long-wave velocity variance fu,? calcu-
lated with this simple model with the variance of the low-
frequency part of the measured velocity spectrum below 0.25
Hz. (As may be observed [rom Figure 1, 0.25 Hz is the ap-
proximate division between the subharmonic and primary
harmonic regime) The results are shown in Figure 3, from
which it may be seen that the spatial variation as well as the
absolute values agrees well with the measurements. In view of
the many long-wave processes not taken into account it is
remarkable that even well into the breaker zone, where the
bound long-wave concept cannot hold, the long-wave variance
is predicted satisfactorily.

Returning to the modeling of the interaction terms between
short- and long wave flow we may now represent the near-
bottom time-varying flow responsible for these terms by
Uy, = t,, cos [(w, )] + 0, cos [{w, + Aw)t]

+ 41, cos [{(Aw + ¢)t] (20

Here, ¢ is a phase shift between the long-wave and the short-
wave envclope, which equals —n in the case of bound long
waves. In this schematization the only contribution to the odd
moments is due to the long wave/short wave envelope interac-
tion. Therefore we may approximate:

3uhu?y =~ ug >
Auful> = <i“BII3uBI>

These terms can be determined by numerical integration, A
further simplification can be made by noting that

Jupl" g = Clup gD lp=0

@1a)
(21b)

(22)
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(a) Test 1. (b) Test 2a. (c) Test 25,

where C, = cos ¢ is the correlation factor between the long-
wave and short-wave envelope, which is —1 in case of a com-
plete bound long-wave situation.

In reality, however, it appears (see, for example, Abdelrah-
man and Thornton [1987]) that the cross-correlation coef-
ficient (derived through low-pass filtering of the elevation
signal to obtain the low-frequency motion and high-pass filter-
ing, squaring, de-meaning, and low-pass filtering to obtain the
wave envelope) is only slightly negative as long as we stay
offshore from the surf zone, and that it changes into a positive
correlation as we enter the surf zone, These findings are not
totally unexpected; the low values found offshore may well be

due to long-wave fields from other sources decreasing the co-
herence, and the positive correlation in the surf zone is ex-
plained by the short-wave modulation through the depth vari-
ations induced by the presence of the long waves.

In our laboratory experiments we also found a similar be-
havior of the cross-correlation coefficient, but with signifi-
cantly higher negative correlations offshore. These higher cor-
relations are most probably due to the fact that there are
fewer other long-wave sources in the laboratory than jn
nature, while also the [act that the waves are unidirectional
may play a role. We have investigated whether the correlation
coefficient is related to some physically acceptable parameter
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as it varies across the shore. It appears (see Figure 4) that for
the three different situations investigated all results correlate
well with the ratio of local variance density over the incident
variance density as expressed by the parameter (H,,,,/H ms0)*
This is not totally surprising since the above suggested mecha-
nism of the short-wave modulation in the surf zone will
become more dominant as the waves progressively -lose their
energy. However, we leave the explanation to a more universal
analysis elsewhere, and here we will gratefully accept the re-
lationship and after parameterization use it for our present
aim, which is a calibrated calculation of the several flow mo-
ments.

We have now dealt with all components of the total, odd
central flow moments and we can inspect the final result.

(continued)

These results are given in Figure 5, where also the nonlinear,
odd central moments are given, It is clearly shown that includ-
ing the long-wave contributions to the odd, central flow mo-
ments is necessary to predict these moments with some accu-
racy. As illustrated by Figure 5 these conclusions apply to all
three test cases, which concern clearly different cross-shore
profiles, It is fair to conclude that the prediction of the nonlin-
ear, odd central moments is quite satisfactory.

Total Flow Moments

The above modeled results for the undertow and the central
flow moments may now be combined to yield results for the
total flow moments as follow from the set of equations (8a)-
(84). This set of equations contains algebraic combinations of
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the mean flow component (the undertow) and several odd and
even central flow moments. Of these only the modeling of the
even moments has not yet been addressed; consistent with the
earlier mentioned philosophy we have adopted the furthest
possible schematization, which is a bichromatic, linear model.
The calculated and measured total third and fourth odd
flow moments for test 1 are compared in Figure 6. Where
available, the different constituents are also given, to indicate
their relative importance. Although it is clearly shown that the
undertow contribution is relatively important, it also appears
that the contributions due to the wave nonlinearity and to the
long-wave motion may not be neglected. From:the results of
Figures 5b and 5c it will be clear that the results of the total
flow moments for the other two tests, tests 2a and 2b, are of
similar quality to these results for test 1. Finally, it is noted

that the calculated results should formally be qualified as a
hindcast because of the incorporation of the empirical result
for the correlation coefficient C,. However, the consistency
and physical acceptability of this result is such that we feel
confident to use it as a predictive model in similar two-
dimensional situations.

5. SEDIMENT TRANSPORT

An instantaneous transport description is required which
allows us to take account of flow effects ranging from vari-
ations within the wave period to variations over wave groups.
There are, however, only a few readily available options to
-choose from. One attractive option is the formulation of Bail-
ard [19817, which is an extension of the works by Bagnold
[1966], Bowen [1980], and Bailard and Inman [1981]. In this



ROELVINK AND STIVE: BAR~GENERATING CROSS-SHORE FLOW MECHANISMS ON A BEACH

60.

)
3

n
o

4795

o

/] 1
o A
o o

2 3 -
— < UlU[">(m Is % 10°
& m
.O o

-100.

n
[=3

(=]

mérs¥x10)

1
n
(=1

<u1u|3>(

1
o
o

<

X (m)

total, calculated
— —— asymmetry, calculated

x total, measured
¢ asymmetry measured

— - — long waves , calculated
— - return tlow, calculated

Fig. 6. Total odd flow moments ({u|u|") and their constituent components; measurements (symbols) and model predic-
tions (lines) including the effect of the undertow.

formulation a distinction is made between bed load transport
in a granular-fluid shear layer and suspended load transport
in a layer of greater thickness, typically of the order of several
centimeters. These transports are calculated as vertically inte-
grated, but still instantaneous quantities: However, as a conse-
quence, the sediment transports are assumed to respond to the
near-bottom water velocity in an instantaneous, quasi-steady
manner. Field information of the last few years leads us to
believe that this assumption is valid for most natural beaches,
but also in the laboratory it appears that under random waves
the surf zone with sediments of 100 to 200 um median grain
diameter creates prevailing sheet flow conditions. Where the
formulation fails is, as will be shown, further offshore. Here we
first introduce Bailard’s [1981] reduced formulation for appli-

cation in the cross-shore direction, yielding the instantaneous
total load sediment transport equation (see also Bailard
[1982]):

B

Ex 2, 208
on ¢[Iu(t)| o) —— % |u(z)|3]

it)=ig(t)+i{t)=pc;

+oer, ['““"3“(‘) ~ 2 tan ﬂlu(t)ls] (3)

where i is the total cross-shore immersed weight sediment
transport rate, p is the water density, c, is the drag coefficienit
for the bed, ¢ is the internal angle of friction of the sediment,
w is the sediment’s fall velocity, and ez and &, are bed load and
suspended load efficiencies, respectively, The latter factors ey .
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and g, denote those (constant) fractions of the total power
produced by the fluid motion which are expended in trans-
porting.

The immersed weight sediment transport rate i is linked to
the volumetric transport rate g by

q =i/l{p; — p)gN] (24)
where p; is the sediment density, g the gravitational acceler-
ation, and N the local volume concentration of solids.

While investigating the above transport formulation quali-
tatively we found that an obvious effect has been ignored, i.e.,
the additional stirring of sediment by the surface breaking-
induced turbulence which penetrate toward the bottom. This
additional stirring can conveniently be added in an analogous
way to that in which the stirring due to the bottom dissipation
for the suspended sediment was derived. By -extending the
work by Bailard [1981], the local immersed weight suspended
sediment transport rate, i (t), is assumed to be equal to

i(f) = K (o, + ©,) (25)

where K, = g Ju(tyw] is the dimensionless suspended load
transport rate, w, = pe;|u(t)® is the local rate of energy dissi-
pation due to bottom friction, and w, = pf,k,*? is the local
rate of energy dissipation due to turbulence near the bottom
induced by wave breaking. The extension is contained in the
term w, where k, is the near-bottom magnitude of the depth
and time mean turbulent energy k defined earlier. The near-
bottom magnitude of k is derived from an exponential decay
model with the depth length scale proportional to H,,,, as
follows:

ky = k[exp (W/H ) — 1171 (26)
where h is the mean water depth.

The original Bailard and the extended formulation may be
confronted quite directly with measurements made in the pres-
ent test series by deriving the transports on the basis of the
measured near-bottom flow moments. The thus derived theo-
retical transports are compared with the measured transports
in Figure 7. All factors and coefficients were set to their stan-
dard values, except for a scaling factor for the total flow-

induced transpori which we have estimated to have to be 2 in
order to hindcast the correct overall maximum transport
gradient.

From Figure 7 we conclude that except for a shift in the
vertical sense the qualitative and quantitative transport distri-
bution is reasonable enough to hindcast profile development
around the point of maximum transport. This is confirmed
below. The absence of the shoreward directed transport a little
seaward of the breaker zone is disappointing, However, look-
ing at the flow moments which are still negative there (see
Figure 6), we cannot expect transport calculated with an in-
stantaneously responding model to have the right sign. We
expect that this discrepancy is due to the fact that in the
region where the transport is shoreward directed, there exists
a noninstantaneous response to the water motion due to the
presence of relatively steep and high ripples.

These results lead us to believe that the errors caused by the
use of an instantaneous transport description such as used
here are now the most important factor limiting improvement
of our predictions. The errors in the modeling of the cross-
shore flow are an order of magnitude smaller.

6. PROFILE DEFORMATION AND BAR
GENERATION

The above presented approach to model the near-bottom
flow momients and the resulting sediment transport is appli-
cable to a beach of arbitrary profile. This provides a cross-
shore sediment transport model with which profile defor-
mations can be determined by applying the sediment balance
equation. The set of equations and their approximate method
of solution are concisely described in the appendix.

Here we investigate the ability of this cross-shore sediment
transport model to predict the profile development of the ini-
tially plane beach under attack by random, groupy waves,
including the formation of a breaker bar. The importance of
the mechanisms introduced as an extension to the model is
demonstrated by leaving them out one at a time. The results
of this exercise are given in Figure 8, which presents the com-
parison between observations and predictions of the profile
deformation with and without, respectively, the mechanism of
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asymmetry, that of wave gronping-induced long waves, that
of a lag between production and dissipation of breaking-
induced turbulent energy, and that of breaking-induced turbu-
lence stirring. The results show that including all mechanisms
indeed gives the best prediction if we consider the bar gener-
ation and the nearshore erosion to be important criteria for
judgment. Deleting one of the mechanisms leads cither to a
less accurate prediction of the form or the position of the bar
(usually too far seaward), to an overpronunciation of its form,
or to deviations in the nearshore erosion area.

It is noted that all coefficients introduced both in the mod-
eling of the cross-shore flow moments and in the sediment

transport formulation have been assigned standard values.
This includes the values for the efficiency factors g5 and s, as
advised by Bailard [1982]. Only one. calibration factor was
used to scale up the total flow-induced transport (the factor
value was 2), so as to yield the correct overall magnitude of
erosion and deposition. Note that this only affects the time
scale and not the qualitative features of the morphological
model. The sensitivity of the model was investigated for vari-
ations of the coefficients. It appears that the results are only
slightly influenced In most cases, Certainly no qualitative dif-
ferences in the effects due to the several mechanisms were
observed.
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We include two more results as a further illustration of the
behavior of our model. First, in Figure 9 the computational
results are given for a continuation of the computations for
test 1 for another 12 hours. In qualitative agreement with the
observations for the first 12 hours we see that the bar becomes
more pronounced while moving slowly seaward. Second, we
straightforwardly applied the model to tests 2a and 2b without
changing any of the coefficient settings. The most interesting
result is that of test 2b, presented in Figure 10. The overall
comparison is not as good as for test 1, but the main phenom-
enon of the generation of a secondary bar, which is due to a
second breaker zone, is indeed predicted.

None of the experimental and numerical results show much
inclinatien toward an equilibrium situation within the studied
time periods. Indeed, through extending our calculations we
found that the studied profiles are far from stable, a character-
istic which we attribute to the relative steepness of the profiles.
Because of this steepness the dissipation is concentrated in a
relatively small area, thus driving a dominant return flow. In
our opinion, equilibrium could be reached as the result of a
balance between the return flow, asymmetry, and long-wave
effects. As such an equilibrium profile would have a rather
mild slope, the effect of gravity must be of minor importance
to equilibrium slopes. However, the gravity effect may be im-
portant for the long-term bar behavior because of its damping
influence,

profile at t=0

7. CONCLUSIONS

Flow Model

The first aim we set ourselves was to describe the time-
varying flow field with the amount of detail required by the
selected transport formulation. The nature of this formulation
is such that the vertical variation of the flow field can be
neglected, whereas the effect of the temporal variation is taken
into account. Also, being interested in local morphological
developments, not just in an overall erosion-sedimentation
pattern, we must describe the horizontal variation of the flow
field with sufficient detail and accuracy.

The temporal variation of the flow field is accounted for by
the central flow moments; information on variations within
the wave and wave group periods is condensed into these
integrated quantities. Two contributions to these central flow
moments are considered: the effect of the asymmetry of the
orbital velocity due to phase-locked superharmonics and the
interaction between short-wave velocity variance and long-
wave velocity. The asymmetry terms could be separated from
the velocity time series by filtering out long-wave effects; both
the magnitude and the horizontal variation are well predicted
by the nonlinear, monochromatic model. The long-wave inter-
action terms could not be measured directly. The long-wave
velocity variance is predicted surprisingly well by a simple
bichromatic model with bound long waves. The correlation

- —— profile at 1z12 hrs, measured

protite at 1=12 hrs, calculoted
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Fig. 10. Profile deformation and bar formation on the barred slope (test 2b); observations and predictions with the
effects of production-dissipation lag, breaking-induced turbulence stirring, and asymmetry,
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between long-wave velocity and short-wave velocity variance
can be described by an empirical, but physically acceptable
relation for all three tests. This relation was used to complete
the long wave/short wave interaction model.

The combined effects of asymmetry and long wave/short
wave interaction as modeled agree well with the measured
total central moments, both in magnitude and spatial vari-
ation. The long-wave effect gives an important contribution
under these circumstances; its behavior under other con-
ditions should be further investigated.

The horizontal variation of the mean flow field is predicted
satisfactorily by the cross-shore flow model. The adaptation of
the dissipation function by means of a k equation results in an
improvement.

Finally, the total flow moments found by combination of all
effects agree well with the measured total flow moments, both
in magnitude and spatial variation. All effects prove to be of
the same order of magnitude, although locally (in areas of
strong dissipation) the return flow contribution tends to domi-
nate.

As the sediment transport in the selected formulation de-
pends linearly on these flow moments, the accuracy of the
calculated moments should be sufficient to describe morpho-
logical developments which follow from this formulation. For
this model to be used as a predictive flow model though, the
long wave/short wave interactions should be better under-
stood.

Transport Model

The cross-shore sediment transport formulation adopted is
that proposed by Bailard [1981], which should presently be
considered as the most complete and transparent in its in-
clusion of the several flow-induced effects. The transparency
enables us to reveal the effects of the individual flow mecha-
nisms on the spatial variations of the sediment transport, It
appears that the ability of our model to predict the several
flow mechanisms as needed by Bailard’s formulation is such
that the flow predictions are not a limiting factor, but that it is
rather the vertically integrated, quasi-steady response ap-
proach which is of limited validity. Before reaching this con-
clusion, we extended the formulation with the additional effect
ol stirring due to wave breaking, and we allowed for a devi-
ation of the scaling lactors (even per individual flow effect)
from the proposed values. However, the transport formulation
clearly fails in regions a little outside the breaker areas where
the transport ditection is opposed to that due to the flow
mechanisms, most probably an indication of noninstanta-
neous response. Here also the vertical integration approach
can be of limited value, because of the strong vertical vari-
ations in the near-bottom flow in this area. It is our expecta-
tion, though, that a transport formulation which uses a near-
bottom flow property such as the asymmetry of the acceler-
ations [Elgar et al., 1988] to include a noninstantaneous re-
sponse may be successful.

Morphology

From the results of the morphological profile development
obtained we feel confident to conclude that bar generation on
a two-dimensional dissipative beach is the result of, at least,
flow mechanisms associated with the transition of horizontally
asymmettic, groupy nonbreaking waves to vertically asymmet-
ric, surfl beat-modulated breaking waves, which induce return
flow and additional stirring which are both proportional to
the rate of wave energy dissipation. To improve our under-
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standing of bar formation in natural surf zones, it is important
to consider the aspects of near equilibrium in cross-shore di-
rection and the horizontal alongshore variations in water mo-
tions and morphology.

APPENDIX

Effect of Turbulent Energy on Radiation Stress

The effect of the turbulent energy on the radiation stress can
be assessed by means of the second-order expression given by
Stive and Wind [1982]:

Lo — _
See=| (ou — pw?) dz + pgl?
-d

(A1)

The correction to the radiation stress is to be made to the first
term in (9): this should also contain the turbulent energy con-
tribution.
With
k=307 + w7+ (A2)
and assuming turbulence properties analogous to a wake (ftee
turbulence shear flow), in which [T'ownsend, 1976]

wZ:w?:v? = 0.43:0.32:0.25 (A3)
we may estimate the turbulent contribution as
e _
8 urbotens = | (oW — pw'?) dz = 0.22pkh (A4)
—d

Resulting Set of Equations

The complete set of equations for the wave energy model
can now be expressed as

h=d+{ (A5)
(2/dx)(Ee,) = —40Qf,pgH,..* = Prod (A6)
0B (8/0x)Fhe) = Prod — pf 32 (A7)
Ty = f(H e k> 1) (A8)
af 2 d
pah P +0.22p F™ (kh) + P™ [E@n — 3]+, =0 (A9)
Additionally, the transport equation can be expressed as
g, =f(H . k h, 8d)dx) (A10)

Our morphological model is completed by adding the sedi-
ment balance equation:

ad/dt = dq,/0x (Al1)

Solution Method

In our model, (A5)}~(A9) are solved simultaneously over a
staggered grid. In order to reduce the number of x steps the
grid can be divided into zones of different step size. An im-
plicit, iterative method was chosen along the following lines.

1. For a “first shot” we assume

(A12)

o 124t = Lm0 (A13)

2. The water depth at time ¢ + At is calculated with (AS).

3. H,_,is solved from the energy balance equation (A6).

4. We solve for k from the one-dimensional k equation

(A7).
5. The secondary flow and 7, are calculated according to

Stive and De Vryiend [1987].

dyy 1241 = d,
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6. We solve for { from the radiation stress equation (A9).

7. The transport distribution at time t + LAt is calculated
using (A10), along the lines described in this paper.

8. The rate of change of profile depth at time ¢ + $At is
calculated using (A11).

9. A better estimate of the profile depth after a half time
step is given by

dyyrjza = d, + $(0d/01)At (Al4)

Steps 2-9 are repeated until d, ,,,, has been determined with
sufficient accuracy.

10. The profile depth at time ¢t + At can now be estimated
by

dpar = d, + (ad/at,_,. 1/2A:)At (AL5)

For the calculations presented here an x step of 1 m and a
time step of 0.5 yielded a stable computation; numerical ex-
periments showed that the solution was also sufficiently accu-
rate.
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