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Summary

Optical networks employing Wavelength Division Multiplexing (WDM) technology al-
low the multiplexing of several independent wavelength channels into a fiber. Since each
wavelength channel operates independently at several Gb/s, WDM optical networks of-
fer a tremendous transport capacity (which is in the order of several Tb/s), which
makes them suitable candidates for future networks. A lightpath is made up of wave-
length channels between the source and destination nodes to transfer a large amount of
data. Routing in WDM networks involves assigning both paths and wavelengths, and
is called routing and wavelength assignment (RWA). In WDM optical networks, there
are two vital RWA issues that have garnered a lot of interest from researchers as well
as network operators.

1. Survivability: Lightpaths in WDM networks usually transport a tremendous
amount of data. If a lightpath fails due to various natural or man-made dis-
asters, the data loss can be costly. Hence, survivability, which is the ability to
reconfigure and resume communication is indispensable.

2. Impairment-aware routing: As an optical signal traverses its path, it encounters
noise and signal distortions along its way. These physical impairments cause bit
errors, which may make the signal unrecognizable at the receiving end. In order
to reverse the effect of physical impairments, the signal needs to be regenerated
at intermediate nodes. Unlike traditional RWA, impairment-aware RWA, takes
into account the effect of physical impairments. Impairment-aware RWA entails
two important issues:

(a) Impairment-aware path selection: how to find a feasible path from the source
to the destination node?

(b) Regenerators placement: how many regenerators are required and where to
place them in the network?

The main focus of this thesis is to study various problems associated with surviv-
ability and impairment-aware RWA in WDM networks. Figure 1 shows an overview
of the research work in this thesis. The thesis considers RWA both in intra-domain

xi
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Figure 1: An overview of the research work in this thesis.

(i.e., within in a single domain) and inter-domain (i.e., across domains). Especially, for
intra-domain networks, it makes a detailed study of survivable and impairment-aware
RWA issues, separately or combined. As shown in Figure 1, the main topics are (1)
path selection, i.e., finding survivable and/or impairment-aware lightpaths, (2) regen-
erator placement for unprotected and protected lightpaths, and (3) survivable and/or
impairment-aware traffic grooming. Traffic grooming helps efficient utilization of avail-
able network capacity through the aggregation of several independent low-speed traffic
streams onto high-speed lightpaths.
For the various problems studied in this thesis, the complexity of the problems is

analyzed in detail, and accordingly exact, approximation or heuristic algorithms are
proposed for solving them. In addition, a case study of survivable and impairment-
aware routing is made on a realistic network that connects research and educational
institutes in the Netherlands using data obtained from the network. The work done
in this thesis will not only help us gain insight into the various problems in WDM
networks, but it may also be applicable to corresponding problems in other types of
networks, or even to problems in other areas. For example, impairment-aware routing
relates to the gas station problem, where given a set of nodes (towns) with gas stations,
the objective is to find a route from one town to another in such a way that a driver is
not stranded between gas stations.



Chapter 1

Introduction

Optical networks employing wavelength-division multiplexing (WDM) technology are
promising solutions to the ever-increasing demand for bandwidth. In wavelength-
routed WDM networks, the enormous bandwidth of a fiber is divided into several non-
overlapping wavelength channels that can transport data independently. Currently, the
fastest wavelength channel supports a data rate of 100 Gb/s [15]. These wavelength
channels make up lightpaths, which are optical connections that may span several fiber
links without using routers.

Depending on the wavelength-conversion capability of their nodes, WDM networks
can be classified as wavelength-selective or wavelength-interchanging [56]. In wavelength-
selective networks, the nodes lack wavelength conversion capability. Therefore, a light-
path connection between a source and a destination must use the same wavelength
in all links along its route. Whereas in wavelength-interchanging networks, the nodes
have the capability to convert a wavelength at an incoming link to a different one
at an outgoing link. Even though the absence of wavelength-continuity constraint in
wavelength-interchanging networks increases the flexibility of the network, the high
price of wavelength converters may make them less desirable.

In WDM optical networks, provisioning lightpaths involves not only routing, but
also wavelength assignment, and this process is known as routing and wavelength as-
signment (RWA). The RWA process in such networks should usually satisfy two im-
portant requirements: (1) Survivability, i.e., there should be a mechanism to restore
communication after the failure of a lightpath, and (2) impairment-awareness, i.e., the
quality of the optical signal, which degrades due to noise and signal distortions along
the route of a lightpath, should not drop below a certain threshold. The main goal of
this thesis is to study and provide algorithms for various problems pertinent to surviv-
able and impairment-aware routing. Even though our study focuses on WDM optical
networks, our algorithms can be extended to other types of (optical) networks as well.

1



2 CHAPTER 1. INTRODUCTION

1.1 Survivability

Due to the tremendous amount of data transported, survivability, which is the ability to
reconfigure and reestablish communication upon failure, is indispensable in WDM net-
works. Hence, survivability of WDM networks has received a lot of attention from both
researchers and network carriers [96]. WDM networks are usually employed as multi-
layered networks, e.g., IP-over-WDM, SONET-over-WDM, etc. Thus, survivability can
be provided either at the optical layer or by higher layers. However, the recovery time
at higher layers may be in the order of seconds, while at the optical layer, it is usually
only in the order of milliseconds. In addition, survivability at the optical layer is more
efficient because of resource sharing and may provide survivability to higher layers that
do not have inherent survivability capability [35][100].
When a component fails, all the lightpaths that are currently using this component

will also fail. If the network is survivable, another lightpath which does not use the failed
component will take over. The lightpath that carries traffic during normal operations
is known as the primary lightpath, whereas the lightpath that is used to reroute traffic
when the primary lightpath fails is called the backup lightpath.

1.1.1 Survivability Techniques

Depending on whether backup lightpaths are computed before or after a failure of the
primary lightpath, survivability techniques can be broadly classified as restoration or
protection techniques (see Figure 1.1) [75].

Survivability Techniques

Protection Restoration 

Dedicated Shared 

Link-Based Sub-path-Based Path-Based 

Link-Based Sub-path-Based Path-Based 

Survivability Techniques

Protection Restoration 

Dedicated Shared 

Link-Based Sub-path-Based Path-Based 

Link-Based Sub-path-Based Path-Based 

Figure 1.1: Survivability schemes in WDM networks [75].
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Protection scheme: Protection is a proactive scheme, where backup lightpaths
are precomputed and reserved in advance, and traffic is rerouted along the backup
lightpath upon the failure of the primary lightpath.
Restoration scheme: Restoration is a reactive mechanism that handles a failure

after it occurs. Thus, the backup lightpath is not known a priori. Instead, a backup
lightpath is computed only after the failure in the primary lightpath is sensed.
In general, protection has a shorter recovery time since the backup lightpath is

precomputed, but it is less efficient and less flexible. Restoration, on the other hand,
provides increased flexibility and efficient resource utilization, but it may take a longer
time for recovery and there is no guarantee that a backup lightpath will be found.
Depending on how rerouting is done after a failure in the primary lightpath, there

are three categories of survivability techniques: path-based, link-based, and sub-path
based.
Path-based protection/restoration: In path-based protection, a link- or node-

disjoint backup lightpath is precomputed and takes over when the primary lightpath
fails. In path-based restoration, a new path and wavelength is computed between
the source and destination nodes of the failed lightpath using a (distributed) RWA
algorithm. If the algorithm fails to find a backup lightpath, the request is blocked.
Link-based protection/restoration: In link-based protection, each link is pre-

assigned a local route that is used when it fails, and in link-based restoration, the
objective is to compute a detour between the two ends of the failed link for all light-
paths that are using the link. Since link-based protection/restoration requires signaling
only between the two ends of the failed link, it has a smaller recovery time than path
protection/restoration, which requires end-to-end signaling between the source and des-
tination nodes. However, in link-based protection/restoration, the backup paths may be
circuitous, and the backup lightpath is forced to use the same wavelength in wavelength-
selective WDM networks since the rest of the primary lightpath is retained.
Sub-path-based protection/restoration: The sub-path based scheme is a com-

promise between path-based and link-based schemes. Thus, in sub-path-based protec-
tion, backup routes are precomputed for segments of the primary lightpath. In sub-
path-based restoration, a detour of the segment containing the failed link is computed
following a failure.
Depending on whether sharing of resources is allowed among backup lightpaths,

protection schemes can be of two types: dedicated and shared.
Dedicated protection: In this scheme, wavelength channels are not shared among

backup lightpaths, and are exclusively reserved for a given lightpath request.
Shared protection: In this scheme, backup lightpaths may share wavelength chan-

nels on some links as long as their primary lightpaths do not share links. The shared
scheme provides a better resource utilization, however it is more complicated and re-
quires more information, such as the shareability of each link.
Ramamurthy et al. [85] have shown that in terms of required capacity, path protec-
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tion significantly outperforms link protection, and shared protection performs signifi-
cantly better than dedicated protection. However, path protection is more susceptible
to multiple link failures than link protection, and so is shared protection compared
to dedicated protection. The choice of survivability techniques may depend on the
following factors.

Types of Traffic

Typically, the traffic demands can be static or dynamic [88].

• Static lightpath establishment : Under static traffic, requests are known a priori
and traffic variations occur over long time scales. This is generally associated with
design problems when network resources are allocated for a given input of traffic
requests.

• Dynamic lightpath establishment: In this traffic scenario, the connection requests
arrive and depart in a random fashion or follow a certain pattern that may not be
known in advance. Thus, the traffic is generally not known a priori. Unlike static
lightpath establishment, in dynamic lightpath establishment the main objective
is to optimize the performance of an already provisioned network.

Type of Network

The underlying network is another factor that determines the survivability mechanism.
The most common topologies considered in the literature are ring and mesh topologies
[118]. Rings are the typical choices for metropolitan area networks, while mesh topolo-
gies are commonly used in wide area networks. Survivability schemes in ring topologies
have been widely studied due to the fact that they are relatively better understood and
some of the schemes, such as embedded protection cycles (p-cycles), can be extended
to mesh topologies [36][41].

Wavelength conversion

The presence of wavelength converters generally improves the performance of (sur-
vivable) RWA algorithms. Since wavelength converters are costly, sparse wavelength
conversion, where only a few nodes have wavelength conversion capability, is usually
employed to reduce cost of wavelength conversion. Such an approach offers an im-
proved wavelength utilization with reduced conversion capabilities [86]. However, the
algorithms for the design of survivable WDM networks and survivable RWA algorithms
in sparse wavelength conversion networks are generally more complicated [40][41]. Van
Caenegem et al. [21] have suggested that wavelength conversion may not be necessary
in survivable WDM networks with smaller number of wavelengths per fiber, since the
benefit of wavelength conversion increases with the number of wavelengths per fiber.
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Centralized vs. distributed

Survivability techniques can be centralized or distributed. Centralized survivability
techniques generally require detailed information of all existing lightpaths as well as all
node/link capacities, which may not be scalable. In addition, the centralized approach
may lead to single point of failure. On the other hand, distributed survivability tech-
niques do not take advantage of shareability information, thereby leading to inefficient
use of resources [20].

Intra-domain vs. Inter-domain

As far as survivability in WDM optical networks is concerned, a majority of the work
done in the literature is for single domain networks. However, WDM optical networks
are being employed across domains, and this warrants a study of survivability in multi-
domain networks. Unlike single domain networks, in multi-domain networks, there is
limitation in the amount and type of information exchanged between domain due to
scalability as well as privacy requirements. Therefore, it may not be possible to obtain a
complete and global information, which may render most of the survivability techniques
for single domain networks unusable in multi-domain networks [101].

1.1.2 Objectives

While providing survivability to a network, survivability techniques can be required to
satisfy certain objectives. These objectives can be minimization of resource utilization
[72], reduced blocking ratio [44], improved shareability of resources (minimizing the
spare capacity) [51][79], recovery time [47], etc. The following is a list of the most
common objectives [95]:

Recovery time: The recovery time (or restoration time) is defined as the down-time
that the connection experiences due to a failure. It is important since it determines the
amount of data and revenue losses.

Capacity utilization: Capacity utilization is defined as the measure of additional
backup resources that have been reserved by the specific survivability scheme.

Blocking ratio: Blocking ratio can be defined as the ratio of the total number of
failed connections to the total number of requests.

Restoration guarantee: The extent to which a protection/restoration mechanism can
restore a failed connection is termed as the restoration guarantee. Dedicated protection
mechanisms provide 100% restoration guarantee.
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1.2 Impairment-aware Routing

WDMoptical networks are widely used in long-haul andmetro/regional networks, which
usually cover a large distance. In transparent all-optical networks, the signal is trans-
mitted in the optical domain from the source to the destination node, without any
conversion to the electrical domain. If the signal is not regenerated at intermediate
nodes, noise and signal distortions are accumulated along the physical path. The noise
and signal distortions are known as physical impairments, and degrade the quality of
the received signal. Especially for long distances and high bit rates, the signal degra-
dation may lead to an unacceptable bit-error rate (BER). In such cases, it is necessary
to regenerate the signal at intermediate nodes to overcome physical impairments.
Regeneration usually involves re-amplification, re-shaping, and re-timing, which are

collectively known as 3R regeneration. Even though optical 3R regenerations have been
demonstrated in laboratories, only electrical 3R regenerations are currently the most
reliable and economically viable [91]. In other words, signal regeneration is achieved
through optical to electrical and then back to optical (O-E-O) conversions, thereby
disrupting the transparency of the signal. If signal regeneration is employed at each
node, the network is called an opaque network ; whereas, a network that uses sparse
regeneration is known as a translucent network. Since regenerators are costly, the lat-
ter is preferred for practical implementations. In this thesis, we focus on translucent
networks.
Physical impairments can be classified into two categories: linear and non-linear

impairments [98]. Linear impairments are independent of signal power and affect
wavelengths individually. Non-linear impairments generate dispersion on channels and
crosstalk between channels. We shall present the main impairments listed in [98].

• Polarization Mode Dispersion (PMD) is a form of modal dispersion where two
different polarizations of light in a waveguide travel at different speeds due to im-
perfections and asymmetries, causing random spreading of optical pulses. PMD is
expressed in ps/

√
km, which means that its square value is additive with distance.

• Amplifier Spontaneous Emission (ASE) refers to the emission of radiation (pho-
tons) due to the presence of an electromagnetic field. ASE degrades the optical
signal to noise ratio (OSNR) and is reflected in that measure. In practice, vendors
generally provide bounds on the length of the transparent segment and number of
spans in order to ensure an acceptable level of OSNR. Assuming the same output
power at all amplifiers along a segment, the constraint on the number of spans H
is computed as

HX
j=1

nsp(j)(γ(j)− 1) ≤ PL

hvBoSNRmin
,
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where nsp(j) and γ(j) are the spontaneous emission factor and the amplifier gain
of the j-th amplifier, respectively; PL is the average optical power, h is Planck’s
constant, v is the carrier frequency, and Bo is the optical bandwidth.

• Other linear impairments, like Polarization Dependent Loss (PDL), Chromatic
Dispersion, Crosstalk, and Effective Passband, can be approximated by a domain-
wide margin on the OSNR, plus in some cases a bound on the number of net-
working elements along the path [98].

• Incorporating non-linear impairments is much more complex and requires a de-
tailed knowledge of the physical network. Strand and Chiu [98] suggested to
trade-off accuracy for simplicity and to assume that the non-linear impairments
are bounded and implicitly reflected in a maximum number of spans.

When considering impairment-aware routing, there are two major areas of research:
(1) how to incorporate impairment-awareness in RWA algorithms (impairment-aware
path selection), and (2) how many regenerators to place inside the network and where
(regenerator placement).

1.2.1 Impairment-aware Path Selection

As mentioned earlier, in translucent optical networks, only some nodes are endowed with
regeneration capacity. A threshold value is usually provided for each physical impair-
ment. Any given lightpath should be regenerated before any of its impairment values
reaches the respective threshold associated with it. Hence, this should be taken into
account when assigning a path and a wavelength. This is known as impairment-aware
path selection. In short, given a request between two nodes, impairment-aware path se-
lection is an RWA process that assigns a lightpath (path and wavelength) to the request
such that the impairment values of the segments of the lightpath between regenerator
nodes (i.e., nodes with regeneration capacity) should not exceed their respective thresh-
olds. Since a shortest path may not necessarily be a feasible path, impairment-aware
path selection differs from the traditional RWA, where any (shortest) path between the
source and destination nodes may suffice.

1.2.2 Regenerator Placement

The other issue associated with impairment-aware routing is regenerator placement.
In impairment-aware path selection, it is assumed that the regenerators are already
placed in the network. On the contrary, the regenerator placement issue is a design
process that answers the questions, how many regenerators are needed for a given set
of requests and where should these regenerators be placed. Thus, the main objectives
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in regenerator placement are minimizing the total number of regenerators and the total
number of regenerator nodes.

1.3 Thesis Scope and Outline

Themain focus of this thesis is to study different survivability techniques and impairment-
awareness issues in WDM optical networks. We consider various routing and resource
allocation problems related to these two important issues. For the various problems,
we study their complexity and propose exact, approximation or heuristic algorithms
for solving them. We show (and compare) the performances of algorithms analyti-
cally and/or through simulations. In the course of this thesis, we begin with networks
where regeneration is not required (Chapters 2 and 3), which is suitable for scenarios
when all nodes in the network are within a range that does not lead to an unaccept-
able signal quality. We then proceed to networks where the distance between nodes
may warrant the use of regenerators at intermediate points (Chapters 4-7). We also
consider inter-domain RWA, where the approaches for intra-domain routing and wave-
length assignment may not be suitable (Chapter 8). However, for inter-domain routing,
we have only studied unprotected and impairment-agnostic RWA, i.e., survivability
and impairment-awareness in inter-domain networks is beyond the scope of this thesis
work. We also make a case study (Chapter 9) of survivable impairment-aware RWA on
a realistic network using actual data obtained from this network.
The following is an outline of the body of the thesis, which has nine chapters.
Variants of the min-sum link-disjoint paths problem (P3): The most com-

monly used objective in finding link-disjoint paths for survivability is minimizing the
total cost of the primary and backup lightpaths (min-sum). The min-sum link-disjoint
paths problem is polynomially solvable. However, there can be secondary objectives
depending on additional requirements. Hence, in this chapter, we consider the effect
of several secondary objectives on the complexity of the min-sum link-disjoint paths
problem, and provide algorithms for solving these problems.
On-line survivable routing and wavelength assignment (P4): In practice,

lightpath requests arrive over time and the decision to accept these requests, which
may block future requests because of the limited amount of resources (i.e., wavelength
channels), should be made without any knowledge of future requests. This is known
as on-line routing, which is the opposite of off-line routing, where all requests are
known beforehand. As one would expect, the performance of an off-line algorithm is
often better than that of an on-line algorithm. The competitive ratio of an on-line
algorithm is a measure of its performance against that of an off-line (but often non-
implementable) algorithm. In this chapter, we study the on-line survivable routing
and wavelength assignment (SRWA) problem. We provide constant and logarithmic
competitive ratios for specific networks. For general networks, since it is not possible
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to find good competitive ratios, we propose wavelength rerouting, which is the process
of changing the wavelengths of some of the existing lightpaths to accommodate new
requests, so as to improve the performance of online algorithms.
Impairment-aware path selection (P1): As was mentioned earlier, lightpaths

may need to be regenerated at intermediate nodes in order to restore the quality of the
optical signal. In this chapter, we study the impairment-aware path selection problem,
where given a lightpath request in a translucent network, the objective is to find a
feasible path for the given request. We first prove that the problem is NP-complete.
Then, we provide an exact algorithm and derive an efficient heuristic algorithm from it.
Regenerator placement (P1 and P5): In this chapter, we deal with the regener-

ator placement problem for unprotected lightpath requests. We show that the problem
is polynomially solvable if the objective is minimizing the total number of regenerators
for a single impairment and there is no limitation on the number of wavelengths, while
it becomes NP-hard if there is a secondary objective of minimizing the total number of
regenerator nodes.
Survivable regenerator placement (P5): In this chapter, we continue with the

study of the regenerator placement problem by considering the survivable regenerator
placement problem. We consider two survivability techniques: dedicated and shared
protection. We show that the problem is NP-hard in both cases. We also provide an
approximation algorithm for the former, while giving an efficient heuristic algorithm for
the latter.
Survivable impairment-aware traffic grooming (P6): Unlike the previous

chapters, where we assume that each lightpath requires a full wavelength capacity, in
this chapter we consider the case where several requests are aggregated in a single
lightpath. This is suitable to scenarios where requests have much less bandwidth re-
quirement than the capacity provided by an optical lightpath (which is several Gb/s).
In such scenarios, the main cost is that of adding/dropping traffic and regeneration at
nodes. Hence, we consider the problem of impairment-aware survivable traffic grooming,
where given a set of requests with demands and a network capacity (i.e., the capacity of
the wavelength channels), the problem is to minimize the total cost of adding/dropping
traffic and regeneration.
Inter-domain routing in optical networks (P2): In this chapter, we focus

on RWA algorithms of inter-domain routing protocols. We extend three inter-domain
routing algorithms to accommodate the presence of wavelength converters at the border
routers, and compare their performance.
Case study (P7): In this chapter, we continue with the study of survivable and

impairment-aware routing with a case study of the SURFnet6 network, which connects
research and educational institutes in the Netherlands. Using realistic data obtained
from this network, we compare the performance of our proposed approach to a sequential
approach, which is commonly used by practitioners.
Conclusions: Finally, we provide general conclusions of the thesis in Chapter 10.



10 CHAPTER 1. INTRODUCTION



Chapter 2

Variants of the Min-Sum
Link-Disjoint Paths Problem

2.1 Introduction

Survivability is of paramount importance in networks, such as optical networks, that
transport a large amount of traffic. In order to prevent single-link failures, which are the
most prevalent types of failures, it is necessary to establish connections on link-disjoint
primary and backup paths between the source and destination nodes. The primary
path is used during normal operations, while the backup path takes over during the
failure of the primary path.
There can be several objectives associated with finding link-disjoint paths. The

most common and simpler one is the min-sum link-disjoint paths problem, which is
finding a pair of link-disjoint paths whose combined cost is minimized. Depending on
how frequently failures occur on the primary path, it may be desirable to minimize the
cost of the primary (shorter) path (min-min problem) [108] or the backup (longer) path
(min-max problem) [66]. In constrained routing, the costs or bandwidths of the primary
and backup paths need to be bounded [54]. In load balancing, it may be necessary to
find a pair of paths with the largest residual bandwidth so that heavily loaded links are
avoided (shortest-widest problem) [89].
Among the aforementioned objectives, only the min-sum [99] and the shortest-widest

[89] problems are polynomially solvable, while the others are NP-complete. In this chap-
ter, we will investigate whether we can use these other objectives as secondary objec-
tives to the min-sum link-disjoint problem. We show that the NP-complete secondary
objectives turn the polynomially solvable min-sum problem to NP-complete min-sum
problem variants. However, through simulations we show that due to the strongly
reduced search space, exact algorithms can, in practice, solve the respective problem
variants in a reasonable time.

11
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The outline of this chapter is as follows. In Section 2.2, a formal definition and the
complexity of each problem variant is presented. In Section 2.3, we provide algorithms
for these problem variants. In Section 2.4, we present our simulation results, and in
Section 2.5, we give conclusions.

2.2 Problem Definition

Problem 2.1 Given a graph G(N ,L), where |N | = N and |L| = L, a cost c(l) and a
bandwidth B(l) associated with each link l ∈ L, a source node s and a destination node
d, two bounds ∆1 ≥ 0 and ∆2 ≥ 0, find a pair of link-disjoint paths from s to d such
that
Min-Sum Min-Min Link-Disjoint Paths Problem: The total cost of the pair

of link-disjoint paths is minimized and if there is a tie, the cost of the shorter path is
minimized.
Min-Sum Min-Max Link-Disjoint Paths Problem: The total cost of the pair

of link-disjoint paths is minimized and if there is a tie, the cost of the longer path is
minimized.
The Bounded Min-Sum Link-Disjoint Paths Problem: The total cost of the

pair of link-disjoint paths is minimized, and then the cost of the shorter path should be
less than or equal to ∆1 and the cost of the longer path should be less than or equal to
∆2.
The Widest Min-Sum Link-Disjoint Paths Problem: The total cost of the

link-disjoint paths is minimized, and if there is a tie, the smallest bandwidth of all links
in the two paths is maximized.

The min-sum min-min link-disjoint paths problem is proven to be NP-complete by
Yang et al [110].

Theorem 2.1 The min-sum min-max link-disjoint paths problem is NP-complete.

To prove this theorem, we make use of the NP-complete partition problem [39],
which is defined as follows.

Problem 2.2 The partition problem: Given a set of values ai ∈ A, ai ≥ 0 for i =
1, . . . , n, where S =

Pn
i=1 ai. Find a subset I ⊆ A such that

P
ai∈I ai =

P
ai∈A\I ai =

S
2
.

Proof. We will only provide a proof for undirected graphs. The directed case follows
analogously. In Figure 2.1, the labels on the links represent their cost and all links
without labels have zero cost. Let x = 0. Clearly, the shortest link-disjoint pair of
paths from s to d have a total cost of S. Thus, for any link-disjoint paths pair {P1, P2},
the best possible value for the min-sum min-max problem in this network is when
c(P1) = c(P2) =

S
2
. However, finding this pair of link-disjoint paths requires solving the

NP-complete partition problem.
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Figure 2.1: All links without labels have zero cost.

Theorem 2.2 The bounded min-sum problem link-disjoint paths problem is NP-complete.

Proof. Here also, we use Figure 2.1 and the partition problem. Let ∆1 =
S
2
and

∆2 = x + S
2
. If x = 0, ∆1 = ∆2, otherwise ∆1 6= ∆2. In either case, finding a pair

of link-disjoint paths, where the shorter path is bounded by ∆1 and the longer path is
bounded by ∆2 involves solving the NP-complete partition problem.
The widest min-sum link-disjoint paths problem is not NP-compete and in the next

section, we provide an exact polynomial-time algorithm for it.

2.3 Algorithms

The min-sum+ algorithm given below is an outline of algorithms that can be used for
exactly solving the three NP-complete variants of the min-sum problem. The algorithm
basically goes through all the possible candidate pairs of link-disjoint paths, namely
those with a total cost equal to that of the min-sum link-disjoint paths pair returned
by algorithms such as Bhandari’s algorithm [16]. As in Bhandari’s algorithm, in Steps
1 − 3, min-sum+ finds the shortest path p between s and d, and modifies the graph
in such a way that the links along the shortest path are redirected from d to s and
their cost is set to the negative of their original cost. If a shortest path q1 exists in the
modified graph G0, c(q1) is used to identify the other candidate paths. This is due to
the fact that any path qk with a cost greater than c(q1) will lead to a pair of link-disjoint
paths whose total cost (which is equal to c(qk) + c(p)) is higher than the total cost of
the shortest pair. Hence, the while loop in Step 4b exits when c(qk) > c(q1). In G0,
all the shortest simple paths whose cost is equal to c(q1) can be obtained using such
algorithms as the one given in [116]. Once all equal cost shortest paths are computed in
G0, their corresponding links that overlap with p in the original graph G are removed to
obtain the corresponding shortest pairs of link-disjoint paths in the while loop of Step
4d. Among these link-disjoint paths, the pair that satisfies the corresponding objective
of the different problem variants is chosen as a solution.
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Algorithm 2.1 MIN-SUM+(G,s,d)

1. Find the shortest path p between s and d.

2. Graph G
0
is obtained by directing each link (u, v) of p from d to s, and setting

the cost of the links on the shortest path as cost(v, u) = −cost(u, v).
3. Find the shortest path q1 in G0.

4. if q1 exists:

(a) Set k := 1 and C := c(q1)

(b) while (c(qk) = C)

i. Find the (k + 1)-th shortest simple path qk+1.
ii. Set k := k + 1

(c) Set K = k, k := 1,min_len := INF

(d) while (k ≤ K)

i. In the original graph G, remove the interlacing links between p and qk
to obtain a pair of link-disjoint paths {qk1, qk2}

ii. For theMin-Sum Min-Min problem:
if (min_len > min {c(qk1), c(qk2)})
A. Set min_len := min {c(qk1), c(qk2)}
B. Set P1 := qk1 and P2 := qk2

For theMin-Sum Min-Max problem:
if (min_len > max {c(qk1), c(qk2)})
A. Set min_len := max {c(qk1), c(qk2)}
B. Set P1 := qk1 and P2 := qk2

For the Bounded Min-Sum problem:
if (min {c(qk1), c(qk2)} ≤ ∆1 and max {c(qk1), c(qk2)} ≤ ∆2)

A. Set P1 := qk1 and P2 := qk2

B. return {P1, P2}
iii. Set k := k + 1

(e) return {P1, P2}

5. else return no solution

The major operation in min-sum+ is finding all possible shortest paths. For k > 1,
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finding each k-th shortest path using the algorithm in [116] takes O(N(L +N logN))
time. Let K be the total number of such paths. Thus, the total running time of min-
sum+ is O(K · N(L + N logN)). The size of K, which is dependent on the type of
network and the distribution of the link costs, can in the worst-case grow exponentially.
But by fixing K to a given constant, and exiting the algorithm after at most K link-
disjoint paths are computed, heuristic algorithms can be obtained for the three NP-
complete problem variants.
We also provide an outline of the wide-min-sum algorithm, which is an exact

algorithm for the widest min-sum problem. The algorithm begins by computing the
shortest pair of link-disjoint paths in the original graph G. In each iteration k, a new
graph Gk+1 is obtained from Gk (G1 is the original graph) by dropping all links with a
bandwidth less or equal to that of the bottleneck link of the shortest link-disjoint paths
in Gk. This process stops either when there are no link-disjoint paths in Gk or when
the total cost of the shortest link-disjoint paths in Gk exceeds that of the shortest pair
in the original graph. Finally, the pair with the highest bandwidth is returned. The
wide-min-sum algorithm is an exact algorithm because,

1. By dropping links with bandwidth less than that of a bottleneck link in Gk, only
pairs of link-disjoint paths which use any of these links are affected. Hence, no
better solution is dropped in the process.

2. If the shortest pair of link-disjoint paths in Gk have a total cost higher than that
of the shortest pair in the original graph, dropping more links from Gk will not
lead to a better result.

Since the major operation in wide-min-sum is finding the shortest link-disjoint
paths and in the worst-case O(L) links are dropped before exiting the algorithm, the
complexity of the algorithm is O(L2 + LN logN).

2.4 Results and Discussion

We present simulation results for random (with link density p = 0.2) and lattice net-
works comparing the exact algorithms (min-sum+), heuristic algorithms (min-sum+
with K = 2) and the min-sum Suurballe’s algorithm [99]. The results we have provided
are only for min-sum min-min and min-sum min-max problem variants, because they
represent extreme cases of the bounded min-sum problem, where the primary or the
backup bounds are tight, respectively. Since the exact algorithm goes through all the
possible pairs of min-sum link-disjoint paths, its complexity depends on the total num-
ber of such pairs of paths. If there is high granularity in the link costs (e.g., fractional
costs) the number of equal cost (min-sum) link-disjoint paths is likely to be small and if
there is no granularity (e.g., equal link costs), the heuristic and Suurballe’s algorithms
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will more likely find the optimal solution. Therefore, to increase the possibility of hav-
ing more min-sum pairs of paths, we use integral link costs that are randomly generated
in the range [1, 100]. In these simulation results, the number of nodes is varied, and
for each number of nodes, we have considered 1000 networks, each network with 1000
randomly generated requests. It can be seen that the heuristic algorithms (with K = 2)
perform close to the their respective exact algorithms. The exact algorithms also per-
form in a reasonable time (order of tens of ms) as shown in Figure 2.2 (similar results
have been obtained for the min-sum min-max problem).

Table 2.1: The average number of times that the heuristic algorithms and Suurballe’s
algorithm fail to find the optimal solution out of 1000 requests.

Random Networks
N 100 200 300 400 500 600 700 800 900

min-min Suurballe 3.9 6.67 7.78 8.1 7.83 7.35 6.69 5.73 5.19
Heuristic 0.16 0.49 0.76 0.91 0.98 0.92 0.90 0.82 0.74

min-max Suurballe 10.7 21.1 23.1 23.4 22.7 21.2 19.9 18.3 16.9
Heuristic 1.05 5.36 7.46 8.84 9.82 10.1 10.3 10.2 10.0

Lattice Networks
N 121 225 324 441 529 625 729 841 961

min-min Suurballe 2.73 3.61 4.07 4.52 4.58 5.07 5.23 5.56 5.68
Heuristic 0.04 0.1 0.12 0.14 0.14 0.2 0.22 0.22 0.27

min-max Suurballe 5.08 6.22 6.74 7.41 7.74 7.78 8.09 8.29 8.48
Heuristic 0.13 0.19 0.21 0.25 0.26 0.29 0.29 0.36 0.4
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Figure 2.2: The average times (in ms) of the three algorithms for the min-sum min-min
problem variant in (a) random networks, and (b) lattice networks.
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2.5 Conclusions

In this chapter, we have considered the effect of having secondary objectives in the min-
sum link-disjoint paths problem. Even though the min-sum link-disjoint path problem,
which minimizes the total cost of the link-disjoint paths, is polynomially solvable, we
have shown that NP-complete secondary objectives lead to NP-complete min-sum prob-
lems. For these problems, we have provided exact and heuristic algorithms. From sim-
ulations results, it can be inferred that our heuristic algorithms in each case outperform
Suurballe’s algorithm, and the results obtained are close to the corresponding exact
algorithms. In addition, because of the reduced search space, the exact algorithms can
solve the respective problems in a reasonable running time (in the order of seconds)
for fairly large networks (in the order of hundreds of nodes). Therefore, it may also
possible to use the exact algorithms for practical purposes.
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Chapter 3

On-line Survivable Routing and
Wavelength Assignment

3.1 Introduction

In Chapter 2, we considered how secondary objectives affect the complexity of the
min-sum disjoint paths problem. In this chapter, we study the survivable routing and
wavelength assignment (SRWA) problem, where given a set of lightpath requests, the
problem is to assign link-disjoint primary and backup lightpaths to each request so that
the total number of accepted requests is maximized or the blocking ratio is minimized.
As in Chapter 2, since in reality not all the links fail at the same time, we assume the
single-link failure model, where at most a single link fails at any given time. In addition,
since wavelength converters are costly, we consider wavelength-selective WDM networks
in this chapter, i.e., any lightpath connection between a source and a destination must
have the same wavelength in all links along its route.
For a single request, the SRWA problem can be solved with Suurballe’s algorithm

[99], if the primary and backup lightpaths use the same wavelength (for different wave-
lengths, it is NP-complete [6]). But, in practice, lightpath requests arrive over time
and the decision to accept or reject a request is made without any knowledge of future
requests, yet maintaining the goal to maximize the total number of accepted requests.
This version of the SRWA problem is called on-line SRWA.
An algorithm is said to be an on-line algorithm if, for any arbitrary input sequence

σ, at any point in the sequence a decision is made based on the input seen so far
and without any knowledge of the future. On the other hand, an off-line algorithm
is assumed to know the whole input sequence. Thus, the performance of an on-line
algorithm A can at best be as good as an optimal, but usually non-implementable, off-
line algorithm OPT . This performance metric is called competitive ratio, and is defined
as follows.

19
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Definition 3.1 An on-line algorithm A is said to be ρ-competitive if for any input
sequence σ,

B(A, σ) ≥ 1
ρ
B(OPT, σ)

where B(X,σ) is the number of accepted requests by algorithm X for the input sequence
σ. The smallest such ρ is called the competitive ratio of the algorithm.

Usually, constant and logarithmic competitive ratios are considered good, while
linear and exponential competitive ratios are considered bad. The outline of this chapter
is as follows. In Section 3.2, we provide algorithms for the on-line SRWA problem
with constant and logarithmic competitive ratios for specific networks. In Section 3.3,
we introduce rerouting of lightpaths to improve the practical performance of on-line
routing. We discuss a related problem called the minimum disruption link-disjoint
paths (MDLDP) problem and provide two 2−approximation algorithms for solving it.
An algorithm is a 2-approximation algorithm for MDLDP if for any request, the number
of lightpaths rerouted by its solution is at most twice that of the optimal algorithm.
In Sections 3.4 and 3.5, we employ these algorithms as heuristics to solve the on-line
SRWA with rerouting problem for requests of infinite and finite duration, respectively.
In Section 3.6, we consider shared on-line SRWA and provide a heuristic algorithm for
it. Section 3.7 presents our conclusions.

3.2 On-line SRWA

The on-line survivable routing and wavelength assignment (SRWA) problem is defined
as follows.

Problem 3.1 On-line SRWA: The physical optical network is modeled as an undi-
rected graph G(N ,L), where N is a set of N nodes and L is a set of L links. Each fiber
link has a set of W wavelengths, W= {λ1, λ2 . . . , λW}. A sequence of lightpath requests
σ arrive over time. Each request f ∈ σ is represented by (sf , df), where sf , df ∈ N
are its source and destination nodes, respectively. The on-line SRWA problem is to
allocate for each request link-disjoint primary and backup lightpaths such that (1) the
same wavelength is used on all links of the primary and backup lightpaths, (2) no two
lightpaths having the same wavelength can share a link, and (3) the decision to accept
or reject a request is based only on the input sequence seen so far. The objective is to
maximize the number of accepted requests.

Before addressing the on-line SRWAproblem, we consider the on-line SRWAproblem
without survivability (on-line RWA) and other related problems that have been studied
in the literature.
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Problem 3.2 On-line Maximum Disjoint Paths (MDP) Problem: Given are a
graph G(N ,L) and a sequence of requests. For each request (sf , df), find a path Pf

that connects sf and df such that no two paths share the same link. The objective is to
maximize the total number of accepted requests.

The MDP problem is NP-complete [60]. Since lightpaths on the same wavelength are
not allowed to share a link, the on-line MDP problem is equivalent to the on-line RWA
problem with W = 1. Awerbuch et al. [10] have shown that if there is a ρ-competitive
algorithm for the on-line MDP problem, then a (ρ + 1)-competitive algorithm can be
obtained for the on-line RWA problem by employing the on-line MDP algorithm on
each wavelength.
The on-line MDP problem has been widely studied in the literature. The Ω(Na),

where a = 2
3
(1− log4 3), lower bound given by Bartal et al. [13] for randomized on-line

algorithms shows that it is not possible to find a good competitive ratio for general
networks. In fact, most of the work done so far has been restricted to special networks
such as lines [1] [9] [38], trees [9] [11], lattices [11] [61], tree of rings [5], etc. In the case
of line and tree graphs, the path between a given source and destination pair is unique.
Therefore, the on-line MDP problem is reduced to the path coloring problem.
Awerbuch et al. [9] dealt with non-preemptive randomized algorithms for line and

tree networks. Their algorithms are based on a paradigm called “classify and randomly
select,” where requests are grouped in classes and the algorithm randomly chooses
which class of inputs are served. For a line network, they provided an Ω(log n) lower
bound on the competitive ratio and an optimal O(logn)-competitive algorithm. For
an N = n × n lattice network, Kleinberg et al. [61] proposed an improved O(logN)-
competitive randomized algorithm. Anad et al. [5] dealt with the on-line MDP problem
in a tree-of-rings. They provided an O(logD)-competitive non-preemptive randomized
algorithm, where D is the minimum possible diameter of a tree resulting from the tree
of rings by deleting one link from every ring.

Problem 3.3 On-line k Maximum Disjoint Paths (k-MDP) Problem: Given
are a graph G(N ,L) and a sequence of requests. For each request (sf , df), find k link-
disjoint paths Pf1, . . . , Pfk that connect sf and df such that no two paths of different
requests share the same link. The objective is to maximize the total number of accepted
requests.

A simple upper-bound of any non-preemptive on-line algorithm for k-MDP is O(L
k
).

Suurballe’s [99] algorithm (k = 2) has a competitive ratio equal to this upper-bound.
For example in Figure 3.1, if the input sequence is (s, d) followed by (s, a1), (a1, a2),. . .,
(ay, d), (s, b1), (b1, b2),. . ., (by, d) and all links have equal cost, the off-line algorithm
accepts O(N) requests (i.e., all except the first), but the on-line algorithm accepts only
the first two requests. Since in this example L = O(N), the competitive ratio is of the
same order as the upper-bound.
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Figure 3.1: An example where Suurballe’s algorithm attains the upper bound.

Using the same argument provided by Awerbuch et al. [10], a (ρ + 1)-competitive
algorithm for the on-line SRWA problem (W > 1) can be derived from a ρ-competitive
algorithm of the on-line 2-MDP problem. Hence, in the remainder of this section,
we provide algorithms and corresponding competitive ratios for the on-line 2-MDP
problem, which forms the basis for the on-line SRWA problem, in star-of-rings, tree-of-
rings, and lattice networks. Even though these are simple networks, not only do they
help us gain insight into the problem, but they are also used in real networks (e.g., the
SURFnet5 network in the Netherlands resembles a star-of-rings1).

3.2.1 Star-of-rings network

Algorithm 3.1 Star_Alg(G, s, d)

- Accept a request if it is the first request so far that uses the ring(s) to which the
source and destination nodes belong.

- Reject, otherwise.

Star_Alg(G, s, d) is 2-competitive if the number of rings is greater than 1. For
a single ring, it is optimal. Figure 3.2 shows an example where Star_Alg(G, s, d) is
2-competitive for the input sequence (a, b), (b, c), (a, e). In this example, the on-line
algorithm accepts only the first request, while the off-line algorithm accepts the last
two requests.

3.2.2 Tree-of-rings network

For tree-of-rings, we provide Tree_Alg(G, s, d). From [9], it follows that Tree_Alg(G, s, d)
is O(logΥ)-competitive, where Υ is the number of rings.

1http://www.surfnet.nl/en
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Figure 3.2: A star of rings containing four rings.

Algorithm 3.2 Tree_Alg(G, s, d)

- Replace each ring by a single link so that the whole tree of rings is substituted by
the underlying tree topology.

- Each 2-MDP request in the tree of rings is equivalent to a corresponding MDP
request in the underlying tree.

- Use the algorithm of Awerbuch et al. [9], which has O(logN) competitive ratio
for a tree of N nodes, to solve the on-line MDP problem.

3.2.3 Lattice network

The O(logN)-competitive algorithm given by Kleinberg and Tardos [61] for the on-line
MDP problem can, with a slight modification, be used for solving the on-line 2-MDP
problem with an O(logN)-competitive ratio. For the sake of completeness, we provide
an outline of their algorithm. Given an N = n× n lattice network:

• Classify each request as either “short” or “long,” depending on the shortest dis-
tance dist(sf , df) (in terms of hopcount) between its source and destination nodes.
A request is said to be short if the distance dist(sf , df) < 16γ logn for a given
constant γ > 1; and long otherwise.

• Choose (randomly) to accept only short or only long calls.

• Create a “simulated network” whose vertices are subsquares of the original n× n
lattice network and each of its links contain O(log n) links of the original network.

• Map the requests onto the simulated network (details in [61]).



24 CHAPTER 3. ON-LINE SRWA

• For long requests, a modified version of the AAP algorithm [8] is used to route
the requests as shown in [61]. This algorithm can be modified to find a pair of
link-disjoint paths instead of a single path.

• For short requests, the algorithm from [61] can also be modified to find a pair of
link-disjoint paths.

3.3 On-line SRWA with Rerouting

In Section 3.2, we provided algorithms for the on-line 2-MDP problem in specific net-
works, which can be used to derive corresponding algorithms for the on-line SRWA
problem. Unfortunately, it is not possible to attain a good competitive ratio for gen-
eral networks [13]. In this section, we explore the idea of rerouting lightpaths to im-
prove performance. Although rerouting does not improve the competitive ratio, we
show through simulations that it can increase the acceptance rate considerably. In
wavelength-selective WDM networks, a rerouting procedure may be path rerouting (i.e.,
changing the route of a lightpath while keeping the wavelength), wavelength rerouting
(i.e., changing the wavelength while keeping the path) or a combination of both. Com-
pared to path rerouting, wavelength rerouting does not need extra path computation (as
it retains the same path), facilitates control and, if the rerouted lightpath is moved to a
vacant route on another wavelength, it incurs less traffic disruption [65]. We therefore
focus on wavelength rerouting.
Generally, the wavelength rerouting problem is NP-complete [65]. It consists of

solving the three possible scenarios presented below. The second and the third scenarios
make the problem hard to solve. Figure 3.3 shows the different scenarios. The labels
on the links represent already existing lightpaths.

1. When the lightpaths to be rerouted are on the same wavelength, they can be
moved to vacant wavelengths in parallel without any conflict (since they do not
share links). For example, in Figure 3.3(a), a new lightpath from node 1 to 5
can be accepted on wavelength λ2 by rerouting lightpath p3 to λ1 and p4 to λ3 in
parallel.

2. When the lightpaths are on different wavelengths, moving to vacant wavelengths
can be done sequentially while checking for conflicts. For example, in Figure
3.3(b), a new lightpath from node 1 to 5 can be accepted on λ1 by first rerouting
p4 to λ3 and then p1 to λ2.

3. Moving to a vacant wavelength may not be sufficient, and it may be necessary to
swap the wavelengths of lightpaths. For example, in Figure 3.3(c), a new lightpath
from node 1 to 4 can be accepted on λ2 by swapping the wavelengths of p2 and
p3.
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Figure 3.3: Different scenarios of wavelength rerouting: (a) moving to vacant, (b)
sequential rerouting, and (c) swapping.

In the literature and the remainder of this chapter, the term wavelength rerouting
is used to refer to the reduced problem, i.e., assigning a lightpath by moving existing
lightpaths on the same wavelength to vacant wavelengths in parallel. Xue [109] has
shown that this problem can be solved in O(WN logN +WL) time.
On-line SRWA with wavelength rerouting involves assigning link-disjoint primary

and backup lightpaths for new requests by rerouting, if necessary, already existing
lightpaths. When rerouting lightpaths, the number of rerouted lightpaths should be
kept to a minimum. This leads us to consider the minimum-disruption link-disjoint
paths (MDLDP) problem. The MDLDP problem is NP-complete when the primary
and backup lightpaths use different wavelengths. However, it is polynomially solvable
for the same wavelength [105]. We consider the polynomially-solvable version.

Problem 3.4 Minimum Disruption Link-Disjoint Paths (MDLDP): The phys-
ical optical network is modeled as an undirected graph G(N ,L), where N = |N | and
L = |L|. Each fiber link has a set W = {λ1, λ2, . . ., λW} of W wavelengths. Given
a request f , the MDLDP problem is to allocate on the same wavelength link-disjoint
primary and backup lightpaths for request f , while minimizing the number of lightpaths
to be rerouted.

Wan and Liang [105] provided an O(WL5 log N) exact algorithm for solving the
MDLDP problem. We refer to this algorithm as WLA. WLA has a very high running
time and requires a large amount of memory. This makes it less suitable, especially
in an on-line setting where the algorithm has to be invoked whenever a new request
arrives. We propose two 2-approximation algorithms with considerably less running
times and memory requirements.
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3.3.1 2-Approximation Algorithms for MDLDP

We provide two 2-approximation algorithms for MDLDP: MSA and ESA. MSA is a
modified version of Suurballe’s algorithm [99] with a running time of O(WN logN +
WL) and ESA is an extended algorithm with a running time of O(WN2 logN+WNL).
This is a significant reduction from the O(WL5 logN) running time of the exact WLA
algorithm with at most twice as much lightpaths being rerouted.
In our notation, we use p to represent a lightpath and P to represent any path. A

lightpath on wavelength λi is said to be reroutable, if and only if all of its links are free
on at least one other wavelength λj. A path P from s to d is said to traverse a lightpath
p if it shares at least one link with p. Let Pk be the set of lightpaths on wavelength λk;
P 0
k ⊆ Pk be the set of reroutable lightpaths on wavelength λk; P 00

k = Pk\P 0
k be the set

of non-reroutable lightpaths on wavelength λk; andW(u,v) be the set of free wavelengths
on fiber link (u, v).
We identify W subgraphs, Gk = G(N ,Lk), Lk = {(u, v) ∈ L | λk ∈ W(u,v) or

∃ p ∈ P 0
k such that link (u, v) belongs to lightpath p}. The cost of a link (u, v) in

subgraph Gk is costk(u, v) = �, if (u, v) is a free link, where2 2N� < 1; costk(u, v) = 1
otherwise. However, the cost costk(P ) of a path P in subgraph Gk is the sum of the
costs of its free links and the number of distinct reroutable lightpaths traversed by P ,
i.e., multiple links belonging to a lightpath are counted only once. Thus, the shortest
path between two nodes traverses the minimum number of reroutable lightpaths. Note
that any lightpath that is traversed by the shortest path is encountered only once.

Algorithm 3.3 MSA(G, s, d)

1. For each Gk, k = 1, . . . ,W

(a) In graph Gk, find the shortest path from s to d.

(b) Graph G
0
k is obtained by directing each link (u, v) of the shortest path from

d to s, setting the cost of the free links on the shortest path as costk(v, u) =
−costk(u, v) and the cost of all links of lightpaths that are traversed by the
shortest path to zero.

(c) Find the shortest path from s to d in G
0
k.

(d) If the shortest path exists in G
0
k, remove all the overlapping links between

the two paths in Gk to obtain the solution.

2. Choose the best solution among all wavelengths.

2Using such a cost, the longest possible link-disjoint paths made up of only free links have a total
cost that is less than any link-disjoint pair of paths that cross a lightpath.
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In Step 1a of the MSA algorithm, we find the shortest path from s to d (using an
algorithm such as the one given in [109]). In Step 1b, the cost of all links belonging to
lightpaths traversed by the shortest path is set to zero so that these links are preferred
in the second path and the lightpaths are not counted twice. Similarly, the cost of free
links on the shortest path is set to −�.

Theorem 3.1 MSA is a 2-approximation algorithm for the MDLDP problem.

Proof. Since the best solution is chosen after independently considering each wave-
length, it suffices to consider only the wavelength that provides the best solution. As-
sume that for this wavelength, given a solution of MSA that traverses a total of K
lightpaths, there is an optimal solution that traverses less than K

2
lightpaths, which

would violate the claim of 2-approximation. Our intention is to prove that the assump-
tion is wrong.
Let c(P ) represent the number of lightpaths traversed by a path P and c({P1, P2})

represent the number of distinct lightpaths traversed by paths P1 and P2, where c({P1, P2}) ≤
c(P1) + c(P2).
Let {P ∗1 , P ∗2 } be the optimal solution. In MSA, let P1 be the first shortest path

that is obtained in Step 1a and P2 be the second shortest path that is obtained in Step
1c.
Let Q be the set of alternating lightpaths of the optimal solution {P ∗1 , P ∗2 }, i.e.,

lightpaths with segments in both P ∗1 and P ∗2 . Let S be the set of links of lightpaths
p ∈ Q.

c({P ∗1 , P ∗2 }) < K
2
implies that c(P ∗1 ) <

K
2
and c(P ∗2 ) <

K
2
. Hence, the first shortest

path returned by MSA must have c(P1) < K
2
. Since c({P1, P2}) = K, the second

shortest path returned byMSA should have c(P2) > K
2
. But, MSA can find a path P2

from the set of links of P ∗1 , P
∗
2 and S. If P1 also contains any of these links, they are

redirected in Step 1b of MSA and are assigned a cost of zero. Since no new lightpaths
are added c(P2) <

K
2
, which is a contradiction.

The 2-approximation is attained in the worst-case when c(P1) = c(P2) = c({P ∗1 , P ∗2 })
and P1 and P2 do not have common lightpaths as shown in Figure 3.4(a). P1 = {s, 3, d},
P2 = {s, 4, d}, P ∗1 = {s, 1, 2, d}, and P ∗2 = {s, 5, 6, d}; c({P1, P2}) = 2 and c({P ∗1 , P ∗2 }) =
1.
The example in Figure 3.4(a) can exactly be solved if P1 leaves the source node

through node 1 or node 5. We can achieve this by extending the MSA algorithm so
that it checks the shortest path through any given node u ∈ N\{s, d}. This is exactly
what our extended algorithm ESA does. As can be seen in Section 3.3.3, ESA has
a significantly improved performance in solving the MDLDP problem. But, it fails
for cases like the one in Figure 3.4(b), where P1 = {s, 1, 3, d}, P2 = {s, 2, 3, 5, d},
P ∗1 = {s, 1, 3, 4, d}, and P ∗2 = {s, 2, 3, 5, d}; c({P1, P2}) = 3 and c({P ∗1 , P ∗2 }) = 2.
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Figure 3.4: (a) A worst-case for MSA that leads to a 2-approximation and (b) an
example where ESA fails.

Algorithm 3.4 ESA(G, s, d)

1. For each Gk, k = 1, . . . ,W

(a) For each node u ∈ N\{s, d}:
i. In graph Gk, find the shortest path Ps−u from s to u.
ii. Graph G

0
k is obtained from Gk by setting the cost of all links on Ps−u

and each link belonging to lightpaths on Ps−u to infinity except for links
of the lightpath (if any) in the last link of Ps−u. For the lightpath in the
last link, all its links except the ones in Ps−u will have a cost of zero.

iii. In graph G
0
k, find the shortest path Pu−d from u to d. If Ps−u and Pu−d

share nodes, go to Step 1a-i if there are remaining nodes whose shortest
paths have not been found, otherwise go to Step 1b. If Ps−u and Pu−d do
not share nodes, the shortest path through u is found by concatenating
the two.

iv. Graph G
00
k is obtained from Gk by directing each link (u, v) along the

shortest path from d to s. The cost of free links on the shortest path is
set to costk(v, u) = −costk(u, v) and the cost of all links belonging to
lightpaths on the shortest path is set to zero.

v. In graph G
00
k, find the shortest path from s to d.

vi. If the shortest path exists, remove all the overlapping links.

(b) Choose the best solution among all nodes.

2. Choose the best solution among all wavelengths.

In ESA, for each node u ∈ N\{s, d}, we find link-disjoint paths from s to d, where
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the first path is forced to go through u. In Step 1a-ii of the ESA algorithm, the cost
of all links on Ps−u and all links belonging to lightpaths on Ps−u (except those of the
lightpath on the last link, if there is any) is set to infinity. This is to prevent the same
links from being used again in Pu−d and to make sure that any lightpath in Ps−d is
traversed in at most one segment. For the lightpath on the last link, since our interest
is to find the shortest path from s to d through u, the lightpath can still be encountered
on a segment just after node u. Therefore, its links, except those in Ps−u, will have
a cost of zero. In Step 1a-iii, the shortest path from u to d is found. If Ps−u and
Pu−d share nodes, then the algorithm does not proceed to finding the second shortest
path. Instead, it skips to searching for the solutions of the remaining nodes. Once the
path through u is found by concatenating Ps−u and Pu−d, the links on this path are
directed from d to s in Step 1a-iv. In Step 1b, all the solutions are compared and the
one that traverses the minimum number of lightpaths is chosen. In case of a tie, the
one with the smallest hopcount is chosen. Since ESA includes MSA, it is at worst a
2-approximation algorithm.

3.3.2 Reroutability Status Update Procedure

Once a lightpath request is accepted and its link-disjoint lightpaths are determined,
it affects the reroutability of other lightpaths. These lightpaths include the rerouted
lightpaths, and lightpaths that are using the same link, but on different wavelengths.
In addition, the reroutability of the new lightpaths has to be identified. Once a request
is accepted, its primary and backup lightpaths are treated independently, i.e., each can
be rerouted to a different wavelength independently of the other. Hence, as in [73],
for each lightpath, we dynamically keep track of such information as its hopcount, its
wavelength, how many of its links are free on other wavelengths and to which other
wavelengths it can be rerouted. This is done as follows.

1. When a new lightpath p is assigned without rerouting other lightpaths on wave-
length λk:

• We create new reroutability status information for p, e.g., how many of its
links are free on other wavelengths and the wavelengths it can be rerouted
to. This takes O(NW ) time.

• After checking whether p is reroutable or not, we assign the costs of its links
on wavelength λk. This takes O(N) time.

• In addition, the reroutability status information of lightpaths using the same
fiber link, but on other wavelengths, should be updated. If q is such a light-
path, the number of its links that are free on wavelength λk is decremented
by one for each link that p and q have in common. Thus, if q was reroutable
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to wavelength λk, it is not any more. Since, in the worst-case, there are
O(NW ) such lightpaths, this takes O(NW ) time.

2. When a new lightpath p is assigned by rerouting some lightpaths on wavelength
λk:

• All the aforementioned operations are performed.
• If q is a rerouted lightpath, the costs of its links on the new wavelength, and
its reroutability status on λk should be updated. This takes O(N) time and
in the worst-case O(N) lightpaths are rerouted. Therefore, the total running
time is O(N2).

3. When the holding time of lightpath p expires:

• All its links on wavelength λk will be free links and their cost is updated
accordingly. This takes O(N).

• For any lightpath q that uses the same fiber link, but a different wavelength,
the reroutability status information is updated. The number of its free links
on wavelength λk is increased by one and if this equals to the hopcount of q,
then q is reroutable to λk. This will take O(NW ) time.

The total running time of the reroutability update procedure is O(N2 +NW ). We
employ this procedure when solving the on-line SRWA problem using the MDLDP
algorithms.

3.3.3 Simulation Study

We proceed to compare our 2-approximation algorithms (MSA and ESA) with the
exact algorithm (WLA) in solving the MDLDP problem. In order to simulate a wide
range of possibilities, we generate dynamic traffic, where requests arrive according to
a Poissonian distribution (arrival rate a) with exponential holding times of mean 1.
For each request, we record the results of our algorithms in comparison to WLA. The
approximation ratio represents the ratio of the number of lightpaths traversed by an
approximation algorithm to the number of lightpaths traversed byWLA. It is averaged
for all accepted requests over 20 iterations, each iteration with 5000 requests. The source
and destination nodes are randomly selected with all nodes having equal probability of
being selected.
We consider three networks: a USANET network [43][52] (Figure 3.5), an Erdös-

Rényi random network (N = 50, link density p = 0.2, i.e., the average total number of
links is p · ¡N

2

¢
), and a 7× 7 lattice network, each with W = 10 wavelengths. In all our

simulations, the approximation ratio attained by ESA never exceeded 1.00004. The



3.3. ON-LINE SRWA WITH REROUTING 31

0

4

1

5 6

8

9

2
3

7

11

10

12

13

14

15

16

20

18

17

19

23

2221

24 25
26

27

0

4

1

5 6

8

9

2
3

7

11

10

12

13

14

15

16

20

18

17

19

23

2221

24 25
26

27

Figure 3.5: A 28-node USANET network topology.

approximation ratios of both ESA andMSA in comparison to the exact algorithm were
much smaller than 2. Table 3.1 shows the average simulated approximation ratios of
MSA, in terms of the number of lightpaths rerouted, when compared to WLA, which
returns the exact number for a given request.

Table 3.1: Approximation ratios of the MSA algorithm in the three networks for dif-
ferent arrival rates (a) for W = 10.

USANET RANDOM LATTICE
a Appr. ratio a Appr. ratio a Appr. ratio
10 1.0105 20 1.0185 20 1.0208
15 1.0095 40 1.0209 30 1.0172
20 1.0055 60 1.0309 40 1.0147
25 1.0170 80 1.0326 50 1.0119
30 1.0128 110 1.0275 60 1.0093
35 1.0100 120 1.0169 70 1.0073

In Sections 3.4 and 3.5, we use the aforementioned MDLDP algorithms to heuris-
tically solve infinite and finite duration on-line SRWA, respectively. For each case, we
compare the performances of MSA, ESA and WLA.
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3.4 Infinite Duration On-line SRWA

In the infinite duration on-line SRWA problem, lightpaths stay indefinitely once they
arrive. The off-line SRWA problem, where all the requests are known beforehand, can
be described as a network flow problem. For this, we provide ILP formulations under
two cases: Case1, when both the primary and backup lightpaths have to use the same
wavelength and Case2, when they can use different wavelengths.
Indices:
f = 1, . . . , F ID of requests (F in total)
λ = 1, . . . ,W ID of wavelengths
N (u) Set of nodes adjacent to node u
Variables (integers):
γf,λ,u,v is 1 (or −1 depending on the flow direction) if the primary or backup

lightpaths of request f use wavelength λ on link (u, v) ∈ L; 0 otherwise.
xf,λ Case1 (same wavelength): is 1 if request f is accepted and uses wavelength

λ; 0 otherwise.
Case2 (different wavelengths): is 0 if neither the primary nor the backup
lightpaths of request f are on wavelength λ; 1 if either the primary or the
backup lightpath of request f is on wavelength λ; 2 if both the primary
and the backup lightpaths of request f are on wavelength λ.

yf is 1 if request f is accepted; 0 otherwise.
Objective:
Maximize the number of accepted requests.

Maximize :
FX
f=1

yf

Constraints
Antisymmetry constraints: Since the graph is undirected, the flow is in both direc-

tions.
γf,λ,u,v = −γf,λ,v,u ∀(u, v) ∈ L; 1 ≤ f ≤ F ; 1 ≤ λ ≤W.

Conservation constraints: If a given node is not the source or destination of a given
request, then any flow related to the request that enters the node has to leave the node.X

v∈N (u)
γf,λ,u,v = 0

∀u ∈ N\{sf , df}; 1 ≤ f ≤ F ; 1 ≤ λ ≤W.

Capacity constraints: Only a single lightpath can use a given wavelength on a certain
link.

FX
f=1

γf,λ,u,v ≤ 1 ∀(u, v) ∈ L; 1 ≤ λ ≤W.
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Disjointedness constraints: The primary and backup lightpaths of a request should
be link-disjoint.

WX
λ=1

γf,λ,u,v ≤ 1 ∀(u, v) ∈ L; 1 ≤ f ≤ F.

Equations
Lightpaths of a request on a given wavelength.X

v∈N (sf )
γf,λ,sf ,v = βxf,λ 1 ≤ f ≤ F ; 1 ≤ λ ≤W.

X
v∈N (df )

γf,λ,v,df = βxf,λ 1 ≤ f ≤ F ; 1 ≤ λ ≤W.

where β = 2 for Case1 and β = 1 for Case2.
An accepted request has link-disjoint primary and backup lightpaths.

WX
λ=1

xf,λ = ϕyf 1 ≤ f ≤ F.

where ϕ = 1 for Case1 and ϕ = 2 for Case2.
Solving the given ILP formulation for large networks and high number of requests

is not feasible. Therefore, we use the algorithms of the MDLDP problem to solve
the on-line SRWA problem sequentially. Clearly, this approach will not guarantee an
optimal solution. However for small networks, we show that the results obtained by
these algorithms are close to the optimal off-line solution (given by the ILP for Case2),
which does not need rerouting. Tables 3.2 and 3.3 show comparisons, in terms of the
number of rejected requests, of our algorithms (MSA and ESA), WLA and without
rerouting (W/R) against the optimal ILP formulation for small random networks with
link density p (N = 10 with 20 requests and N = 12 with 30 requests) and W = 4. We
observe that rerouting performs better (though marginally, since the network is small
and the number of requests are few) than without rerouting and our algorithms perform
as good as (and at times better than) WLA.

Table 3.2: Number of rejected requests for N = 10 and 20 requests.
p W/R WLA MSA ESA Optimal
0.2 15 14 14 14 12
0.3 13 12 12 11 7
0.4 8 6 6 6 3
0.5 7 6 6 7 3
0.6 6 5 5 4 1
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Table 3.3: Number of rejected requests for N = 12 and 30 requests.
p W/R WLA MSA ESA Optimal
0.2 23 22 22 22 21
0.3 25 25 25 25 24
0.4 12 11 11 10 6
0.5 5 3 3 3 2
0.6 4 3 3 3 0

3.5 Finite Duration On-line SRWA

Finite duration SRWA requests arrive to and depart from the network over time. Thus,
any two lightpaths can share resources as long as they do not overlap in time. We
use the algorithms of MDLDP as heuristics to solve the finite duration on-line SRWA
problem.
We use the same scenarios as in Section 3.3.3 for our simulations. Figures 3.6-3.7

show comparisons of the performance of our algorithms (MSA and ESA) withWLA in
terms of the percentage of rejections. The given results are (a) for different arrival rates
with a constant number of nodes, and (b) for different number of nodes with a constant
arrival rate. A comparison of these algorithms with the case of no rerouting (W/R)
shows that rerouting of lightpaths decreases the percentage of rejections significantly.
In addition, we observe that both MSA and ESA perform similarly to WLA, which
has much higher running time and memory requirements. The need to have a small
running time becomes more pronounced in an on-line setting, where the algorithm has
to be invoked repeatedly whenever a request arrives.

3.6 Shared On-line SRWA

Until now, we have only considered dedicated survivable routing, where backup light-
paths do not share resources. This approach is more suitable for when a copy of the
data signal is sent on both the primary and backup lightpaths. However, if the data
signal is sent on the backup lightpath only after the failure of the primary lightpath, it
is desirable to use shared survivable routing. In shared survivable routing, two backup
lightpaths can share resources as long as their respective primary lightpaths do not
fail simultaneously. Since we are considering single link failures, if two primary light-
paths do not have a common link, their backup lightpaths can share links. Here also,
we employ wavelength rerouting to improve the acceptance rate under dynamic traffic.
However, unlike the (reduced) wavelength rerouting problem in Section 3.3, the shared
wavelength rerouting problem where backup lightpaths can possibly share links is not
polynomially solvable as shown below.
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Figure 3.6: Rejection rates of MSA, ESA, WLA and without rerouting for different
arrival rates of (a) the USANET network (W = 10 and 5000 requests), (b) for random
networks (N = 50, p = 0.2, W = 10, and 5000 requests), and (c) lattice networks
(N = 49, W = 10, and 5000 requests).

Problem 3.5 The Shared Wavelength Rerouting Problem: In graph Gk(Nk,Lk)
of a given wavelength λk, given a request f , the shared wavelength rerouting problem
is to find link-disjoint primary and backup lightpaths such that the primary lightpath is
allowed to use only free links and links that belong to reroutable lightpaths, whereas the
backup lightpath can additionally use links that belong to already existing backup light-
paths whose corresponding primary lightpaths do not share a link with its own primary



36 CHAPTER 3. ON-LINE SRWA

20 40 60 80 100 120
0

10

20

30

40

50

60

70

80

90

100

Number of Nodes (N)

Pe
rc

en
ta

ge
 o

f 
R

ej
ec

tio
n

 

 

W/R
MSA
ESA
WLA

(a)

25 36 49 64 81 100 121 144
0

10

20

30

40

50

60

Number of Nodes (N)

Pe
rc

en
ta

ge
 o

f 
R

ej
ec

tio
n

 

 

W/R
MSA
ESA
WLA

(b)

Figure 3.7: Rejection rate of MSA, ESA, WLA and without rerouting for different
number of nodes for random networks (p = 0.2, W = 10, a = 100, and 5000 requests),
and (b) for lattice networks (W = 10, a = 60, and 5000 requests).

lightpath.

Theorem 3.2 The shared wavelength rerouting problem is NP-complete.

Proof. The problem is in NP since the feasibility of a given solution can easily be
verified.
We consider the following instance of the shared wavelength rerouting problem. This

instance does not represent a worst-case scenario. In fact, it is a relatively simplified
instance of the problem. In this instance, on the graph Gk of wavelength λk, among
the existing lightpaths:

• Only primary lightpaths are reroutable. Let Pk be the set of the reroutable
primary lightpaths.

• Let P 0
k be the set of all backup lightpaths on wavelength λk. For each backup

lightpath in P 0
k, its corresponding primary lightpath (which can be on any wave-

length), does not use the same link as a free link on Gk or that of a lightpath in
Pk.

Now, let Lp ⊆ Lk be the set of links that belong to lightpaths in Pk, Lf ⊆ Lk

be the set of free links, and Lb ⊆ Lk be the set of links that belong to the lightpaths
in P 0

k. Color all links in Lp and Lf red, and color the links in Lb blue. Then, the
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problem is reduced to finding a pair of link-disjoint paths such that one of them uses
only red-colored links, which is an NP-complete problem [89].
Thus, for the shared on-line SRWA problem, we introduce a heuristic algorithm,

which we call the Active Path First Rerouting (APFR) algorithm. This algorithm is
based on an Active Path First (APF) approach, where the primary lightpath is com-
puted first followed by the removal of its links before the backup lightpath is computed.
This approach is suitable to shared survivable routing because once the primary light-
path is computed, it is easier to identify which existing backup lightpaths can share
links with the new backup lightpath. However, since we are interested in minimizing
the number of rerouted lightpaths, this approach fails in “trap” scenarios such as the
one shown in Figure 3.8. In this example, the shortest path is s − 1 − 2 − 5 − 6 − d
and removing this path will disconnect the network. To avoid such scenarios, algorithm
APFR resorts to algorithmMSA (which returns two link-disjoint paths with dedicated
backup lightpath) if the APF fails to find a solution.
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Figure 3.8: A trap scenario for an APF approach.

The major operations in APFR are finding the shortest paths in Steps 1a and 1c,
finding a pair of link-disjoint paths in Step 1e, and identifying links that can be used
by the new backup lightpath in Step 1b. The first two operations have a complexity
of O(L + N logN). On any wavelength, let K be the maximum number of backup
lightpaths sharing any link. For each existing backup path, we have to check if its
corresponding primary lightpath shares a link with the new primary lightpath. This
costs a total of O(KN2) time and in the worst-case O(L) links have backup lightpaths.
Thus, the total complexity of Step 1e is O(KN2L) and the total complexity of APFR
is O(KWN2L).
Figures 3.9 (a), (b) and (c) show comparison results of APFR, shared SRWA with-

out rerouting(sharedW/R), and ESA (dedicated SRWA) in the USANET, random and
lattice networks, respectively. These results show that (i) the rejection ratio is signif-
icantly reduced in shared routing, and (ii) wavelength rerouting coupled with shared
routing further decreases the rejection ratio.
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Algorithm 3.5 APFR(G, s, d)

1. For each Gk, k = 1, . . . ,W :

(a) Find the shortest path P1 in graph Gk. Assign it to the primary lightpath.

(b) Graph G
0
k is obtained from Gk as follows,

i. Remove all links on P1.
ii. Assign a cost of zero to all links that belong to lightpaths on P1.
iii. For all links that belong to backup lightpaths on wavelength λk whose

primary lightpaths do not share links with P1, assign a cost of zero.

(c) In graph G
0
k, find the shortest path P2.

(d) If P2 exists, go to the next wavelength.

(e) Otherwise, find a pair of link-disjoint paths (i.e., with dedicated backup
lightpath) in Gk using MSA.

2. Choose the best solution (in terms of the number of rerouted lightpaths) among
all wavelengths.

3.7 Conclusions

In WDM optical networks, where lightpaths carry a tremendous amount of data, sur-
vivability is of paramount importance. In practice, lightpath requests arrive over time
and a decision on whether to accept or deny a request should be made without any
knowledge of the future requests. Therefore, it is necessary to have an on-line so-
lution scheme with good performance to deal with survivable routing and wavelength
assignment (SRWA). The performance of an on-line algorithm is measured using a com-
petitive ratio, which compares the blocking ratio of the on-line algorithm to that of a
corresponding off-line algorithm (which knows the whole input sequence).
In this chapter, we have studied on-line SRWA and have provided constant and

logarithmic competitive ratios (which are considered good competitive ratios) for spe-
cial networks. For general networks, it is not possible to have algorithms with good
competitive ratios. Since the competitive ratio reflects a worst-case performance, we
considered lightpath rerouting, which generally improves the acceptance rate, but not
the competitive ratio. To serve this purpose, we studied the Minimum Disruption
Link-Disjoint Paths (MDLDP) problem, for which we provided two 2-approximation
algorithms: MSA and ESA. We have shown through simulations that these algo-
rithms perform close to the best-known exact algorithm for MDLDP, which incurs a
very high time-complexity.
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Figure 3.9: Rejection rates of APFR, ESA, and shared without rerouting for different
arrival rates of (a) the USANET network (W = 10 and 5000 requests), (b) random
networks (N = 50, p = 0.2, W = 10 and 5000 requests), and (c) lattice networks
(N = 49, W = 10 and 5000 requests).

We subsequently applied all considered MDLDP algorithms as heuristics for infi-
nite and finite duration on-line SRWA. For infinite duration SRWA, these algorithms
performed close to the optimal off-line solution (for which we provided an ILP formula-
tion). For finite duration SRWA, we considered Poissonian distributed input sequences
with exponential holding times. In these scenarios, our algorithms performed as good
as (and at times even better than) the exact algorithm of the MDLDP problem, but in
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a much faster time. These findings suggest that our algorithms are more suitable for
dealing with the (on-line) SRWA problem.
We have also shown that unlikeMDLDP, shared wavelength rerouting is NP-complete.

Subsequently, we have provided an efficient heuristic algorithm for shared wavelength
rerouting. Through simulations, we have shown that combined with sharing of resources
among backup lightpaths, wavelength rerouting can significantly reduce the rejection
ratio in on-line shared SRWA.



Chapter 4

Impairment-aware Path Selection

4.1 Introduction

In the previous chapters, we have assumed that all pair of nodes are within the impair-
ment threshold(s), i.e., the quality of the signal does not degrade below an acceptable
level. Such networks are known as transparent optical networks, and the signal is
transmitted in the optical domain from the source to the destination, without any con-
version to the electrical domain. However, optical networks are being widely deployed
in long-haul and metro/regional networks, where lightpaths cover long distances. In
such networks, if the signal is not regenerated at intermediate nodes, noise and signal
distortions are accumulated along the physical path. The noise and signal distortions
are known as physical impairments and degrade the quality of the received signal. Es-
pecially for long distances and high bit rates, the signal degradation may lead to an
unacceptable bit error rate (BER).
The solution is to place regenerators at intermediate nodes. Since regenerators

are costly, it is not practical to equip all nodes with regeneration capacity. Thus, in
practice, only a few nodes have regeneration capacity, and such networks with sparse
regeneration capacity are known as translucent optical networks. As far as impairment-
aware routing is concerned, the two main problems in translucent optical networks are:
(1) how to incorporate impairment awareness in the routing algorithms (impairment-
aware path selection), and (2) how many regenerators to place inside the network and
where (regenerator placement). We deal with the former in this chapter, while the latter
is studied in the following chapters. In impairment-aware path selection, the segment
between two nodes with regeneration capacity should have impairment value(s) that
do not exceed the given threshold(s). In this chapter, we study how to incorporate
impairment awareness in the RWA algorithms of translucent optical networks.
The outline of this chapter is as follows. In Section 4.2, we present a model of

an optical transport network and discuss the key physical impairments that can be

41
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encountered in such a network. In Section 4.3, we briefly overview the work related
to impairment-aware routing and regenerator placement. In Section 4.4, we propose
impairment-aware path selection algorithms in translucent networks. We conclude in
Section 4.7.

4.2 Impairments Model
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Figure 4.1: Network components that make up a translucent WDM OTN.

Figure 4.1 shows the components that make up a typical transmission system of a
translucent optical transport network (OTN). In this model, a node is mainly composed
of an all-optical switch, optional regenerators, transponders, multiplexers, demultiplex-
ers, and pre- and post-amplifiers; whereas a fiber link is a WDM line system comprising
of fibers and amplifiers. At a given node, transponders modulate electrical signals onto
distinct wavelengths. These wavelengths are then multiplexed and the multiplexed sig-
nal is pre-amplified before being propagated through the WDM line. At the receiver
end, the signal is post-amplified and de-multiplexed into individual signals. A link has
a single fiber in each direction, each containing a number of wavelengths to be used
by lightpaths. In Figure 4.1, only one direction is shown. We assume that there is
no conversion at any of the nodes, which implies that a lightpath should use the same
wavelength on all of its links.
At each node, there are add and drop ports for data to locally enter and leave the

network. Each incoming signal is demultiplexed and switched inside a translucent node
using an all-optical switching fabric, which can switch an optical signal from any input
port to any other output port. In a translucent network, certain wavelengths may



4.3. RELATED WORK 43

pass through the pool of regenerators so that the quality of their signals is restored
through regeneration. We assume that the optical switches at the translucent nodes
have enough ports to support incoming signals as well as regenerated signals. It is
possible that some nodes do not have regenerators, thus providing only the service of
locally adding and dropping of wavelengths. We define a regeneration segment of a
lightpath to be a transparent segment (i.e., one or more links) between two regenerator
nodes (including source and destination nodes) of the lightpath. A lightpath can be
made up of multiple regeneration segments. There is no need for a lightpath to be
regenerated at the source and destination nodes. After a transit signal is regenerated, its
original physical features are restored. Thus, from a physical impairment point of view,
the effect of physical impairments along the path followed to reach the regenerator node
is completely removed. Each lightpath is assumed to require a single wavelength and
each request represents a single lightpath (otherwise, each lightpath can be considered
independently).
The major physical impairments can be well approximated by one or more link-

based additive metric(s) and corresponding constraint(s) (for instance on length and
number of spans) [84][98]. In the literature, different types of cost functions have been
suggested for links and nodes to represent their physical impairments during the path-
selection process. These include the distance of a link [120], a logical distance [45], a
combination of distance and hopcount [23], a cost that is a function of the Four-Wave
Mixing (FWM) crosstalk [71], the signal quality Q-factor [32] [120], an aggregated cost
of monitored link information [83], and the noise variance [46]. Approaches dealing with
multiple metrics explicitly have also been considered (e.g., [74], [84]). These metrics may
represent measured or computed physical impairment values. Our work is independent
of the impairment cost function used, and is applicable to single or multiple additive
link metrics.

4.3 Related Work

There has been an increasing interest in dealing with physical impairments in optical
networks. Most of the related work is either directed to (1) studying the problem of
finding feasible paths that satisfy a given set of impairment constraints or (2) studying
the optimal placement of regenerators in a network. We shall briefly discuss the work
in both areas.
Azodolmolky et al. [12] have surveyed impairment-aware routing and wavelength

assignment (RWA) algorithms. These impairment-aware algorithms commonly fall into
two categories. In one category, the path and the wavelength of a lightpath are com-
puted in the traditional way without taking into account the physical impairments, and
subsequently the quality of the selected lightpath is tested against physical impairments
[2], [49], [70], [78]. Then, new paths are computed if the candidate paths do not meet
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the physical impairment thresholds. In the second category, the physical impairment
values are considered in the routing and/or wavelength assignment process [32], [46],
[71], [81], [84], [92]. In these works, information pertaining to physical impairments is
incorporated in finding a suitable path. However, most of them do not account for the
presence of regenerator nodes during path computation. In order to achieve optimal use
of regenerators, the physical impairment values of segments between regenerator nodes
should be verified during the path computation process (as in our approach), and not
after the path is finally computed. We provide a detailed study into the complexity of
this problem and propose both exact and heuristic algorithms.

4.4 Impairment-aware Path Selection

In this section, we shall assume that a network is given with a scarce amount of re-
generators in place and that requests arrive in an online fashion, i.e. without prior
knowledge of when and between which nodes these requests are made. We define the
impairment-aware routing problem as follows.

Problem 4.1 The impairment-aware routing problem: The physical optical net-
work is modeled as a graph G(N ,L), where N is the set of N nodes and L is the set of
L links. Associated with each fiber link (u, v) ∈ L are m physical impairments ri(u, v),
i = 1, . . . ,m. NR ⊆ N represents the set of NR nodes that have (spare) regeneration
capacity. A request is represented by the tuple (s, d, �∆), where s, d ∈ N are the source
and destination nodes of the request and �∆ = {∆1, . . . ,∆m} represents m threshold
values for the m physical impairments. The impairment-aware routing problem is to
find a route from source to destination that does not exceed any of the thresholds ∆i,
i = 1, . . . ,m on any of its regeneration segments.

We illustrate this problem for m = 1 impairment using the example network in
Figure 4.2(a) for a request (s, d, 5). In this example, the shortest path from s to d
goes via the direct link (s, d), but this path violates the impairment threshold, i.e.,
r(s, d) = 6 > ∆. The only feasible path is s − t − d, where t is a regenerator node,
because for the regeneration segments Ps→t = s − t and Pt→d = t − d, it holds that
r(Ps→t) = r(Pt→d) = 5 ≤ ∆.
Consider now the instance in Figure 4.2(b), where, given a request (s, d, 5), there is a

feasible walk s−2−t−2−d, but there is no feasible simple path for the impairment-aware
routing problem. However, it is of interest to consider a variant of the impairment-aware
routing problem where only simple paths are admitted as solutions. Such restrictions
may be due to scarcity of resources (link or node capacities) or management consider-
ations.
We first present a Polynomial-time Impairment-Aware Routing Algorithm (PIARA)

for finding a path from source s to destination d subject to a single impairment threshold
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Figure 4.2: Example networks with request (s, d, 5). (a) There is a feasible path through
regeneration node t. (b) There is no feasible simple path.

∆ and for the case that loops are allowed (i.e., nodes and links may be revisited).
PIARA will serve as a module for our loopless impairment-aware routing algorithms.

Algorithm 4.1 PIARA(G, s, d,NR,∆)

1. For each pair of nodes u, v ∈ NR ∪ {s, d}, find the shortest (w.r.t. impairment)
path P ∗u→v.

2. Make a graph G0 consisting of nodes in NR∪{s, d}. There is a link between nodes
u, v ∈ NR ∪ {s, d} in G0 if r(P ∗u→v) ≤ ∆.

3. Assign a cost to each link (u, v) in G0 (e.g., a cost equal to r(P ∗u→v)).

4. Find a (shortest) path from s to d in G0 and substitute the links of the path in
G0 with the corresponding subpaths in G.

By replacing the shortest path algorithm in Step 1 of PIARAwith a multi-constrained
path algorithm (like SAMCRA [104]), we can deal with multiple impairments. How-
ever, since multi-constrained path selection is a (weakly) NP-complete problem [62],
PIARA will no longer be of polynomial complexity. PIARA assumes that link or node
capacities are not confining, even when traversed multiple times. When link or node
capacities are confining we may need to find loop-free paths, which is considered in
the remainder of this section. Although it is clear that the problem is NP-complete
for m > 1 impairments, we shall demonstrate in the following that the problem is
NP-complete for m = 1 as well.
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Figure 4.3: Transformation of an MLBDP instance to an impairment-aware routing
instance. Black nodes are regenerator nodes.

Theorem 4.1 The impairment-aware loopless routing problem is strongly NP-complete1.

To prove that the problem is strongly NP-complete, we shall use the Maximum
Length-Bounded Disjoint Paths (MLBDP) problem [39], which is defined as follows.

Problem 4.2 The maximum length-bounded disjoint paths problem: Given an
undirected graph G, source s and destination d, and positive integers b and K, does G
contain K or more mutually node-disjoint paths from s to d, none involving more than
b links?

The MLBDP problem was proven to be NP-complete for b ≥ 5 by Itai et al. in [54]
and later proven to be APX-hard2 for b ≥ 5 by Bley in [18].

Proof. When we are given a path it is easy to verify whether it obeys the threshold ∆
or not. The problem is therefore in NP. We shall provide a reduction to the MLBDP
problem to prove strong NP-completeness.
Any instance of the MLBDP problem can be transformed in polynomial time to an

impairment-aware routing instance as follows. The source node is split into K source
nodes s1, ..., sK and the destination node is split into K destination nodes d1, ..., dK .
Each of these source (destination) nodes is connected to the same nodes as the original
source (destination) node. So far all links have a weight of 1. We add a new source and
connect it to s1 with a link of weight x−b. For each pair of source nodes (s2i, s2i+1), for
i = 1, ...,

¥
K−1
2

¦
, we add a new regenerator node and link it to s2i with weight 2ib and

1“Strongly NP-complete” indicates that the problem remains NP-complete even if the link weights
are bounded by a polynomial in the length of the input. Unlike weakly NP-complete problems, these
problems do not admit pseudo-polynomial time solutions.

2APX-hard problems can be approximated within some constant factor, but not every constant
factor (as with polynomial-time approximation schemes), unless P=NP.
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to s2i+1 with weight x − (2i + 1)b. For each pair of destination nodes (d2i−1, d2i), for
i = 1, ...,

§
K−1
2

¨
, we add a new regenerator node and link it to d2i−1 with weight (2i−1)b

and to d2i with weight x− 2ib. The last node (either sK or dK) is connected to a new
destination node through a link with weight Kb. Figure 4.3 visualizes this construction
for K = 4. If we choose ∆ = x + b and x > 2Kb, then solving the impairment-
aware routing problem in the new graph provides a solution to the MLBDP problem.
Moreover, since Kb ≤ 2(N − 1), we have that ∆ = O(N), which on its turn means that
the impairment-aware routing problem is strongly NP-complete.
Since good approximation schemes are unlikely to exist, as indicated by Theorem

4.1, we focus in the following sections on exact and heuristic solutions.

4.4.1 Problem variants

Depending on how regenerator nodes are used, associating an objective with solving
the impairment-aware routing problem can lead to several problem variants. We shall
first focus on the case of m = 1 impairment, after which we present our algorithms for
the general case of m ≥ 1 impairments.
Variant 1: Find the shortest (in terms of physical impairment) feasible path. Re-

generators can be used at no extra cost.
Variant 2: Given that each used regenerator has a cost of usage that will be added

to the total path length, find the shortest feasible path.
Variant 3: Find a feasible path that uses the fewest number of regenerators. In

case of a tie, the one with shortest length is returned.
Problem variants 2 and 3 can be transformed into problem variant 1 by splitting

each regenerator node in the input graph G into four nodes as shown in Figure 4.4(a)
for undirected networks and Figure 4.4(b) for directed networks. In these figures, the
link weight x equals the cost of using the given regenerator in problem variant 2, while
x = ∆ in problem variant 3. We will focus on solving problem variant 1.
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Figure 4.4: Regenerator node splitting in (a) an undirected network, and (b) a directed
network. Black nodes are regenerator nodes.

In solving the impairment-aware shortest path routing problem, we have to take
into account two parameters during the search process:

1. The total length r(P ) of a (sub)path P accumulated since the source node.
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2. The length r0(P ) since the last used regenerator node (or the source node) along
a (sub)path P .

The fact that r0(P ) does not reflect an end-to-end property prevents a simple adop-
tion of multi-parameter algorithms like SAMCRA [104]. Two search-space reducing
techniques that are used in SAMCRA are the concept of non-dominance (or Pareto
optimality) and the concept of look-ahead (or A∗). We will demonstrate that, while the
concept of non-dominance cannot be used, we can apply the look-ahead concept with
some modifications.

Non-dominance

When solving multi-constrained routing problems, at any intermediate node, it does not
make sense to consider a (sub)path that has worse weights (i.e., higher or equal in every
metric) than another (sub)path. Such paths are said to be dominated and are discarded,
thereby reducing the search space. This non-dominance technique fails in impairment-
aware routing as shown in Figure 4.5. In this example, the request is (s, d, 9) and t is
the only regenerator node. At node 3, the subpath P1 = s− 3 with r(P1) = r

0
(P1) = 8

is dominated by the subpath P2 = s− 1− 2− 3 with r(P2) = r
0
(P2) = 7. However, P1

cannot be discarded since it is part of the only feasible path s− 3− t− 2− 1− d.
Assuming non-negative link weights, the non-dominance principle prevents loops

along a path. In its absence, we will have to check for loops explicitly.
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Figure 4.5: An example wherein the concept of non-dominance fails for impairment-
aware routing. The request is (s, d, 9) and node t is a regenerator.

Look-ahead

Look-ahead refers to finding lower bounds on the weights of the remaining subpath
towards the destination in order to predict whether the current subpath will exceed any
of the constraints. For multi-constrained routing, this information is built by computing
for each metric, the shortest paths tree rooted at the destination node to each node
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in the network. For the impairment-aware routing problem, we employ two types of
look-ahead values for each node, i.e., the length of the node to its nearest regenerator
node and the shortest length of the node to the destination node. The former is used
to calculate whether the current segment of the given subpath will lead to a length
higher than ∆, while the latter is used to assess whether the lower bound on the end-
to-end length of the given subpath exceeds (NR + 1)∆, since any feasible path can use
a maximum of NR regenerators, where NR is the total number of regenerator nodes in
the network.

Pruning

In a given graph, it may be necessary to check all paths between the source and destina-
tion nodes before concluding that a feasible path does not exist. This, in the worst-case,
can require checking a factorial number of paths, which could take an extremely long
time. In order to facilitate this process, we employ a graph pruning approach. In our
simulations, we have observed that pruning drastically reduced the amount of time
required in the worst-case, while slightly increasing the average time of the exact algo-
rithm. The approach is based on the observation that two regenerator nodes that are
directly connected by a link whose physical impairment is less than the threshold ∆
can be merged to form a “super regeneration node”. The supernode replaces the two
nodes in the graph as follows:

• The supernode inherits all the links of either nodes except the link between them.

• In order to maintain a simple graph, if both nodes have the same neighbor, only
the link with the smaller physical impairment is inherited by the supernode.

This process can be recursively continued until all the nodes that are reachable from
each other using only regenerator nodes form a supernode. It can be done by randomly
choosing a regenerator node as a root node and finding the shortest “regenerator-nodes-
path-tree”, which contains regenerator nodes that are reachable from the root node
using only regenerator nodes. We define a “cluster” as the maximal set of regenerator
nodes that are reachable from each other using only regenerator nodes. Thus, a regen-
erator node can belong to exactly one cluster. The example in Figure 4.6(a) has two
clusters: one containing nodes 1, 3 and 4, and another containing nodes 6 and 7. Figure
4.6(b) shows the pruned graph.
Note that the pruning is intended to check for the presence of a feasible path.

However, the path obtained in the pruned graph is not necessarily the optimal path.
In addition, if a feasible path does not exist in the pruned graph, there is no feasible
path in the original graph and vice versa.
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Figure 4.6: An example for graph prunning where the request is (s, d, 10). The shaded
nodes in the graph are the regenerator nodes. (a) The original graph with two clusters.
(b) The pruned graph with two supernodes.

4.4.2 Exact Impairment-Aware Routing Algorithm (EIARA)

As in Dijkstra’s algorithm, our Exact Impairment-Aware Routing Algorithm (EIARA)
records information pertaining to subpaths leading up to intermediate nodes in the path
selection process. However, for each intermediate node, unlike Dijkstra’s algorithm,
which stores only a single subpath, EIARA maintains a list of several feasible subpaths
with their corresponding impairment values and sets of regenerator nodes. We now
describe in detail how EIARA works.
In order to prevent, if possible, the more expensive operations in the latter parts of

the code, EIARA calls algorithm PIARA for each impairment metric i in Lines 1-12.
If PIARA fails to find a path for metric i, then EIARA exits in Line 4. However, if
PIARA returns a path, this path is returned as a feasible solution only if it does not
contain loops and satisfies all the other constraints. Hence, the flag loop is set to true if
the path contains loops in Line 6, and infeasible is set to true if the path fails to satisfy
any of the other constraints in Line 9.
For each node u, Rneari[u] and Rboundi[u] are computed in Lines 14-18, which

represent the look-ahead lengths of node u to its nearest regenerator node (or destination
node) and the destination node, respectively for metric i. The shortest path between
two nodes u and v of metric i is denoted as P i

u→v. In addition, counter[u], which
represents the number of subpaths maintained for each node u, is set to zero. In Line
20, the queue Q that stores all the computed subpaths in the network is initialized to
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Algorithm 4.2 EIARA(G, s, d,NR, �∆)

1: for i = 1, . . . ,m do
2: Pi ← PIARA(G, s, d,NR,∆i)
3: if Pi = NULL then
4: STOP → return no path found!
5: else
6: loop← check_loop(Pi)
7: if (not(loop)) then
8: for j = 1, . . . ,m do
9: infeasible← check_cons(Pi,∆j)
10: if (infeasible) then
11: goto Step 1
12: STOP → return (Pi)
13:

14: for each u ∈ N do
15: counter[u]← 0
16: for i = 1, . . . ,m do
17: Rneari[u]← minv∈NR∪{d}{ri(P i

u→v)}
18: Rboundi[u]← ri(P

i
u→d)

19:

20: queue Q← ∅
21: counter[s]← counter[s] + 1
22: insert(Q, s, counter[s],�0)
23:

24: while (Q 6= ∅) do
25: P [u, k]← extract-min(Q)
26: if (u = d) then
27: STOP→ return P [u, k]
28: else
29: for each v ∈ adj[u] do
30: infeasible←backtrack(P [u, k], v)
31: for i = 1, . . . ,m do
32: RL

0
i ← r

0
i(P [u, k]) + ri(u, v) +Rneari[v]

33: RLi ← ri(P [u, k]) + ri(u, v) +Rboundi[v]
34: if (RL0

i > ∆i or RLi > (NR + 1) ∗∆i) then
35: infeasible← 1
36: if (not(infeasible)) then
37: counter[v]← counter[v] + 1
38: for i = 1, . . . ,m do
39: ri[v[counter[v]]]← ri(P [u, k]) + ri(u, v)
40: r

0
i[v[counter[v]]]← r

0
i(P [u, k]) + ri(u, v)

41: if (v ∈ NR) then
42: r

0
i[v[counter[v]]]← 0

43: π[v[counter[v]]]← u[k]

44: insert(Q, v, counter[v], �RL)
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an empty set. The path counter of the source node s (i.e., counter[s]) is incremented
in Line 21, and in Line 22 the subpath that contains only node s is inserted into the
queue with a value of 0 for all impairment metrics.
Lines 24-44 search for the solution as long as the queue Q is not empty (otherwise,

there is no feasible path). In Line 25, extract-min extracts the best subpath (e.g., the
one with the smallestmaxi{ri(P )}) inQ. Let the extracted subpath be the k-th subpath
of a node u, which is denoted as P [u, k]. If node u is the destination node, then subpath
P [u, k] is returned as the solution by concatenating the predecessor list π in Line 27. If
node u is not the destination node, each node adjacent to node u is considered in Lines
29-44. In Line 30, the function backtrack returns true if adjacent node v has already
been encountered along this subpath, and false otherwise. In Line 32, RL

0
i, which is

the predicted length from the last regenerator node along the current subpath to the
nearest regenerator node of node v in metric i is computed. In Line 33, RLi, which is the
predicted end-to-end length (i.e., source to destination node) in metric i of the current
subpath is computed. If a cycle is not detected along the current subpath, and the
values of RL

0
i and RLi do not exceed ∆i and (NR+1)∆i, respectively, the path counter

of node v is incremented in Line 37. The corresponding information associated with the
new subpath, i.e. ri (the length of the subpath in metric i), r

0
i (the length since the last

regenerator node in metric i), and π (the predecessor list) are assigned in Lines 38-43. If
node v is a regenerator node, the length since the last regenerator node along the current
subpath is set to zero in Line 42. This does not necessarily mean that this regenerator
node will be used along the current subpath. Instead, after EIARA finds the final
solution, it identifies the regenerator nodes where regeneration is absolutely necessary.
This can be accomplished by only using regenerators that are farthest, but within ∆i

for each i = 1, ...,m, from the previous regenerator or source. Finally, the subpath is
inserted into Q in Line 44. Since EIARA is essentially a brute-force approach that
only prunes paths from the search space (via the look-ahead concept) that are provably
infeasible, EIARA is guaranteed to be exact.
The complexity of EIARA can be computed as follows (disregarding O(1) opera-

tions). Lines 1-12 have a complexity of O(mNRN logN+mNRL) and the operations in
Lines 14-18 have the same complexity. Let kmax be the maximum number of subpaths
that are computed for any intermediate node. Then, the queue Q contains at most
kmaxN subpaths. When using a Fibonacci or Relaxed Heap to structure the queue,
selecting the best subpath takes at most O(log(kmaxN)) time [30]. Since each node can
be selected at most kmax times from the queue, the extract-min function in Line 25
takes at most O(kmaxN log(kmaxN)) time. Constructing the path in Line 27 takes at
most O(N) time. The for loop starting in Line 29 is invoked at most kmax times for
each side of each link in the graph, resulting in O(kmaxL) time. The backtrack func-
tion in Line 30 takes O(N) time and the for loop in Line 31 takes O(m) time. Thus,
the total running time of Lines 29-44 is O(kmaxN log(kmaxN) + kmaxLN + kmaxLm)).
Combining the running times of all the operations in EIARA results in the following
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computational complexity:

CEIARA = O(mNRN logN + kmaxN log(kmaxN) + kmaxLN)

4.4.3 Heuristics

In this section, we provide two heuristics. Our first heuristic is named TIARA, i.e.,
Tunable Impairment-Aware Routing Algorithm, and it is identical to EIARA except
that the maximum number of subpaths kmax that can be computed for any node is now
bounded by a fixed k that is part of the input3. If k = 1, as set in the simulations,
the complexity of TIARA is O(mNRN logN +mNRL+NL). The second heuristic is
called the Loop Avoidance Heuristic LAH.

Algorithm 4.3 LAH(G, s, d,NR, �∆)

1. Create graph G0(N 0
,L0
) such that N 0

= NR ∪ {s, d} and L0
= ∅.

2. For each impairment i:

(a) For each pair of nodes u, v ∈ NR ∪ {s, d}, u 6= v, and link (u, v) /∈ L0
:

i. Find the shortest path P i
u→v in graph G using metric i as the cost.

ii. For each impairment metric j, if rj(P i
u→v) > ∆j go to Step 2 for the

next metric.
iii. Set P ∗u→v = P i

u→v and add link (u, v) to L0
.

(b) Set the cost of link (u, v) in G0 equal to the number of other such paths that
P ∗u→v shares a segment (i.e., a link or more) with.

(c) Find the shortest path from s to d in G0 and substitute each link (u, v) in
the shortest path with the corresponding subpath P ∗u→v in G to obtain the
solution.

(d) Return the path if it exists and is loop-free, else go to Step 2 for the next
metric.

Algorithm LAH(G, s, d,NR, �∆), as in algorithm PIARA(G, s, d,NR,∆) given ear-
lier, computes the shortest paths between the regenerator nodes (including s and d) in
creating graph G0. The difference is that LAH tries to avoid loops by assigning link
weights in G0 that reflect the “criticality” of links, which in this case relates to the num-
ber of paths associated with a link. Other measures of criticality could also be used.

3The multi-constrained path selection heuristic TAMCRA is analogously derived from its exact
counterpart SAMCRA [104].
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Since LAH employes PIARA for m ≥ 1 impairments, it has O(mNRN logN +mNRL)
time complexity.

4.4.4 Simulation Results

In this subsection, we tested the algorithms under a wide range of instances. Specifically,
we present case-by-case comparisons of the three algorithms, where we create thousands
of graphs from a particular class, and for each graph we run the algorithms for a single
request. The performance metrics that we use to compare the algorithms are the success
ratio (i.e., the ratio of requests with feasible paths to the total number of requests) and
the average time an algorithm takes to find a feasible path (only requests for which
feasible paths are found by all the three algorithms are considered).

Table 4.1: Simulation parameters for a given carrier’s backbone network.
Parameter Value
OSNRmin 20 dB
Average optical power 4 dBm
ASE factor (nsp) 2.5
Average span length 75 km
Fiber Loss 0.2 dB/km
hvB0 −58 dBm
Amplifier gain (γ) 15 dB
Bit rate 10 Gb/s

We first give simulation results on a carrier’s backbone network that has been used
in other works [84], [119]. The network has 28 nodes and 43 links. The source and
destination nodes of each request are randomly selected. Similarly, the regenerator
nodes are randomly chosen. Table 4.1 shows the parameters used in this simulation,
which are similar to those suggested in [84] and [97]. As in [84], we assume that
ASE is the dominant physical impairment. We compare the performance of our three
algorithms and a K-shortest path approach that has been used in [70], where at most
K shortest paths are computed and the path that fits first is selected. In Figure 4.7,
it can be seen that the K-shortest paths approach performs poorly for small values of
K. The success ratio of the K-shortest paths approach becomes comparable to those of
our algorithms only for very large values of K (e.g., K = 100), making it less suitable
for impairment-aware path selection in translucent optical networks.
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Figure 4.7: Case-by-case comparison of the success ratios of our three algorithms and
a K-shortest path approach.

We have also performed extensive simulations on random and lattice networks. The
link weights were uniformly distributed within a scaled and normalized range of (0, 1].
In practice, we expect a more positive correlation between links individually and also
between the m impairment values of a link, which would simplify the problem. Also,
without loss of generality, we assume that the threshold values are equal, i.e.,∆i = ∆ for
i = 1, ...,m. For each request, the source and destination nodes are randomly assigned.
In addition, the regenerator nodes are placed randomly in such a way that there are no
two adjacent nodes with regeneration capacity. If two regenerator nodes are directly
connected by a link with feasible link weights, then they can be merged to form a “super
regenerator node” without affecting the feasibility of any path. Such preprocessing of
the graph could reduce the network size and make the problem relatively easier, which
is avoided in our set-up.

We have observed that the results for the lattice networks have been worse than
for the random graphs, when the network size and link-weight distribution are the
same. The reason is that a larger expected hopcount in lattice networks increases the
probability that the impairment thresholds will be violated. We shall only present the
results for the lattice networks. We have also observed that EIARA is generally fast
when a feasible path exists, but in some cases it can take a long time to decide that no
solution exists. As noted earlier, we only present the computation times for requests
that are accepted by all the three algorithms.
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Different impairment thresholds

Figure 4.8 shows the success ratios of the three algorithms for lattice networks of N =
49 by varying the impairment threshold ∆. It can be seen that an increase in the
impairment threshold leads to a relaxation of the problem, and consequently increases
the probability that a feasible path exists (and is found). In fact, after ∆ = 2.4, both
EIARA and TIARA find feasible paths for all requests.
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Figure 4.8: Case-by-case comparison of the success ratio for lattice networks (N = 49)
and different impairment thresholds (∆). (Number of networks = 10000, NR = 12, and
m = 2).

Different number of regenerator nodes

Figures 4.9 (a) and (b) show the success ratios and average times of the three algorithms
for lattice networks of N = 49 by varying the number of regenerator nodes NR. Since
increasing the number of regenerator nodes improves the possibility of finding a feasible
path, the success ratio grows fast with the number of regenerator nodes. The average
time of finding a feasible path also increases with the number of regenerator nodes.
This is because, in EIARA and TIARA, the number of feasible subpaths that are
considered in the path computation process increases, while in LAH, the number of
links in L0

increases.
In general, the simulations show that although LAH is somewhat faster than TIARA,

TIARA is also fast and always outperforms (often considerably) LAH. Moreover, the
quality of TIARA’s solutions are quite close to the exact solutions of EIARA. Hence,
TIARA is our preferred choice, offering close-to-optimal performance within a reason-
able computational complexity.
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Figure 4.9: Case-by-case comparison of the success ratio for lattice networks (N = 49)
(a) for different number of regenerator nodes (R). (Number of networks =10000, ∆ = 1,
and m = 2), and (b) different number of regenerator nodes (NR) (Number of networks
= 10000, ∆ = 1, and m = 2).

4.5 Convertor/Regenerator Minimization Problem

Like some related work, in the previous sections, we have assumed that regenerators do
not perform wavelength conversion. However, regenerator devices are generally capable
of performing both regeneration and wavelength conversion simultaneously. In this
section, we extend the impairment-aware path selection problem by considering how to
find a feasible lightpath for a given request while minimizing the number of required
wavelength conversions as well as regenerations. For ease of presentation, we focus on
the case of m = 1 impairment, but our algorithms apply to the general case of m ≥ 1
impairments by replacing the shortest path computations with multi-constrained path
computations (using for instance SAMCRA [104] instead of Dijkstra’s algorithm).

Problem 4.3 The conversion/regeneration minimization problem (CRMP):
In addition to the input of the impairment-aware path selection problem, associated
with each fiber link (u, v) ∈ L is a set of at most W unused wavelengths W(u, v). The
conversion/regeneration minimization problem (CRMP) is to find a feasible path from
s to d that requires the minimum number of wavelength conversions/regenerations, such
that the impairment threshold as well as the wavelength continuity constraint is satisfied
between converter/regenerator nodes.

Since the impairment-aware path selection problem (i.e., without the presence of
wavelength converters) is strongly NP-complete for general topologies, the CRMP prob-
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lem is also strongly NP-complete. However, in this section we show that for specific
topologies, the CRMP problem is polynomially solvable.

4.5.1 Line Topology

The line topology is suitable for fixed path routing techniques, which may be necessary
for such cases as when paths are pre-selected according to specific policies other than
resource optimization, or when a group of feasible paths are pre-computed and the
problem is to choose the best among them, or when the path between the source and
destination nodes is fixed in a given topology (e.g., a tree topology). As can be seen
in Figure 4.10, if conversion and regeneration are considered independently, an optimal
solution may not be found. For example, if regeneration is performed at node b in
Figure 4.10(a) and at node a in Figure 4.10(b), then wavelength conversion is needed
at node a for Figure 4.10(a) and at node b for Figure 4.10(b). In the optimal solution,
both wavelength conversion and regeneration can be done only at node a for the former,
and only at node b for the latter.

s a b d
2 1 3

s a b d
2 1 3

(a)

s a b d
2 1 3

s a b d
2 1 3

(b)

Figure 4.10: A line topology with only two available wavelengths and ∆ = 5. Nodes a
and b are regenerator/converter nodes.

We now provide an exact algorithm, which we call the Line Conversion/Regeneration
Minimization (LCRM) algorithm, for solving the CRMP problem in a line topology.
The LCRM algorithm constructs a graph G0 by connecting only reachable con-

verter/regenerator nodes (including the source and destination nodes). Any two con-
verter/regenerator nodes are said to be reachable if the distance between them is less
than the impairment threshold, and there is at least one continuous wavelength between
them. The internal nodes of the shortest path between the source and destination nodes
in the new graph will be the conversion/regeneration nodes for the request. The main
operations in LCRM are the construction of G0 and finding the shortest path in G0.
The former takes O(N2) time, while the latter takes O(L0 + NR logNR) time. Hence,
LCRM has O(N2) complexity.

Theorem 4.2 The LCRM algorithm optimally solves the CRMP problem in a line
topology.
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Algorithm 4.4 LCRM(G,∆)

1. Create a new graph G0(N 0,L0), where N 0 = NR ∪ {s, d} and L0 = {}.
2. L0 is obtained in such a way that for each pair of nodes u, v ∈ N 0, there is a link
between them they are reachable. Let W 0(u, v) represent the set of wavelengths
that are available to all links between u and v.

3. Assign a cost of 1 to each link in G0.

4. Find the shortest path P 0
s−d from s to d in G0. For each link (u, v) in P 0

s−d, assign
a wavelength randomly chosen fromW 0(u, v).

5. Return P 0
s−d (and the total number of converters/regenerators is one less than its

length), if it exists. Otherwise, return no solution.

Proof. The path returned by LCRM is feasible since any pair of consecutive con-
verter/regenerator nodes (including s and d) are reachable from each other. Thus,
what remains to show is that the number of conversions/regenerations is optimal. We
provide proof by contradiction. Let us assume that it is possible to establish a feasible
path between s and d with less number of conversions/regenerations. Hence, in graph
G0, there are links between any two consecutive converter/regenerator nodes (including
s and d) of this solution. This, in turn, implies that P 0

s→d is not the shortest path in
G0, which is a contradiction.

4.5.2 Directed Acyclic Graphs

The LCRM algorithm can be extended to optimally solve the CRMP problem in di-
rected acyclic graphs (DAGs). We call this algorithm DAG Conversion/Regeneration
Minimization (DCRM).
Unlike the line topology, in a DAG there can be several paths between a pair of

converter/regenerator nodes on different wavelengths. Hence, in Step 1, we construct
a separate graph for each wavelength. Then, a new graph G0 is created in Step 2,
and a link is added between a pair of converter/regenerator nodes in Step 3 if they
are reachable in any of the wavelength graphs constructed in Step 1. Creating the
wavelength graphs in Step 1 has a total of O(WL) complexity. Then, constructing
the graph G0 in Step 3 requires a total of O(WN2

R(L+N logN)) time and finding the
shortest path in this graph takes O(L0+NR logNR) time. Hence, the complexity of the
DCRM algorithm is O(WN2

R(L+N logN)).

Theorem 4.3 The DCRM algorithm optimally solves the CRMP problem in a DAG.
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Algorithm 4.5 DCRM(G,∆)

1. For each λ = 1, . . . ,W , construct graph Gλ(N ,Lλ), where Lλ = {(u, v) ∈ L|λ ∈
W(u, v)}.

2. Create a new graph G0(N 0,L0), where N 0 = NR ∪ {s, d} and L0 = {}.
3. For each pair of nodes u, v ∈ N 0:

(a) For λ = 1, ...W ,

i. If the distance between u and v in Gλ is less than ∆,

A. Add link (u, v) to L0 and assign wavelength λ to it.
B. Go to Step 3, until all pairs of nodes in N 0 are considered.

ii. Else, go to Step 3a until all wavelengths are considered.

4. Assign a cost of 1 to each link in G0. Find the shortest path P 0
s→d from s to d in

G0.

5. If P 0
s→d exists, obtain the solution Ps→d as follows:

(a) For each link (u, v) in P 0
s→d:

i. Replace it with the corresponding path in Gλ, where λ is the wavelength
assigned to link (u, v) in G0.

ii. Assign wavelength λ to each link in the corresponding path in Gλ.

6. Else, return no solution.

Proof. The proof for LCRM can be reused to show that the optimal number of
conversions/regenerations is equal to one less than the length of path P 0

s→d obtained in
Step 5, if it exists. What remains to show is that Ps→d, which is the path constructed
from P 0

s→d, is a simple path, i.e., it does not contain loops. However, if Ps→d contains a
loop, then there is a cycle in graph G, which is not possible since graph G is a DAG.

4.5.3 Ring Structures

In an undirected ring topology, we have two possible paths, one in the clockwise direc-
tion and the other in the anti-clockwise direction. Without loss of generality, we can
transform the ring to a DAG. This can be done by directing all the links in the network
from the source node to the destination node. This approach of directing all links from
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the source to the destination before applying the DCRM algorithm can also be ex-
tended to the tree-of-rings topology as shown in Figure 4.11 or other simple structures
like star topologies. It suffices to direct and use only links that belong to rings/lines
that are along the path from s to d in the underlying tree structure, which is obtained
by contracting rings to nodes.

s

d

s

d

(a) Original network.

s

d

s

d
(b) After directing links.

Figure 4.11: A transformation in a tree-of-rings topology.

4.6 Survivable Impairment-aware Path Selection

Problem 4.4 The survivable impairment-aware path selection problem: Given
the input of the impairment-aware path selection problem, the survivable impairment-
aware path selection problem is to find a pair of link-disjoint paths whose regenerator
segments do not exceed the threshold ∆.

Since the impairment-aware routing problem (without survivability) is strongly
NP-complete, the survivable impairment-aware routing problem is also strongly NP-
complete. We now show how the exact algorithm for the impairment-aware routing
problem can be modified to handle the survivable impairment-aware problem. We first
create a new graph, which represents two duplicates of the input graph connected by a
directed link as shown in Figure 4.12. The following is an outline of the exact algorithm
for the survivable impairment-aware path selection problem, which we call ESIRA.

Outline of the ESIRA algorithm

1. Create a new graph G00(N 00,L00) such that N 00 = N ∪N 0, where N 0 = {u0|u ∈ N};
and L00 = L ∪ L0 ∪ {(d, s0)}, where L0 = {(u0, v0)|(u, v) ∈ L}.

2. Let the set of regenerators in the new graph be N 00
R = NR ∪N 0

R ∪ {d, s0}.
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s d s’ d’
Δ

s d s’ d’
Δ

Figure 4.12: A new graph is created from the original graph before using a modified
EIARA for solving the survivable impairment-aware routing problem.

3. Assign a cost of ∆ to link (d, s0).

4. Use a modified EIARA algorithm to find a feasible path from s to d0, where
checking for loops is modified as follows:

(a) Let a be the current node and b be its adjacent node that is being considered.

(b) If a, b ∈ N
i. Check if node b is encountered before.

(c) If a, b ∈ N 0. Let u0 = a and v0 = b.

i. Check if node v0 is encountered before.
ii. Check if link (u, v) or (v, u) is encountered before.

ESIRA, just like EIARA, is a brute-force approach that discards only unfeasible
paths from the search list. In addition, Step 4c prevents the backup path from sharing
a link with the primary path. A heuristic TSIRA can be derived from ESIRA, the
same way TIARA is derived from EIARA.

4.7 Conclusions

In optical networks, physical impairments, such as noise and signal distortions, degrade
the quality of the signal. These impairments become more severe with distance and
bit rate, unless the signal is regenerated timely. Since regenerators are costly, they
are generally sparsely deployed, and such networks are called translucent networks. In
this chapter, we have studied the problem of selecting a path that meets one or more
impairment constraints.
We have shown that the impairment-aware path selection problem is NP-complete,

even for the case of a single impairment. Subsequently, we have provided an exact al-
gorithm EIARA and heuristic algorithms. Through simulations we have demonstrated
that our heuristic TIARA, which is derived from EIARA, is computationally efficient
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and offers close-to-optimal solutions. In addition, we have shown that both EIARA and
TIARA can be easily extended to solve the survivable impairment-aware path selection
problem.
We have also considered the case when regenerators can also be interchangeably used

as wavelength converters. In this scenario, the problem will be to find a feasible path
with the minimum number of converters/regenerators, i.e., the converter/regenerator
minimization problem. We have provided exact algorithms to solve the problem in line
topology and directed acyclic graphs (DAGs).
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Chapter 5

Regenerator Placement

5.1 Introduction

In Chapter 4, we considered on-line requests arriving to a network with regenerators
in place. In this and the following chapters, we shall consider the off-line case, where
all the source and destination nodes are known in advance. In practice, signals are
regenerated per wavelength (and not per fiber), with optoelectronic regenerators. The
main costs in deploying optoelectronic regenerators are equipment cost (CAPEX) and
power consumption (OPEX), which both are directly proportional to the total number
of regenerators in the network. Since regenerators are costly, it is desirable to minimize
the number of regenerators in the network. Hence, our focus in this chapter is the regen-
erator placement problem for unprotected lightpaths, where, given a set of requests, our
objective is to allocate a feasible lightpath for each request while primarily minimizing
the total number of regenerators needed (the survivable regenerator placement problem
is studied in the next chapter). This approach differs from related work (specified in
Section 5.3), where the objective is to minimize the total number of regenerator nodes.
A regenerator node is a node that contains at least one regenerator. We argue that
all nodes in a network are already regularly maintained, and minimizing the number of
regenerator nodes due to maintenance costs is therefore of less importance than mini-
mizing the number of regenerators. We define a regeneration segment of a lightpath to
be a transparent (non-regenerated) segment (i.e., one or more links) between two con-
secutive regenerator nodes (plus source and destination) of the lightpath. The source
and destination nodes are not considered as regenerator nodes of a lightpath. Each re-
quest is assumed to represent a single lightpath request (otherwise, each lightpath of a
request is considered separately) and a lightpath has a capacity requirement of a single
wavelength. A regenerator is usually capable of converting wavelengths. In absence of
wavelength conversion, a lightpath has to use the same wavelength in all links along its
path.

65
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We consider regenerator placement under two scenarios:
(1) There is no limitation on the number of available wavelengths. By considering

this scenario, we can analyze the complexity of the regenerator placement problem
independently from the NP-hard Routing andWavelength Assignment (RWA) problem.
This scenario appears when enough fibers are already laid out to accommodate all the
requests, and the main cost is associated with the regeneration capacity in the network.
(2) The number of used wavelengths needs to be limited. Since regenerators can also

be used for converting wavelengths, we consider the problem of minimizing the total
number of regenerators/converters required to find a feasible RWA for each request and
a given number of wavelengths.

5.2 Regenerator Placement Context

Rai et al. [84] argued that most impairments can be modeled by (additive) link metrics.
In Chapter 4, we have considered impairment-aware path selection for multiple additive
impairments. In this chapter, our focus is on the placement of regenerators for a single
impairment metric. This metric may be distance, which plays a key role in determining
the quality of a signal, or it may represent the worst impairment metric among all
the metrics on a link. We note that, similarly to Chapter 4, most of our algorithmic
solutions can be extended to work on multiple additive metrics, by replacing single
metric (shortest) path computations with multi-constrained path computations, which
admit Fully Polynomial-Time Approximation Schemes (FPTAS).
Two types of regeneration/conversion schemes exist: full and single (i.e., per wave-

length) regeneration/conversion. In full regeneration/conversion, a node with regen-
eration capability can regenerate/convert any set of incoming wavelengths to any set
of outgoing wavelengths. In single regeneration/conversion, one regenerator/converter
device (e.g., optical transponder) is required for each wavelength that needs to be
regenerated/converted [26][29][53][69]. Obviously, full regeneration/conversion is more
flexible and hence better suited for requests that arrive on-line, in an unpredictable man-
ner. In such scenarios, minimizing the number of regenerators/converters is equivalent
to minimizing the total number of regenerator/converter nodes, which is an NP-hard
problem [25]. Unfortunately, full regeneration/conversion technology has not matured
yet. Even though a few technologies have been developed that allow for simultane-
ous regeneration/conversion of several wavelengths, optoelectronic devices, which offer
single wavelength regeneration/conversion, remain most practical and reliable [22][92].
Assuming full regeneration/conversion for such optoelectronic devices leads to over-
provisioning at regenerator nodes. Moreover, as proved in Chapter 4, finding paths
on-demand is strongly NP-hard. From a computational perspective, it is therefore cost
effective to precompute paths off-line. In this case, oblivious routing techniques could
be used to give proven performance bounds for any traffic matrix. With single regen-
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eration/conversion, the number of regenerators/converters is not necessarily coupled to
the number of regenerator/converter nodes. In this chapter, we consider single regen-
eration/conversion, where we optimize on regenerators. We also consider minimizing
the number of regenerator nodes as a secondary objective, thereby further reducing the
OPEX. When minimization of regenerators nodes is the sole objective, related work
presented in the following section can be used to place regenerators at specific nodes,
and subsequently the algorithms in Chapter 4 could be used to find feasible paths. In
the other cases, routing and regenerator placement can be solved together, as proposed
in this chapter.

5.3 Related Work

Most work on regenerator placement assumes full regeneration, e.g., [25][33][90][117]
and references therein. Chen et al. [25] have shown that the regenerator placement
problem (with no restriction on the number of wavelengths) under full regeneration is
NP-hard, and have provided heuristic algorithms. Flammini et al. [33] have considered
different variants of the same problem with the assumption that all links have the same
cost. Also these variants are NP-hard.

Similarly, some studies assume full wavelength conversion while solving the NP-hard
converter placement problem. Jia et al. [57] have proposed an approximation algorithm
for the problem of placing wavelength converters at certain nodes such that the num-
ber of required wavelengths does not exceed the maximum link load (i.e., number of
lightpaths on a link). Wan et al. [106] have provided exact polynomial algorithms for
the same problem in trees, tree-connected rings and trees of rings. Andrews and Zhang
[7] have studied the same problem but under single wavelength conversion. They have
shown that the problem is NP-hard both in rings and stars.

Our key contributions in this chapter are outlined as follows. In Section 5.5, we
show that regeneration placement for a single impairment is polynomially solvable when
there is no restriction on the number of wavelengths (for multiple impairments, it is
NP-hard). The problem becomes NP-hard when minimizing the number of regenerator
nodes is a secondary objective, even for a single impairment. For this NP-hard problem,
we develop an algorithm, MURP , that is exact in finding the minimum number of
regenerators, while simulations show it is able to allocate the regenerators at a small
(near-minimum) number of nodes. In Section 5.6, we impose a restriction on the number
of wavelengths to be used. Since the restricted problem is hard to approximate in general
networks, we propose a heuristic algorithm that closely matches the exact solution in a
simulated backbone network. Moreover, we provide approximation bounds for line and
ring topologies. We conclude in Section 5.7.



68 CHAPTER 5. REGENERATOR PLACEMENT

5.4 The Regenerator Placement Problem

In this section, we study the regenerator placement problem (RPP) when there is no
restriction on the number of wavelengths.

Problem 5.1 The Regenerator Placement Problem (RPP): The physical optical
network is modeled as a graph G(N ,L), where N is the set of N nodes and L is the
set of L links. Associated with each fiber link (u, v) ∈ L are m physical impairments
ri(u, v), i = 1, . . . ,m. Given are a set of requests with request j represented by the
tuple (sj, dj, �∆), where sj, dj ∈ N are the source and destination nodes of request j and
�∆ = {∆1, . . . ,∆m} represents m threshold values for the m physical impairments. The
regenerator placement problem is to minimize the total number of regenerators such that
each request is assigned a simple path that does not exceed the respective thresholds on
any of its regeneration segments.

s1 a d1

s2 d2 s3 d3

b c

s1 a d1

s2 d2 s3 d3

b c

Figure 5.1: An example network where minimizing the number of regenerator nodes
does not result in the minimum number of regenerators.

We note that the above problem, namely minimizing the total number of regenera-
tors, is different than that of minimizing the number of regenerator nodes in a network.
The latter is shown to be NP-hard [33] for the case m = 1. The difference between the
two problems is illustrated in the example depicted in Figure 5.1 for m = 1. In this
example, there are three requests (s1, d1,∆), (s2, d2,∆) and (s3, d3,∆), and each link
has a cost that is equal to the impairment threshold ∆. If the objective is to minimize
the number of regenerator nodes, the regenerators are placed at nodes b and c. The
total number of regenerators needed in this case is four, i.e., one for (s2, d2,∆) and
one for (s1, d1,∆) at node b, and one for (s3, d3,∆) and one for (s1, d1,∆) at node c.
However, when the objective is minimizing the total number of regenerators, we need
only three regenerators, i.e., one for (s1, d1,∆) at node a, one for (s2, d2,∆) at node b,
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and one for (s3, d3,∆) at node c. Since the total regeneration cost in a network depends
mainly on the number of regenerator nodes needed, our approach leads to a cheaper
solution than that of minimizing the number of regenerator nodes in the network.
Since at a given time, a regenerator can only be used by a single lightpath, the

allocation of regenerators to each request can be considered independently. Thus, the
regenerator placement problem is reduced to solving a regenerator placement problem
for individual requests. For each request, the problem is then to assign a feasible simple
path by allocating the necessary regenerators, while minimizing the total number of
regenerators needed. We call this problem the Single Request Regenerator Placement
(SRRP) problem. For m > 1, the SRRP problem is obviously NP-complete (it includes
the multi-constrained path problem), however we show that the problem is polynomially
solvable for m = 1. We first provide an exact algorithm called ESRRP , and subse-
quently prove its exactness. In Step 1 of ESSRP , a multi-constrained path is computed
between each pair of nodes in the network. For m > 1, an exact multi-constrained path
algorithm, such as SAMCRA [104], can be employed. However, form = 1, the ESRRP
algorithm is polynomial, since Step 1 is basically finding the shortest paths between all
pairs of nodes.

Algorithm 5.1 ESRRP (G, s, d,∆)

1. For each pair of node, u, v ∈ N , find a (shortest) path {P ∗u→v} such that
ri(P

∗
u→v) ≤ ∆i for i = 1, . . . ,m.

2. Make a graph G
0
(N ,L0

), where L0
= {(u, v) | ri(P ∗u→v) ≤ ∆i ∀i = 1, . . . ,m} and

assign a cost of 1 to each link.

3. Find the shortest path P
0
s→d from s to d in G

0
. Let c(P

0
s→d) represent the

cost/hopcount of path P
0
s→d.

4. Substitute the links of P
0
s→d with the corresponding subpaths P

∗
u→v in G to obtain

Ps→d.

5. Remove all loops in Ps→d to obtain the optimal solution.

The notations used in the following theorems are given in the ESRRP algorithm.

Theorem 5.1 The minimum number of regenerators required by any path from s to d
is at least R = c(P

0
s→d)− 1.

Proof. We prove by contradiction. Assume that there is a path P 00
s→d in G from

s to d that needs only k < R regenerators and let {n1, n2, . . . , nk} be the nodes (in
that order) in P 00

s→d where the regenerators are placed. Hence, there should be links
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(s, n1), (n1, n2), . . . , (nk−1, nk), (nk, d) in graph G
0
. Then, there is a path from s to d

through these nodes with a hopcount of c(P 00
s→d) = k + 1 < c(P

0
s→d) in graph G

0
, which

in turn implies P
0
s→d is not the shortest path in G

0
.

a b c

e

a b c

e

Figure 5.2: A loop along the path at node b.

Corollary 5.1 A loopless path that uses only R regenerators can be obtained from P
0
s→d.

Proof. Consider a loop in path P 0
s→d starting and ending at a given node b as shown in

Figure 5.2. Let a and c represent the nearest regenerator nodes at both sides of node b
outside the loop. Thus, ri(Pa−b) ≤ ∆i and ri(Pb−c) ≤ ∆i for i = 1, . . . ,m. If ri(Pa−b) +
ri(Pb−c) ≤ ∆i for i = 1, . . . ,m, then removing the loop will not affect the feasibility of
the path and the total number of regenerators required. But if ri(Pa−b)+ ri(Pb−c) > ∆i

for any physical impairment i, then there is a regenerator in the loop (the regenerator
can be either at b or at any other node in the loop). Then, placing the regenerator at
node b and removing the loop will not affect the feasibility of the path and the total
number of regenerators required. This process is repeated until all the loops in P

0
s→d

are removed in order to obtain a loopless path of R regenerators.
Form > 1, the complexity ofESRRP is entirely dominated by the multi-constrained

path computation in Step 1. For example, if SAMCRA is used, the complexity of
ESRRP will be O(kmaxN log(kmaxN) + k2maxmL), where kmax is the maximum number
of paths that are computed for any node. On the other hand, for m = 1, the complex-
ity of ESRRP is determined by three major operations in the algorithm: constructing
graph G

0
, finding the shortest path between s and d in G

0
, and removing the loops

of the path in G. The construction of graph G
0
involves finding the shortest paths

from each node to all other nodes. This can be implemented with O(N2 logN +NL)
complexity using Johnson’s algorithm [58]. Finding the shortest path in G

0
can be im-

plemented using a Breadth First Search (BFS) with O(L
0
) complexity, which is O(N2)

for dense graphs. The path obtained in G
0
has O(N) hopcount in the worst-case and

at each node there can be a loop with O(N) hopcount in G, thus the total complexity
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of removing loops is O(N2). Therefore, the total complexity of ESRRP for m = 1 is
O(N2 logN +NL).

5.5 The Minimized Regenerator Placement

Regenerators are active components that require maintenance, a task that is facilitated
by grouping them in a smaller number of physical locations. Therefore, besides min-
imizing the total number of regenerators, it is additionally desirable to minimize the
number of regenerator nodes. Henceforth, we focus on the case of m = 1 impairment
for ease of presentation, but as discussed in the previous chapter our algorithms apply
to the general case of m ≥ 1 impairments by replacing the shortest path computations
with multi-constrained path computations (using for instance SAMCRA [104] instead
of Dijkstra’s algorithm).
Minimized RPP: In addition to RPP, a secondary objective is to minimize the

number of nodes where the regenerators are placed (i.e., regenerator nodes).
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Figure 5.3: Reduction of an instance of the Minimum Set Cover problem to an
instance of theMinimized RPP problem.

Theorem 5.2 Minimized RPP is NP-hard.

We prove that the problem is NP-hard using a reduction from the NP-hardMini-
mum Set Cover Problem [39]: Given a finite set U and a family S = {S1, . . . ,Sk}
of subsets of U , a subfamily C ⊆ S is a cover if SSi∈C Si = U . The problem is to find
the cover C whose cardinality |C| is minimized.
Proof. We show how to construct in polynomial time an instance of Minimized RPP
from an instance of the Minimum Set Cover problem. Given an instance of the Min-
imum Set Cover problem, for each u ∈ U , create two nodes su and du, and for each
Si ∈ S, create a node ni. If u ∈ Si, connect node ni to nodes su and du. Set the cost
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of each link in the new graph equal to the impairment threshold ∆. Figure 5.3 shows
an example of the reduction process, where U = {v, w, x, y, z}.
The input for the corresponding instance of Minimized RPP in the new graph

is: for each u ∈ U , there is a request (su, du). Observe that, for each request (su, du),
the minimum number of required regenerators is one. Also, for each request (su, du)
and ni such that u ∈ Si, there is exactly one candidate (i.e., requiring one regenerator)
path su − ni − du. Hence, finding the minimum number of regenerator nodes {ni} so
that each request has a feasible path is equivalent to finding the minimum number of
subsets {Si} so that U is covered.

5.5.1 Line Topology

We provide an exact line regenerator placement algorithm, termed ELRP , for a line
topology. A line topology corresponds to several cases of interest, e.g., when applying
for fixed-path routing techniques and the pre-computed paths fit on a single line, or
when considering only a single lightpath. In addition, a line topology is common in
long-haul networks.
Let f = 1, . . . , F represent the lightpaths, and for each lightpath f , let sf and df be

its source and destination nodes. Without loss of generality (w.l.o.g.), we assume that
each lightpath requires at least one regeneration, and for each lightpath f , sf is to the
left of df along the line topology.
Step 1 takes O(FN) time and returns the optimal number of regenerators Rf for

each lightpath. In Step 2, we pick the lightpath with the left-most source node, and then
place a regenerator for it at the farthest directly reachable node u to the right in Step
3. In Step 4, we determine all lightpaths that can possibly place regenerators at node
u, without incrementing their respective optimal number of regenerators. These are
lightpaths whose remaining segment, i.e., (u, dk) for lightpath k, requires only Rk − 1
regenerators. After placing a regenerator at node u for each of these lightpaths, we
remove their respective segments up to node u, and decrement their required number of
regenerators. Step 4 takes a total of O(FN) time. In Step 5, we return to Step 2 until
all lightpaths are handled. Since at each iteration, we move to the right by at least one
link, algorithm ELRP has a total complexity of O(FN2).

Theorem 5.3 Algorithm ELRP is an exact algorithm for solving Minimized RPP
in a line topology.

Proof. The number of regenerators required by each lightpath is optimal (and could
also have been found by ESRRP ). Thus, we only have to show that the number of
regenerator nodes is optimal as well.
Let n1, n2, . . . , nk be the regenerator nodes (arranged from left to right on the line)

returned by ELRP . Assume by contradiction that w1, w2, . . . , wm, where m = k − 1
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Algorithm 5.2 ELRP (G, s, d,∆)

1. For each lightpath f : We begin from sf , with Rf set to 0. Then, we move to the
farthest directly reachable node u (i.e., within∆) to the right of sf along lightpath
f , and increment Rf . Next, we move to the farthest node to the right of u and
increment Rf , and so on, until we reach df , where we stop without incrementing
Rf .

2. Let j be the lightpath with the left-most source node. Let node u be the farthest
node to the right that is within the impairment threshold ∆ from sj.

3. Place a regenerator for lightpath j at node u.
a. If Rj = 1, remove lightpath j.
b. Else, remove segment (sj, u), Rj = Rj − 1, sj = u.

4. For each lightpath k whose source node sk belongs to segment (sj, u),
a. If its segment (u, dk) requires only Rk−1 regenerators, then place a regenerator
for it at node u.
i. If Rk = 1, remove lightpath k.
ii. Else, remove segment (sk, u), Rk = Rk − 1, sk = u.

5. Go to Step 2, if there remain lightpaths. Else, exit.

is the optimal solution (also arranged from left to right). From algorithm ELRP , for
each 2 ≤ l ≤ k, nl is the farthest directly reachable node from nl−1 or is not directly
reachable from nl−1, since lightpaths may not overlap. Thus, for each l ≤ m, each node
wl must be to the left of node nl or is the same as node nl. Finally, there is at least
one lightpath, say j, whose destination node, dj, is to the right of node nk, and whose
source node is at or to the left of node nk−1. Since wm is at best the same as node nk−1,
and segment (nk−1, dj) is not feasible, this contradicts our assumption.

5.5.2 General Topologies

For general topologies, we provide a greedy heuristic algorithm, termed MURP for
solvingMinimized RPP.MURP modifies the extraction process of the shortest path
algorithm (e.g., Dijkstra’s algorithm) that is used to find shortest paths between the
source and destination nodes in graph G

0
of ESRRP . In MURP , for each node, we

assign a number that counts the regenerators needed at that node for the lightpaths
allocated so far. During the extraction process, if two nodes have the same cost, the
node with the higher regenerator count is extracted. This is based on the assumption
that a node where a large number of requests place their regenerators in graph G

0
is
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likely to remain a regenerator node once the (non-simple) paths are transformed to their
equivalent simple paths in graph G. Since, as ESRRP , MURP finds the shortest path
in G

0
for each request, the total number of regenerators needed is optimal, and only

the number of regenerator nodes may not be optimal. MURP could be generalized,
by considering a weighted combination of the number of regenerators (link costs) and
regenerator nodes (node costs). Assigning weight N to regenerators and weight 1 to
regenerator nodes, would be equivalent to our tie-breaking formulation in Step 3a.

Algorithm 5.3 MURP (G,∆)

1. Construct graph G
0
(N ,L0

) such that for each pair of nodes u, v ∈ N , link (u, v) ∈
L0
if node v is directly reachable from node u.

2. Assign a cost of 1 to each link and a regenerator count of 0 to each node.

3. For each request f ,

(a) Find the shortest path from sf to df in G
0
. The shortest path algorithm

should always extract the node with minimum cost and if there is a tie,
choose the node with a higher regenerator count.

(b) For each intermediate node in the shortest path, increment its regenerator
count by one.

4. For each request f ,

(a) Substitute the links in its shortest path in G
0
with corresponding subpaths

in G.

(b) Remove all loops of the path in G and place the regenerators either at the
origin of the removed loop or at nodes common to two consecutive subpaths
in Step 4a.

5.5.3 Simulation Results

We first provide simulation results comparing MURP and ESRRP with the exact
solution (obtained via an ILP formulation given in Appendix A) on an NSFNET back-
bone network with 14 nodes and 21 links [90] (Figure 5.4). To simulate a wide range of
values, the impairment values of the links are randomly generated in the (scaled) range
(0, 1] with impairment threshold ∆ = 1, and the source and destination are randomly
selected. Figure 5.5 shows the comparison results of an average of 10 iterations for
different numbers of requests. MURP performs much better than ESRRP and close
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to the exact solution in terms of the number of regenerator nodes required in the given
network.
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Figure 5.4: NSFNET network.

Since the ILP formulation does not scale well, we provide comparison results of only
MURP andESRRP in larger networks. Figures 5.6 (a) and (b) show simulation results
for Erdös-Rényi random (with link density p = 0.2) and lattice networks, respectively.
As stated earlier, in terms of the number of regenerators needed, MURP obtains opti-
mal results as ESRRP . Thus, the comparison is in terms of the number of regenerator
nodes. The results represent an average of 10 iterations, with 1000 requests in each
iteration. For each request, the source and destination nodes are randomly generated.
The impairment threshold is ∆ = 1. For the lattice networks, the impairment values
are uniformly distributed within the range (0, 1]. However, for the random networks,
we have observed that no or very few regenerators are needed when the impairments
are in this range. Therefore, we set the range for the link costs to [0.5, 1]. These results
show that MURP requires significantly fewer regenerator nodes than ESRRP .

5.6 Wavelength-constrained Regenerator Placement

In the previous sections, we have assumed that there is no restriction on the number of
wavelengths. However, in general, the number of wavelengths is a constraint. Depending
on how the constraint on the number of wavelengths is specified, there can be two
major categories of the regenerator/converter placement problem. One is when the
number of available wavelengths is given as an input. In this case, the problem is to
maximize the number of lightpaths that are accepted and to minimize the number of
regenerators/converters required to achieve this, which is a multi-objective problem.
The other is to set the number of regenerators/converters to the maximum load among
all links in the network. This, in turn, can be of two types depending on how the routing
is computed. In the first type, routing is part of the problem and the objective is to
find a routing with the minimum maximum link load among all the routings for the
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Figure 5.5: Comparison of the number of regenerator nodes ofMURP and ESRRP to
the exact solution in the NSFNET network.

given set of requests while the required number of regenerators/converters is minimized.
In the second type, the routing is predetermined and the problem is to minimize the
number of regenerators/converters required so that the number of wavelengths is equal
to the maximum link load of the given routing. We consider this last scenario.
Wavelength-Constrained Regenerator Placement (WCRP) problem: Given

a networkG(N ,L), impairment values for each link r(u, v), a threshold∆, and a routing
with a maximum link loadW , the problem is to minimize the required number of regen-
erators/converters such that each lightpath is feasible and the number of wavelengths
needed at any link is at most W .
WCRP consists of two subproblems: the regenerator placement subproblem and the

converter placement subproblem. Solving the two subproblems independently generally
leads to a heuristic approach since regeneration and conversion capacities are coupled,
i.e., when a wavelength is regenerated, it could be converted as well. However, in
WCRP, since the path taken by each lightpath is predetermined, the regenerator
placement subproblem (i.e., RPP) can optimally be solved using algorithm E_LINE
for each lightpath. Unfortunately, the converter placement subproblem is NP-hard
even for simple topologies such as rings and stars, and is hard to approximate within a
constant factor in general topologies [7].
We now give a simple greedy algorithm, termed GRP , for solving WCRP. We

provide an approximation bound for it in ring topologies, and show its performance
in the NSFNET network using simulations. The algorithm sequentially assigns regen-
erators/converters to each lightpath. The order in which the lightpaths are handled
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Figure 5.6: Comparison of the number of regenerator nodes of MURP and ESRRP in
(a) random networks, and (b) lattice networks.

can be random, or in descending order of their hopcounts (since longer lightpaths are
more likely to cause conflicts), or in any other order suitable to the network topology.
While assigning regenerators/converters to a lightpath, any two nodes of the lightpath
are not reachable if the length between them exceeds the threshold (Step 1) or if there
is no continuous wavelength between them (Step 2). The former is taken care of using
regeneration, while the latter is solved with conversion in Step 4. Since Steps 1 to 5
take a total of O(NW ) time, GRP has a complexity of O(FNW ).

GRP can be specifically tailored for a ring topology, which is widely used in metro
networks, so that an approximation bound is obtained. This is achieved by specifying
how the lightpaths are arranged (which is inspired by the arc coloring algorithm given
in [103]) and how the wavelengths are assigned. A lightpath is said to pass through a
node if the node is an internal node of the lightpath. Let u be a node with the minimum
number of lightpaths passing through it, and it must be the end point of at least one
lightpath. The lightpaths are arranged as follows: Let i1 be a lightpath whose end
point is node u. Depending on whether node u is the counterclockwise or clockwise
end of lightpath i1, we move round and round the ring clockwise or counterclockwise,
respectively, indexing lightpaths. W.l.o.g., let us assume that we are moving clockwise.
Let i2 be the first unindexed lightpath whose counterclockwise end comes after the
clockwise end of i1, i3 be the first unindexed lightpath whose counterclockwise end
comes after the clockwise end of i2, and so on until all lightpaths are indexed.
While moving around the ring, let k be the number of times we return to node u.

Let Fk be the set of lightpaths indexed during the kth round. In Step 2 of algorithm
GRP , we put the restriction that all lightpaths in Fk, except the one that crosses node
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Algorithm 5.4 GRP (G,∆,W )

For each lightpath f :

1. Begin at the source node sf . Find node u that is the farthest node within ∆ from
sf along lightpath f .

2. Find the farthest node v that can be reached using the same wavelength from
node sf along lightpath f . Let λ be the wavelength, if there are such multiple
wavelengths, choose the one with the lowest index.

3. If node u is closer to sf than node v is, then let n = u. Otherwise, let n = v.

4. Place a regenerator/converter at node n for lightpath f , unless node n is df .
Remove wavelength λ on all links of G between sf and n along lightpath f .

5. Unless node n is df , replace sf by n and go to Step 1.

u, if any, use only wavelengths from 1 to k. In round k, it may not be possible for the
lightpath that passes through node u to use only wavelengths 1, . . . , k, since its segment
after node u may overlap with previous lightpaths using these wavelengths. Hence, a
converter is placed at node u and this lightpath is partitioned into two so that the
segment before node u is in Fk, while the segment after u is in Fk+1. In each round, the
maximum load decreases by 1, thus, at most W wavelengths are required at each link.
Figure 5.7 shows an example with 6 lightpaths and none of the lightpaths require

regeneration. In this example, let node 1 be the starting node since a minimum number
of lightpaths pass through it and at least one lightpath has an ending at it. Going
clockwise, the lightpaths are arranged as shown in Figure 5.7. In the first round,
lightpath i1, i2 and the segment of i3 between nodes 7 and 1 are assigned wavelength 1.
Then, a converter is placed at node 1. In round 2, the segment of lightpath i3 between
nodes 1 and 2, lightpath i4 and lightpath i5 are assigned wavelength 2. Finally, lightpath
i6 is assigned wavelength 3.
Denoting by μ, the total number of lightpaths passing through node u, then the

following theorem establishes our bound.

Theorem 5.4 In a ring topology, GRP requires at most OPT+μ regenerators/converters,
where OPT is the optimal number of regenerators/converters required.

Proof. For each lightpath indexed in round k, except the one that crosses node u, if
any, at least wavelength k is available from end to end. Hence, reachability is affected
only by the impairment threshold. An optimal number of regenerators are, thus, placed
for these lightpaths. Any possible non-optimality is incurred due to the converter placed
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Figure 5.7: An example of a ring topology with 6 lightpaths. Assume that none of the
lightpaths require regeneration.

at node u for the lightpath that passes through node u. Since there are a total of μ
lightpaths passing through node u, in the worst-case, μ converters are unnecessarily
placed at node u.
The same bound can be achieved by first placing a converter at node u for each

lightpath passing through it, and then cutting the ring at node u. In the resulting
line topology, theWCRP problem can be optimally solved using E_LINE, since no
conversion is needed for a line topology.

Simulation Results

Figure 5.8 shows simulation results on the NSFNET network comparing GRP with
exact solutions (via an ILP in Appendix B) and a worst-case bound, which occurs
when each intermediate node of each lightpath requires regeneration/conversion. Since
the ILP does not scale well for a large number of requests, the number of requests is
from 5 up to 25. The source and destination of the requests are randomly selected, and
the shortest path is assigned for each request. The impairment values are randomly
distributed within (0, 1] and ∆ = 1. The results represent an average of 10 iterations.
Although it is for a small number of requests, these results show that GRP performs
significantly better than the worst-case bound, and very close to the exact solution in
the given network.
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Figure 5.8: Comparison results of GRP with the exact solution and worst-case bound
in the NSFNET network.

5.7 Conclusions

In this chapter, we have studied the regenerator placement problem, where the main
objective is minimizing the total number of regenerators required for a given set of
requests. We considered this problem with and without a restriction on the number of
wavelengths.
When there is no restriction on the number of wavelengths, the problem of minimiz-

ing the number of regenerators is polynomially solvable form = 1 physical impairments,
and we have established an exact algorithm (ESRRP ) for it. However, for m > 1, we
have shown that it is NP-hard. In addition, when minimization of the number of re-
generator nodes is a secondary objective, the problem is computationally intractable
even for m = 1. Accordingly, we proposed a greedy heuristic algorithm that is optimal
in terms of minimizing the number of regenerators, and performs close to optimal in
terms of minimizing the number of regenerator nodes.
When the number of wavelengths is restricted, the problem becomes NP-hard for

m ≥ 1. Thus, we provided an efficient greedy algorithm for general topologies, which
has a proven performance bound in line and ring topologies.



Chapter 6

Survivable Regenerator Placement

6.1 Introduction

In Chapter 5, we studied the regenerator placement problem for unprotected lightpaths.
In this chapter, we turn to survivable regenerator placement problem, where given a set
of requests, each request is assigned a primary lightpath and a link-disjoint backup
lightpath such that the total number of regenerators is minimized. We study the sur-
vivable regenerator placement under two survivability schemes: dedicated and shared
protection. In dedicated protection, the backup lightpaths do not share resources. In
shared protection, backup lightpaths can share resources as long as their respective
primary lightpaths do not share links. For both schemes, which we prove to be NP-
hard, we provide heuristic, approximation, and exact algorithms, which are compared
through simulations. For typical networks, our heuristic algorithms are shown to find
near-optimal solutions.
In Section 6.2, we study survivable regenerator placement under dedicated and

shared survivability schemes. For both schemes, which we prove to be NP-hard, we
provide heuristic, approximation, and exact algorithms, which are compared through
simulations. For typical networks, our heuristic algorithms are shown to find near-
optimal solutions. We conclude in Section 6.3.

6.2 Problem Definition

In this section, we study dedicated and shared survivable regenerator placement. In
dedicated survivable regenerator placement, backup lightpaths of different requests are
not allowed to share regenerators. In shared survivable regenerator placement, backup
lightpaths may share regenerators as long as their respective primary lightpaths do not
share links.

81
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Figure 6.1: An example that shows how to construct an instance of the regeneration
problem from an instance of the partition problem.

6.2.1 Dedicated Survivable Regenerator Placement

Dedicated Survivable Regenerator Placement Problem: Given the input of
RPP of Chapter 5, the problem is to place regenerators and to find for each request
link-disjoint paths that satisfy the impairment threshold, such that the total number
of regenerators needed by all the requests is minimized.
Since we are considering dedicated protection, the different requests do not share

regenerators. Thus, each request can be considered individually as follows.
Single Request Survivable Regenerator Placement (SRSRP) Problem:

Given an undirected graph G(N ,L), impairment values r(u, v), a threshold ∆, and a
request represented by (s, d), the problem is to find a pair of link-disjoint paths for the
request, and to place regenerators along these paths, while minimizing the total number
of regenerators needed for both paths.
There can be two variants of the problem: (i) Dedicated-Dedicated : there is no

sharing of regenerators between the two link-disjoint paths and (ii) Dedicated-Shared :
if the backup path is used only after the failure of the primary path, regenerators on
nodes that belong to both the primary and backup paths can be shared. Unlike the
SRRP problem in Chapter 5, we will show that the SRSRP problem is NP-hard.

Theorem 6.1 Both dedicated-dedicated and dedicated-shared variants of the SRSRP
problem are NP-hard.

Our proof makes use of the NP-hard partition problem [39]: Given a set of weights
ai ∈ A, ai ≥ 0 for i = 1, . . . , n, where S =

Pn
i=1 ai. Is there a subset I ⊆ A such thatP

ai∈I ai =
P

ai∈A\I ai =
S
2
?

Proof. Consider graph G in Figure 6.1. For the weights associated with the labeled
links ai ∈ A, 0 < ai < S, for i = 1, . . . , n, holds that S =

Pn
i=1 ai. Links without

labels have a cost of zero and ∆ = S. The objective is to find a pair of link-disjoint
paths such that the total number of regenerators needed (shared or non-shared) for the
two paths is minimized. There should definitively be regenerator(s) at node t: one in
case of regenerator sharing, and two if there is no sharing. The next step is to decide
whether more regenerators are required at other nodes. Let the two selected paths be
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P 1
s−t−d and P

2
s−t−d. The only scenario where no more regenerators are required is when

their two corresponding segments have a cost r
¡
P 1
s−t
¢
= r

¡
P 2
s−t
¢
= S. However, this

involves equally partitioning the labeled links ai ∈ A, i = 1, . . . , n between the two
paths.
We show that a min-sum link-disjoint paths algorithm that minimizes on the total

weight of the two paths, such as Suurballe’s algorithm, is an approximation algorithm.
We begin with two lemmas that relate to a single unprotected path.
Given a path length r(P ) and a threshold ∆, the number of regenerators required

is determined by the length of each regeneration segment, as well as the total length
covered by any two consecutive regeneration segments. For example, in Figure 6.2,
where r(P ) = 12 and ∆ = 4, only two regenerators are required in Figure 6.2(a), while
four regenerators are needed in Figure 6.2(b).

12

4 4 4

12

4 4 4
(a)

12

2 3 2 3 2

12

2 3 2 3 2

Figure 6.2: In both cases, r(P ) = 12 and ∆ = 4. Only 2 regenerators are required in
case (a); whereas 4 regenerators are required in case (b).

Lemma 6.1 The number of regenerators R required by any simple path P of length
r(P ) > 0 is bounded by

l
r(P )
∆

m
− 1 ≤ R ≤ 2

l
r(P )
∆

m
.

Proof. The number of regenerators required by the given path is minimized if each
regeneration segment covers as much length as possible. Hence, a best-case scenario
for path P occurs when each regeneration segment, except possibly one, has a length
of exactly equal to ∆ as shown in Figure 6.3 (a). In this scenario, there will be

l
r(P )
∆

m
regeneration segments, requiring

l
r(P )
∆

m
− 1 regenerators.

Without loss of generality, any placement of regenerators over a simple path P can
be described as in Figure 6.3. Furthermore, it is clear that for all i, 0 ≤ εi < μi;
otherwise, the regenerator between the segments of length ∆ − εi and μi could be
omitted. Similarly, for all i < k, μi > εi+1.
Let β = mini(∆− εi + μi). Due to the above observation, β > ∆. Thus, we have:

kβ + δ ≤
kP
i=1

(∆− εi + μi) + δ = r(P ). (6.1)
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We distinguish between two cases:

1. δ = 0: From Equation (6.1),

k ≤ r(P )

β
≤ r(P )

∆
.

For δ = 0, the total number of regenerators, R, is equal to 2k − 1. Thus,

R = 2k − 1 ≤ 2r(P )
∆
− 1 ≤ 2

»
r(P )

∆

¼
− 1.

2. δ > 0: From Equation (6.1),

k ≤ r(P )− δ

β
≤ r(P )

∆
.

For δ > 0, the total number of regenerators, R, is at most 2k. Thus,

R = 2k ≤ 2r(P )
∆

≤ 2
»
r(P )

∆

¼
.

Hence, R ≤ 2
l
r(P )
∆

m
.

0 δ≤ ≤ ΔΔ Δ Δ Δ

( )r P

0 δ≤ ≤ ΔΔ Δ Δ Δ

( )r P

(a)

1εΔ− 1μ

( )r P

2εΔ− 2μ kεΔ− kμ 0 δ≤ ≤ Δ1εΔ− 1μ

( )r P

2εΔ− 2μ kεΔ− kμ 0 δ≤ ≤ Δ
(b)

Figure 6.3: For a given path P of length r(P ), (a) a best-case scenario, and (b) a
representation of any regenerator placement.

Lemma 6.2 If the optimal path between nodes s and d requires R∗ regenerators, then
the shortest (in terms of impairment) path from s to d requires at most 2(R∗ + 1)
regenerators.
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Proof. Let P be the shortest path from s to d, r(P ) be its length, and R be its
required number of regenerators. Let P ∗ be the path that requires the optimal number
of regenerators R∗. Hence, its length r(P ∗) ≥ r(P ).
Combining with Lemma 6.1,

R∗ ≥
»
r(P ∗)
∆

¼
− 1 ≥

»
r(P )

∆

¼
− 1.

By multiplying both sides by 2 and adding 2,

2(R∗ + 1) = 2R∗ + 2 ≥ 2
»
r(P )

∆

¼
.

According to Lemma 6.1, the number of regenerators required by the shortest path
P is at most 2

l
r(P )
∆

m
.

We are now ready to state our main result for the dedicated-dedicated case.

Theorem 6.2 Given an instance of the dedicated-dedicated SRSRP problem, the min-
sum (in terms of impairment) link-disjoint pair of paths between s and d require at
most 2(R∗ + 3) regenerators, where R∗ is the optimal solution for the given dedicated-
dedicated SRSRP instance.

Proof. Let P ∗1 and P ∗2 be the pair of link-disjoint paths that give the optimal solution,
and require R∗1 and R∗2 regenerators, respectively. Thus, R

∗
1+ R∗2 = R∗. Similarly, let

P1 and P2 be the shortest pair of link-disjoint paths, and R1 and R2 be their respective
required number of regenerators.
Since r(P ∗1 ) + r(P ∗2 ) ≥ r(P1) + r(P2),»

r(P ∗1 ) + r(P ∗2 )
∆

¼
≥
»
r(P1) + r(P2)

∆

¼
.

From the property of the ceiling function,»
r(P ∗1 )
∆

¼
+

»
r(P ∗2 )
∆

¼
≥
»
r(P ∗1 ) + r(P ∗2 )

∆

¼
,»

r(P1) + r(P2)

∆

¼
≥
»
r(P1)

∆

¼
+

»
r(P2)

∆

¼
− 1.

Hence, »
r(P ∗1 )
∆

¼
+

»
r(P ∗2 )
∆

¼
≥
»
r(P1)

∆

¼
+

»
r(P2)

∆

¼
− 1.



86 CHAPTER 6. SURVIVABLE REGENERATOR PLACEMENT

Multiplying both sides by 2 and adding 2, we get:

2

µ»
r(P ∗1 )
∆

¼
− 1
¶
+ 2

µ»
r(P ∗2 )
∆

¼
− 1
¶
+ 6 ≥

2

»
r(P1)

∆

¼
+ 2

»
r(P2)

∆

¼
.

Hence, combining with Lemma 6.1 yields

2(R∗1 +R∗2 + 3) = 2(R
∗ + 3) ≥ R1 +R2.

Similarly, we obtain the following result for the dedicated-shared case.

Theorem 6.3 Given an instance of the dedicated-shared SRSRP problem, the min-
sum link-disjoint paths between s and d require at most 4R∗+6 regenerators, where R∗

is the optimal solution for the given dedicated-shared SRSRP instance.

Proof. The best-case for the dedicated-shared SRSRP problem occurs when all regen-
erators of one of the paths are shared by the other path. Using the same notation as
in the proof of Theorem 6.2, we have that P ∗1 requires at least

l
r(P∗1 )
∆

m
− 1 regenerators

and P ∗2 requires at least
l
r(P∗2 )
∆

m
− 1 regenerators. W.l.o.g., assume that r(P ∗2 ) ≥ r(P ∗1 ).

Hence, the two link-disjoint paths require at least
l
r(P∗2 )
∆

m
− 1 regenerators; otherwise

P ∗2 is not feasible.
From the proof of Theorem 6.2, we have

2

»
r(P ∗2 )
∆

¼
≥

»
r(P1)

∆

¼
+

»
r(P2)

∆

¼
− 1,

4

µ»
r(P ∗2 )
∆

¼
− 1
¶
+ 6 ≥ 2

»
r(P1)

∆

¼
+ 2

»
r(P2)

∆

¼
.

Hence,

4R∗ + 6 ≥ R1 +R2.

The above results can be strengthened in the case where all links have equal cost.
We begin with the following lemma.

Lemma 6.3 If all links in the network have equal cost, then the number of regenerators
required by any path P with length r(P ) exactly matches the lower bound.
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Proof. Let the cost of each link be r. We assume that ∆ is a multiple of r. Otherwise,
since all links have the same cost r, if a given segment satisfies the threshold ∆, it
also satisfies r

¥
∆
r

¦
. Therefore, ∆ can be replaced by r

¥
∆
r

¦
. Thus, the regeneration

segments require exactly
l
r(P )
∆

m
− 1.

We then obtain the following improved approximation bound for the dedicated-
dedicated case.

Theorem 6.4 For a given instance of the dedicated-dedicated SRSRP problem, if all
links in the network have equal cost, the min-sum link-disjoint paths between s and d
require at most R∗ + 1 regenerators, where R∗ is the optimal solution for the given
dedicated-dedicated SRSRP instance.

Proof. From the proof of Theorem 6.2, we have»
r(P ∗1 )
∆

¼
+

»
r(P ∗2 )
∆

¼
≥
»
r(P1)

∆

¼
+

»
r(P2)

∆

¼
− 1.

Subtracting 1 on both sides,µ»
r(P ∗1 )
∆

¼
− 1
¶
+

µ»
r(P ∗2 )
∆

¼
− 1
¶
+ 1 ≥µ»

r(P1)

∆

¼
− 1
¶
+

µ»
r(P2)

∆

¼
− 1
¶
.

Combining this with Lemma 6.3 yields

R∗1 +R∗2 + 1 = R∗ + 1 ≥ R1 +R2.

Similarly, we obtain the following improved result for the dedicated-shared case.

Theorem 6.5 For a given instance of the dedicated-shared SRSRP problem, if all links
in the network have equal cost, the min-sum link-disjoint pair of paths between s and
d require at most 2R∗ + 1 regenerators, where R∗ is the optimal solution for the given
dedicated-shared SRSRP instance.

Proof. Using the same notations as the proof of Theorem 6.3, we have

2

»
r(P ∗2 )
∆

¼
≥

»
r(P1)

∆

¼
+

»
r(P2)

∆

¼
− 1,

2

µ»
r(P ∗2 )
∆

¼
− 1
¶
+ 1 ≥

µ»
r(P1)

∆

¼
− 1
¶
+

µ»
r(P2)

∆

¼
− 1
¶

Combining this with Lemma 6.3, we have

2R∗ + 1 ≥ R1 +R2.
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Heuristic Algorithm

While the above algorithmic scheme, based on Suurballe’s algorithm, provides proven
(worst-case) performance guarantees, performance in typical scenarios could be im-
proved. To that end, we present the following heuristic, termed Single Request Heuris-
tic (SRH), for solving the SRSRP problem. Later in Section 6.2.3, we will show
through simulations that SRH performs better than Suurballe’s algorithm, albeit with-
out proven worst-case guarantees.

Algorithm 6.1 SRH(G, s, d,∆)

1. Make a graph G
0
(N ,L0

), where L0
= {(u, v) | r(P ∗u−v) ≤ ∆} and P ∗u−v is the

shortest path between u and v. Assign a cost of 1 to each link in G
0
.

2. Find the shortest path P
0
s−d from s to d in G

0
.

3. Substitute all the links (u, v) of P
0
s−d with the corresponding subpaths P

∗
u−v in G

to obtain Ps−d.

4. Remove all loops of Ps−d in G to obtain path Ps−d;1.

5. Redirect all links in Ps−d;1 from d to s to obtain G
00
(N ,L00

) and assign a cost of
0 to these links.

6. On graph G
00
repeat steps 1− 4 to obtain path Ps−d;2.

7. Remove links that are both in Ps−d;1 and Ps−d;2 to obtain two link-disjoint paths.

8. Place regenerators (shared or not shared depending on what is needed) for each
path.

In Step 1 of algorithm SRH, graph G
0
is constructed by connecting all directly

reachable nodes (i.e., within ∆). The links in graph G
0
represent subpaths in graph G.

Once the shortest path is obtained in Step 2, the path is transformed to its equivalent
path Ps−d in graph G. Since this path is made of a concatenation of path segments, it
may not be a simple path in G. Hence, its loops are removed in Step 4 and the links
along the loopless path Ps−d;1 are redirected from d to s to obtain graph G

00
in Step 5.

In Step 6, the same procedures are repeated in graph G
00
to find the second loopless

path Ps−d;2. For undirected graphs, the directed links in G
00
may result in cases where

P ∗u→v 6= P ∗v→u, in which case the graph obtained from G
00
may contain two directed

links between nodes u and v, one in either direction. Once the second path Ps−d;2
is computed, the interlacing links between Ps−d;1 and Ps−d;2 are removed to obtain the
solution. Finally, the regenerators are placed on these paths. For the shared variant, the
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regenerators for the primary lightpath are placed first, followed by those of the backup
lightpath, while reusing the regenerators of the primary path wherever necessary.
The complexity of algorithm SRH is determined by the following major operations:

constructing graphs G
0
and G

00
in O(N2 logN +NL) complexity (e.g., using Dijkstra’s

algorithm N times); and finding the shortest paths between s and d in these graphs
with Breadth First Search (BFS), which requires O(L

0
) and O(L

00
). The paths obtained

in G
0
and G

00
have O(N) hopcount in the worst-case and at each node there can be a

loop with O(N) hopcount in graph G, thus the total complexity of removing loops is
O(N2). Therefore, the total complexity of algorithm SRH is O(N2 logN +NL).

6.2.2 Shared Survivable Regenerator Placement

We turn to regenerator placement for shared protection.
Shared Survivable Regenerator Placement (SSRP) Problem: Given the

input of RPP of Chapter 5, the problem is to find a pair of link-disjoint paths for
each request that satisfy the impairment threshold on their regenerator segments. The
objective is to place a minimum number of regenerators needed by all requests such
that two backup lightpaths can share regenerators as long as their primary lightpaths
do not share links.
The SSRP problem is NP-hard since it contains the SRSRP problem. We provide

a corresponding heuristic algorithm.

Heuristic Algorithm

We employ an Active Path First (APF ) approach where the primary path is computed
first and then its links are dropped before the backup path is computed. This approach
is chosen because it is easier to determine the sharing of resources among backup paths
when the primary paths are already in place. In algorithm APF, once the primary
path is computed, its links are dropped and the costs of links incident to “shareable”
regenerator nodes are set to zero. This is to encourage the re-use of regenerators in
those nodes.

6.2.3 Simulation Results

In this section, we evaluate the performance of the above heuristics, namely SRH and
APF , by way of simulations. Specifically, we provide simulation results that show the
average number of regenerators needed (per request) on a USANET network (Figure
3.5) for impairment threshold values in the range ∆ ∈ [1, 2]. In our simulations, the im-
pairment values of the links are randomly generated in the range (0, 1], and the source
and destination are randomly selected. The simulation results represent an average of
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Algorithm 6.2 APF (G,∆)

For each request f ,

1. In G, find the shortest paths {P ∗u−v} between all nodes u, v ∈ N , for which
r(P ∗u−v) ≤ ∆.

2. Create a graph G
0
(N ,L0

), where L0
= {(u, v) | r(P ∗u−v) ≤ ∆} and assign a cost of

1 to each link. Find the shortest path P
0
sf−df from sf to df in G

0
.

3. Substitute the links of P
0
sf−df with the corresponding subpaths P

∗
u−v inG to obtain

Psf−df .

4. Remove all loops of Psf−df in G to obtain path Psf−df ;1. Place the necessary
regenerators for Psf−df ;1.

5. Remove all links in Psf−df ;1 to obtain G
00
(N ,L00

).

6. For each primary path that does not share a link with Psf−df ;1, set the cost of
each link incident to the regenerator nodes of its backup path to zero.

7. Repeat Steps a−d to obtain Psf−df ;2. Place the necessary regenerators for Psf−df ;2.

10 iterations for 100 requests. Figure 6.4 (a) shows a comparison of Suurballe’s algo-
rithm, SRH and an exact solution (obtained via an ILP formulation given in Appendix
C) for the dedicated-dedicated problem variant, while Figure 6.4(b) shows the same for
the dedicated-shared problem variant. These results show that SRH performs close
to the exact solution in both variants of the dedicated survivable regenerator place-
ment problem, even though it is slightly worse for dedicated-shared. In addition, it
outperforms Suurballe’s algorithm. Figure 6.5 is a comparison of dedicated (SRH) and
shared (APF ) survivable regenerator placement schemes. As one might expect, sharing
of regenerators among backup lightpaths decreases the number of regenerators needed.

6.3 Conclusions

In this chapter, we have studied regenerator placement for dedicated and shared protec-
tion schemes. We have shown that the regenerator placement problem that minimizes
the total number of regenerators is NP-hard for both schemes. For the case of ded-
icated protection, we established a (constant factor) approximation scheme based on
Suurballe’s algorithm; furthermore, we provided a heuristic scheme that, based on sim-
ulations, was shown to outperform the approximation scheme in typical scenarios. For
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Figure 6.4: Comparison of the average number of regenerators needed for the (a)
dedicated-dedicated and (b) dedicated-shared variants of the survivable regenerator
placement problem.
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Figure 6.5: Comparison of the average number of regenerators needed in the case of
dedicated and shared regenerators among backup lightpaths.



92 CHAPTER 6. SURVIVABLE REGENERATOR PLACEMENT

the case of shared protection, we have provided a heuristic algorithm, and demonstrated
its appealing performance through simulations.



Chapter 7

Survivable Impairment-aware
Traffic Grooming

7.1 Introduction

With current commercial technology, a lightpath can be independently operated at a
data rate ranging up to 100 Gb/s [15]. However, traffic between a pair of nodes may not
fill up the available bandwidth of a lightpath. Under such scenario, it will be wasteful
to allocate a full wavelength capacity to each traffic stream. Thus, in order to efficiently
utilize the available bandwidth, several independent traffic streams can be aggregated
to share the capacity of a lightpath. This is known as traffic grooming, and it allows
the aggregation of low-rate traffic onto high-rate traffic lightpaths.
Since lightpaths may carry a large amount of data, survivability, which is the ability

to reconfigure and retransmit data after failure, is vital. This is usually achieved by
computing a link/node-disjoint backup lightpath that will take over after failure of
the primary lightpath. In addition, due to the signal degradation caused by physical
impairments, a lightpath may require regeneration after a certain distance. A routing of
lightpaths which takes into account physical impairments is known as impairment-aware
routing [63].
In this chapter, we study survivable impairment-aware traffic grooming in WDM

ring networks. Currently, ring topologies (such as SONET/SDH rings) are widely de-
ployed in metro/regional networks [14] [24]. Nodes are assumed to be equipped with an
optical add/drop multiplexer (OADM) to selectively add/drop wavelengths. We will
follow the approach described in [42] and [55], where transceivers are used to terminate
lightpaths. As in [42], the lightpaths are assumed to be full-duplex, and the forward
and reverse direction signals use the same wavelength and path. Unless a wavelength
carries traffic destined for a given node or needs regeneration, it passes through opti-
cally. Otherwise, all the following take place: (1) the lightpath is terminated, (2) the

93
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traffic is processed electronically (and regenerated simultaneously), (3) traffic destined
to the node is dropped, and (4) the rest of the traffic, including locally added traffic, if
any, is forwarded on other lightpaths through the transceivers. In this model, the cost
of transceivers is the dominant component [42].
The outline of this chapter is as follows. In Section 7.2, we overview related work.

In Section 7.3, we provide a formal definition of the survivable impairment-aware traffic
grooming problem and show that it is NP-hard. In Section 7.4, we focus on the (basic)
survivable traffic grooming problem by considering uniform and non-uniform traffic.
For the former, we provide a constant-factor approximation algorithm, while we give
a variable-factor approximation algorithm for the latter. In Section 7.5, we provide
similar results for the survivable impairment-aware traffic grooming problem. Finally,
we conclude in Section 7.7.

7.2 Related Work

The issue of traffic grooming has been widely studied in the literature, especially in
relation to SONET/SDH rings over WDM networks. Most of the previous studies did
not consider survivability or impairment-aware routing. Chiu and Modiano [27] studied
the traffic grooming problem where the objective is to minimize the total number of
SONET add-drop multiplexers (ADMs) in unidirectional SONET/WDM ring networks.
They showed that the problem is NP-complete. The same problem was also shown to
be NP-complete in bidirectional ring networks, where a request between two nodes can
be routed on the clockwise or counter-clockwise direction [28]. Amini et al. [4] further
showed that the grooming problem is APX-hard in WDM rings for a fixed value of
grooming factor g, i.e., each request uses 1/g of the capacity of a wavelength. Huang et
al. [50] studied traffic grooming in different topologies: line, star, and tree, and showed
that traffic grooming is NP-complete in these topologies. Chen et al. [24] considered a
different variant of the traffic grooming problem with a min-max objective where the
cost at the node with the maximum grooming cost is minimized. They showed that
this problem is NP-complete in both unidirectional and bidirectional rings.
Sankaranarayanan et al. [87] considered survivable traffic grooming in unidirectional

WDM rings under uniform traffic with a mix of protected and unprotected requests.
Ou et al. [77] gave heuristic algorithms for the survivable grooming in mesh networks,
while Yao and Ramamurthy [115] considered the same problem under shared risk link
group (SRLG) constraints, and provided heuristic algorithms. Unlike [77], [87] and
[115], we consider both survivability and impairment-aware routing in WDM ring net-
works, and give constant-factor approximation (for uniform traffic) and a variable-factor
approximation or a heuristic algorithm with provable upper-bounds (for non-uniform
traffic). Patel et al. [80] considered impairment-aware traffic grooming, where regener-
ation is performed through regenerator cards. In this approach, there is a distinction
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between add/drop nodes and regeneration nodes, since regenerator cards are not ca-
pable of adding/dropping traffic. However, regeneration can also be achieved using
back-to-back transceivers [94], in which case, regeneration nodes can also be used as
add/drop nodes, and vice versa. We follow the second approach since it allows the use
of the same type of devices for both add/drop and regeneration, and the regenerators
may also be directly used as wavelength converters [94]. Flammini et al. [34] studied
the case when regeneration and grooming are used interchangeably, but they (1) did
not consider survivability, and (2) assumed that a regenerator has to be placed at every
internal node of a lightpath, i.e., the signal must be regenerated at each internal node or
the impairment threshold is equal to a single hop. In practice, the impairment threshold
can be any given value, and it may not be necessary to regenerate a lightpath at every
internal node.

7.3 Problem Definition

In this section, we give a formal definition of the survivable impairment-aware grooming
problem. We define a wavelength link as a single wavelength channel of a given link,
and a wavelength ring as a ring made up of wavelength links of the same wavelength.
In effect, a ring comprises of stacks of wavelength rings. In a given wavelength ring,
a regenerator node is a node where the wavelength is regenerated and an add/drop
node is where traffic is added/dropped from the wavelength. A wavelength segment is a
segment of a wavelength ring between two consecutive add/drop or regenerator nodes,
i.e., there is no other add/drop or regenerator node in this segment. Associated with
each wavelength link is an additive impairment value. The impairment value of a given
wavelength segment is the sum of the impairment values of its links, and it is said to be
a feasible segment if its impairment value does not exceed a given impairment threshold.
Splitting traffic of a single request might cause re-ordering problems at the receiving

end as some higher layer protocols may not be able to deal with it. In addition, since
the regenerator nodes as well as links that the signals go through may be different, it
may lead to different signal quality. Therefore, we assume that the traffic of a given
request is not split unless its demand exceeds the full capacity of a wavelength ring. In
addition, in order to facilitate control, the primary and backup lightpaths of a given
request are assumed to be on the same wavelength ring. Thus, for any given wavelength
ring, the amount of traffic on each of its links is the same, and a pair of transceivers
is required when a wavelength is added/dropped or regenerated at a given node. Since
a wavelength is regenerated when traffic is added/dropped to it, an add/drop node is
also a regenerator node. The network cost mainly comprises of the electronic and opto-
electronic cost associated with grooming and regeneration (i.e., cost of transceivers),
and the number of wavelengths. In practice, the cost of transceivers dominates the
cost of the number of wavelengths [19] [42]. Hence, we minimize the total number of
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transceivers under the assumption that there are enough wavelengths to accommodate
all the requests, which is equivalent to minimizing the total number of add/drop and
regenerator nodes in the network.

Problem 7.1 Survivable Impairment-aware Traffic Grooming: Given is an undi-
rected ring topology G(N ,L), where N is a set of N nodes, L is a set of N links. As-
sociated with each link l ∈ L is an impairment value r(l). A wavelength has a capacity
C. In addition, given are an impairment threshold ∆ and a set F of F requests. Each
request f is represented by a pair of nodes (uf , vf) = (vf , uf) and δf , where uf and
vf are the endpoints of request f , and δf is the amount of demand of request f . The
survivable impairment-aware traffic grooming problem is to minimize the total number
of transceivers (or add/drop and regenerator nodes) in the network such that (1) each
request is assigned a primary and backup path, (2) the capacity of any wavelength link
is not exceeded, and (3) each wavelength segment in any wavelength ring is feasible.

Theorem 7.1 The survivable impairment-aware traffic grooming problem is NP-hard.

We employ the NP-hard Bin Packing Problem [39], which is defined as follows.

Problem 7.2 The Bin Packing Problem: Given a finite set U of n items, a size ai
for each ui ∈ U, and a bin capacity B, the bin packing problem is to find a partition
of U with the minimum number of disjoint sets (bins) S1, . . . , SK such that the sum of
the sizes of the items in each Si is less than B.

Proof. We show that the survivable traffic grooming problem, which is a subset of
the survivable impairment-aware traffic grooming problem (by taking ∆ sufficiently
large) is NP-hard. For a given instance of the bin packing problem of n items, create a
corresponding survivable traffic grooming problem as follows. For each item i, create a
corresponding node i in the ring. Create a hub node h. Therefore, the number of nodes
N = n + 1. Let the capacity C of a wavelength be equal to the bin capacity B, and
there is a request of demand δi = ai between each node i and the hub node h.
Since there is exactly one request originating at each node (except the hub node h),

any feasible solution requires an add/drop node at each of the N−1 nodes. Hence, only
the total number of add/drop nodes at node h can be minimized. Since there is one
add/drop node per used wavelength at node h, the total number of add/drop nodes is the
same as the total number of wavelength rings. Therefore, the objective is to minimize
the total number of wavelength rings. On the other hand, each wavelength ring is
equivalent to a bin, and the requests in the wavelength ring are equivalent to the items
in the bin of the corresponding bin packing problem instance. Therefore, minimizing the
total number of wavelength rings required for all the requests is equivalent to minimizing
the number bins of the corresponding bin packing problem instance.
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7.4 Survivable Traffic Grooming

We begin with the case where no regeneration is required in the ring network. We will
consider uniform and non-uniform traffic independently.

7.4.1 Uniform Traffic

In a uniform traffic scenario, there is a request of equal demand δ between each pair
of nodes. Thus, there are a total of N(N−1)

2
requests, each with a demand of δ. Even

though, this type of traffic is less practical, it can help us gain insight into the complexity
of survivable traffic grooming. In addition, as shown in [28], it may be possible to
extend the results obtained for uniform traffic to that of the more practical quasi-
uniform traffic. An algorithm is said to be an α-approximation algorithm, for some
α > 1, if it returns at most α times the optimal number of transceivers (add/drop
nodes). Before we provide an approximation algorithm for solving the survivable traffic
grooming problem under uniform traffic, we give a lower-bound for the total number of
add/drop nodes.

Theorem 7.2 For uniform traffic, the total number of add/drop nodes m is lower
bounded by:

m ≥
&r

δ

2C
N(N − 1)

'
. (7.1)

Proof. We provide a proof along the lines of the proof given in [28] for unprotected
traffic grooming. Given a feasible solution S, let G(A) be the wavelength ring on which
add/drop node A is. For each add/drop node A, define B(A) as:

B(A) =
Total bandwidth of the traffic carried on wavelength ring G(A)
Total number of add/drop nodes on wavelength ring G(A)

.

For a given wavelength ring of S, let k be the number of add/drop nodes. Hence, there
can be at most k(k − 1)/2 requests in this ring and the total bandwidth requirement
(i.e., the sum of bandwidth needed on all wavelength links) of all the requests in this
wavelength ring is at most δNk(k − 1)/2.
Since the total bandwidth capacity of a wavelength ring is CN ,

B(A) ≤ min(δNk(k − 1)/2, CN)
k

= CN min

µ
δ

2C
(k − 1), 1/k

¶
≤ CN min

µ
δ

2C
k, 1/k

¶
≤ CN

r
δ

2C
= N

r
δC

2
. (7.2)
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The last inequality is due to the property that min(ak, 1/k) ≤ √a for any k > 0. Let
B be the total amount of bandwidth consumed by all the requests. Summing the last
inequality of Equation 7.2 (which is independent of k) over all the add/drop nodes,

B ≤ mN

r
δC

2
.

For uniform traffic, the total bandwidth B is

B = δN

µ
N(N − 1)

2

¶
.

From which Equation 7.1 follows.
In order to show that the given lower-bound is tight, let N = 3, δ = 1 and C = 3.

The requests are (1, 2), (1, 3) and (2, 3), and they can all fit in a single wavelength ring,

in which case the number of add/drop nodes is 3 ≥
lq

δ
2C
N(N − 1)

m
=
l
6√
6

m
= 3.

Corollary 7.1 Any survivable traffic grooming algorithm is a
q

2C
δ
-approximation al-

gorithm for uniform traffic.

Proof. This follows from the fact that in the worst-case there is no grooming at all,
i.e., each request is added/dropped independently. Since there are N(N−1)

2
requests, a

total of N(N − 1) add/drop nodes will be needed in this case. However, by Theorem
7.2, we have that the optimal number of add/drop nodes is at least

q
δ
2C
N(N − 1).

Thus, the approximation ratio is
q

2C
δ
.

We now provide an algorithm for the survivable traffic grooming problem, termed

USGA (Uniform traffic Survivable Grooming Algorithm), and show that it is amin
³q

2C
δ
, 4
´
-

approximation algorithm for uniform traffic.
In Step 1 of USGA, if the demand per request is greater than the capacity of a

wavelength ring, a separate wavelength ring(s) is assigned for each request and the
remaining traffic of the request is assigned a wavelength ring in the next steps. In

Step 2, if N ≤
q

2C
δ
, all the requests can optimally fit in a single wavelength ring.

Similarly in Step 3, if C < 2δ, only a single request can be assigned in a wavelength
ring. Step 4 partitions the nodes into a group of sets, and Step 5 combines a pair of
these sets in such a way that any pair of nodes belongs to at least one of the newly-
formed sets. Once the sets are created, the requests are assigned sequentially in Step 6.

Since there are O
³
N/
q

C
2δ

´
sets in Step 4, there will be O

³
N2δ
C

´
sets in Step 5. The

most time-consuming operation in USGA is Step 6, where for each wavelength ring,
requests between each pair of its add/drop nodes are considered to decide whether they
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Algorithm 7.1 USGA(G,F , C)
1. If δ ≥ C, then assign

¥
δ
C

¦
wavelength rings for each request and let δ = δ−C ¥ δ

C

¦
.

2. If N ≤
q

2C
δ
, assign all the requests in one wavelength ring and exit.

3. If C < 2δ, then assign a single request per wavelength ring and exit.

4. Let k =
jq

C
2δ

k
. Partition the N nodes into

§
N
k

¨
sets such that each set, except

possibly one, contains k distinct nodes and each node belongs to exactly one set.

5. For each pair of sets among those created in Step 4, create a set which is the
union of this pair of sets.

6. Sequentially, for each set in Step 5, assign a separate wavelength ring as follows:

(a) Each node in the set is an add/drop node (i.e., transceivers are placed).

(b) For each pair of nodes, allocate the primary and backup path of the corre-
sponding request in this wavelength ring, unless the request has already been
allocated in a previous wavelength ring.

belong to the wavelength ring. Since the size of a set is at most 2k = 2
jq

C
2δ

k
and each

pair of nodes in the set is considered, Step 6 has a total running time of O (N2).
Through the following example, we illustrate how the algorithm works. Let N = 7,

C = 9 and δ = 1. Thus, k =
jq

C
2δ

k
= 2. The nodes are then grouped into sets of

at most 2 elements: {1, 2}, {3, 4}, {5, 6}, {7}. By combining each pair of sets, we get
{1, 2, 3, 4}, {1, 2, 5, 6}, {1, 2, 7}, {3, 4, 5, 6}, {3, 4, 7}, {5, 6, 7}. For each set, a separate
wavelength ring is used, a pair of transceivers is assigned at all its nodes, and the
requests between each pair of nodes are allocated in this wavelength ring unless they
have been allocated before. For example, the request between nodes 1 and 2 is assigned
only to the first wavelength ring.
We proceed to establish the correctness of USGA.

Theorem 7.3 The following holds for the outcome of USGA: (1) The capacity of any
of the wavelength links is not exceeded, and (2) each request is assigned a primary and
a backup path.

Proof. (1) In each wavelength ring, there are at most 2k = 2
jq

C
2δ

k
add/drop nodes.

Thus, there can be at most 2k(2k− 1)/2 requests in any given wavelength ring. Hence,
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the total capacity required at any wavelength link is at most,

δ2k(2k − 1)
2

=
δ
³
2
jq

C
2δ

k´³
2
jq

C
2δ

k
− 1
´

2
≤

δ
³
2
q

C
2δ

´2
2

= C.

(2) Each node belongs to at least one set in Step 4. Since the sets in Step 5 are a
combination of each pair of sets in Step 4, any given pair of nodes belongs to at least
one set in Step 5. Thus, the corresponding request is allocated primary and backup
paths in Step 6.

Theorem 7.4 USGA is a min
³q

2C
δ
, 4
´
−approximation algorithm.

Proof. Let

a =

½
0, if (N mod k) = 0;
k − (N mod k), otherwise.

In Step 4, there are a total of
§
N
k

¨
= N+a

k
sets, and each set contains k elements, except

possibly the last set that has only k − a elements if a > 0. Hence, the total number of

sets in Step 5 is d
N
k e(dNk e−1)

2
=

N+a
k
(N+a

k
−1)

2
, and each set requires at most 2k add/drop

nodes. However, among these sets, there are
¡
N+a
k
− 1¢ sets that require only 2k − a

add/drop nodes. Hence, the total number of add/drop nodes isÃ
N+a
k
(N+a

k
− 1)

2

!
2k −

µ
N + a

k
− 1
¶
a = N

µ
N + a

k
− 1
¶
= N

µ
N + a− k

k

¶
.

By definition, a ≤ k−1. Thus, the total number of add/drop nodes is at most N ¡N−1
k

¢
.

Combining this with Theorem 7.2, the approximation ratio α is,

α ≤ N
¡
N−1
k

¢q
δ
2C
N(N − 1)

=

q
2C
δjq
C
2δ

k = 2
q

C
2δjq
C
2δ

k ≤ 4.
The last inequality is due to the fact that since C ≥ 2δ,

√
C
2δ√
C
2δ

< 2. Combined with

Corollary 7.1, this proves our theorem.

7.4.2 Non-uniform Traffic

Non-uniform traffic is a general scenario where the amount of demand between nodes is
arbitrary. For any node u, let Fu be the set of requests for which node u is an endpoint,

Fu be the number of such requests (i.e., F = 1
2

NP
u=1

Fu), and Cu =
P

(u,v)∈Fu
δ(u,v). For any

node u, let OPTu be the optimal solution for the corresponding bin packing problem of
set Fu. We first provide a simple lower-bound for non-uniform traffic.
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Theorem 7.5 For non-uniform traffic, the total number of add/drop nodesm is bounded
by:

m ≥
NP
u=1

OPTu.

Proof. The number of add/drop nodes at any node u is the same as the number
wavelength rings terminated at this node. As shown in the proof of Theorem 7.1, at
any given node u, the minimum possible number of such wavelength rings is the same
as the solution of the corresponding instance of the bin packing problem (i.e., for each
(u, v) ∈ Fu, there is an item of size δ(u,v)).
We now provide an approximation algorithm, termed NSGA (Non-uniform traffic

Survivable Grooming Algorithm), for the non-uniform traffic case (see Algorithm 7.2).
The algorithm considers each node sequentially and allocates wavelength rings for re-
quests originating at this node by first solving a corresponding bin packing problem
instance.

Algorithm 7.2 NSGA(G,F , C)
1. Sort the nodes in non-increasing order according to Fu.

2. For each node u,

(a) Let F 0u = {(u, v) = (v, u)|u < v} and F 0
u = |F 0u|.

(b) Create an instance of the bin-packing problem such that for each request
(u, v) ∈ F 0u, there is an item whose size is the demand of the request. Use
the first fit decreasing (FFD) algorithm [58] as follows:

i. Sort the items in non-increasing order.
ii. Go through all the items by placing the current item in the lowest in-
dexed bin that has enough space left, otherwise create a new bin for
it.

(c) For each bin in the solution of the bin packing problem instance, create a
new wavelength ring and place the requests corresponding to the items of
the bin in this wavelength ring.

For any node u, let OPT 0u be the optimal solution for the corresponding bin packing
problem of set F 0u.

Theorem 7.6 NSGA is a

⎛⎜⎝3
2
+ F

NP
u=1

OPTu

⎞⎟⎠-approximation algorithm.
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Proof. For any node u, the FFD algorithm in Step 2b returns at most 3
2
OPT 0u bins [93].

In Step 2c, a separate wavelength ring is assigned for each bin, and on each wavelength
ring, node u is an add/drop node. Additionally, at the other end of each request, an
add/drop is required. Thus, the total number of add/drop nodes required by NSGA
when node u is considered in Step 2 is at most 3

2
OPT 0u + F 0

u. Since OPT
0
u ≤ OPTu for

each node u and
NP
u=1

F 0
u = F , combined with Theorem 7.5, this proves our theorem.

The scenario given in the proof of Theorem 7.1, where there is a hub node and there
is a single request destined to each of the other nodes, can be used to show the tightness
of this upper-bound. In this scenario, each request needs an add/drop node at its other
end. Thus, a total of F add/drop nodes. At the hub node, the number of add/drop
nodes is equal to the number of bins of the corresponding bin-packing problem, for
which the FFD algorithm is a 3

2
-approximation [93].

7.5 Survivable Impairment-aware Traffic Grooming

In this section, we consider the general problem of survivable impairment-aware traffic
grooming, where transceivers are used not only for adding/dropping traffic but also
for regeneration. Consider the following example to illustrate the difference from the
previous impairment-agnostic problem. Let N = 4, C = 2, ∆ = 2, and each link has
an impairment value of 1. Let the requests be (1, 3), (2, 3) and (3, 4), and each request
has a demand of δ = 1. For the survivable traffic grooming problem, both of the
following solutions (see Figure 7.1) are optimal, and each solution requires a total of 5
add/drop nodes. Solution 1: {(1, 3), (2, 3)} on the first wavelength ring and {(3, 4)} on
the second wavelength ring; and Solution 2: {(2, 3), (3, 4)} on the first wavelength ring
and {(1, 3)} on the second wavelength ring. However, for the survivable impairment-
aware traffic grooming problem, only solution 2, which needs no extra regenerator node,
is optimal. Solution 1 requires an extra regenerator node at node 1 or node 2 of the
second wavelength ring to accommodate the backup path of (3, 4).
The number of regenerator nodes needed to feasibly and survivably route all the

assigned requests in a wavelength ring depends on the endpoints of the requests (or the
wavelength segments). However, it is possible to determine the minimum number R of
regenerator nodes required at any wavelength ring for a given survivable impairment-
aware grooming problem using the procedure FindR (see Algorithm 7.3).

Theorem 7.7 FindR returns the minimum number of regenerator nodes required on
any wavelength ring.

Proof. We give a proof by contradiction. Assume that the minimum number of
regenerator nodes is R0 < R. Let these regenerator nodes be n1, ..., nR0 in the clockwise
direction. W.l.o.g., for each node nj, node nj+1 is the farthest reachable node from nj in
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(a) Solution 1
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(b) Solution 2

Figure 7.1: An example showing the difference between the survivable traffic grooming
problem and the survivable impairment-aware traffic grooming problem. Solid nodes
are add/drop nodes and shaded nodes are regenerator nodes.

Algorithm 7.3 FindR

1. For each node u, find a value Ru as follows:

(a) Initialize Ru to 0. Beginning at node u, move clockwise (can also be anti-
clockwise, but should be consistent) to the farthest reachable node v (i.e.,
within a distance of∆) from node u and increment Ru. Let r1 be the distance
between u and v in the clockwise direction.

(b) Then, at node v move to the farthest clockwise reachable node and increment
Ru, and so on, until just before we cross node u, at which point let the last
such node be t. Let r2 be the distance between t and u in the clockwise
direction. If r1 + r2 > ∆, increment Ru.

2. R = minu{Ru}.

the clockwise direction, otherwise the regeneration at nj+1 can be moved to the farthest
reachable node. In addition, the distance between nR0 and n2 exceeds ∆, otherwise the
regeneration at n1 is not necessary. Thus, employing FindR at node n1 returns R0,
which is a contradiction.

7.5.1 Uniform Traffic

We first provide a lower-bound for the survivable impairment-aware traffic grooming
problem under uniform traffic.

Theorem 7.8 For uniform traffic, the total number of add/drop and regenerator nodes
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m is bounded by:

m ≥ max
Ã&r

δ

2C
N(N − 1)

'
, R

&
N(N − 1)
2
¥
C
δ

¦ '!
.

Proof. Since transceivers are required for adding/dropping traffic as well as regen-
eration, the total number of transceivers depends on which scenario is dominant. If

adding/dropping is the dominant factor, Theorem 7.2 gives thatm ≥
lq

δ
2C
N(N − 1)

m
.

Therefore, we need to show only the case when the number of regenerator nodes domi-
nates. The maximum number of requests that can be assigned in any wavelength ring

is
¥
C
δ

¦
. Since, we have a total N(N−1)

2
requests, we need at least

»
N(N−1)
2bCδ c

¼
wavelength

rings to accommodate all the requests, and each wavelength ring requires at least R
regenerator nodes.
Algorithm USGA can be reused for solving the survivable impairment-aware traffic

grooming problem as follows: (1) Solve the corresponding survivable traffic grooming
problem, (2) From this solution, for each wavelength ring identify non-feasible segments
and place regenerator nodes to make these wavelength segments feasible. For each
wavelength segment, this can be done using the regenerator placement algorithm in
[63]. We first give approximation ratios for this approach. However, the approximation
ratios may be too high for practical use. Therefore, we suggest a scheme to improve
the average performance of USGA, while maintaining the worst-case ratio.

Theorem 7.9 USGA has an approximation ratio of 16 if R ≤
q

2C
δ
, and 20 otherwise.

Proof. We use the same notation as in Theorem 7.4. W.l.o.g, the lower-bound on

m can be replaced with max
³q

δ
2C
N(N − 1), RN(N−1)

2C
δ

´
. From the proof of Theorem

7.4, the total number of add/drop nodes needed by USGA is at most N
¡
N−1
k

¢
. In

the worst-case, we additionally need a total of R regenerator nodes on each wavelength
ring. Thus, the total number of add/drop and regenerator nodes is at most

N

µ
N − 1
k

¶
+

Ã
N+a
k
(N+a

k
− 1)

2

!
R = N

µ
N − 1
k

¶
+R

Ã
N+a
k
(N+a−k

k
)

2

!

=

µ
N − 1
k

¶µ
N +R

µ
N + a

2k

¶¶
≤

µ
N − 1
k

¶µ
N +R

µ
1.5N

2k

¶¶
The second equality is because a ≤ k − 1. The last inequality is because 2a ≤ 2k ≤ N
(See Step 2 of USGA). We consider two cases.
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Case 1:
q

δ
2C
N(N − 1) ≥ RN(N−1)

2C
δ

or R ≤
q

2C
δ
.

The total number of add/drop and regenerator nodes is:

µ
N − 1
k

¶µ
N +R

µ
1.5N

2k

¶¶
≤

µ
N − 1
k

¶⎛⎜⎝N + 1.5N

q
2C
δ

2
jq

C
2δ

k
⎞⎟⎠

≤ 4N

µ
N − 1
k

¶
.

The first inequality is because R ≤
q

2C
δ
, and the last inequality is due to the fact that

since C ≥ 2δ,
√

C
2δ√
C
2δ

< 2.

Since k =
jq

C
2δ

k
, the approximation ratio α is:

α ≤ 4N
¡
N−1
k

¢q
δ
2C
N(N − 1)

≤ 4
q

2C
δjq
C
2δ

k = 8
q

C
2δjq
C
2δ

k ≤ 16.
Case 2:

q
δ
2C
N(N − 1) ≤ RN(N−1)

2C
δ

or R ≥
q

2C
δ
.

The total number of add/drop and regenerator nodes is:µ
N − 1
k

¶µ
N +R

µ
1.5N

2k

¶¶
= N

µ
N − 1
k

¶µ
1 +

1.5

2k
R

¶
≤ N

µ
N − 1
k

¶µ
2.5

2k
R

¶
.

The last inequality follows from R ≥
q

2C
δ
≥ 2

jq
C
2δ

k
= 2k.

The approximation ratio α is:

α ≤ N
¡
N−1
k

¢ ¡
2.5
2k
R
¢

R
³
N(N−1)
2C
δ

´ = 2.5
C
δ³jq
C
2δ

k´2 ≤ 5 C
2δ³jq
C
2δ

k´2 = 5
⎛⎜⎝
q

C
2δjq
C
2δ

k
⎞⎟⎠
2

≤ 20.

The average performance of USGA can be improved by rearranging the nodes before
creating the sets in Step 4. The basic idea is to group together pairs of nodes that
are within a distance close to the impairment threshold so that the number of extra
regenerator nodes is reduced. We show this using the following example. Let N = 6,
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(a) Solution of USGA.
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(b) Solution of USGA after rearranging the nodes.

Figure 7.2: An example showing how rearranging the order of nodes affects the solution
of USGA. Solid nodes are add/drop nodes, while shaded nodes are extra regenerator
nodes.

C = 8, δ = 1, and ∆ = 2. Thus, k = 2. By simply applying USGA, the sets in Step 4
will be {1, 2}, {3, 4}, {5, 6}, and the sets in Step 5 are {1, 2, 3, 4}, {1, 2, 5, 6}, {3, 4, 5, 6}.
This solution will require a total of 12 add/drop nodes and 3 extra regenerator nodes
(one in each wavelength ring as shown in Figure 7.2(a)). However, if the nodes are
rearranged in such a way that pairs of nodes with a distance of ∆ or more are grouped
together, the sets in Step 4 will be {1, 3}, {5, 2}, {4, 6}, and the sets in Step 5 are
{1, 3, 5, 2}, {1, 3, 4, 6}, {5, 2, 4, 6}. This solution will require 12 add/drop nodes and no
extra regenerator nodes (see Figure 7.2(b)). In general, the nodes can be rearranged
before applying USGA as follows:

• Mark node 1, then mark the clockwise unmarked node i that is at a distance of ∆
from node 1 or is the first unmarked node that is unreachable (i.e., whose distance
is larger than ∆) from node 1.

• Repeat this process from node i, until all nodes are marked.

7.5.2 Non-uniform Traffic

We first give a lower-bound for non-uniform traffic. Let BIN be the optimal number
of bins required for the following instance of the bin packing problem: For each request
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f , create an item af of size δf , and let the bin capacity B = C.

Theorem 7.10 For non-uniform traffic, the total number of add/drop and regenerator
nodes m is lower-bounded by:

m ≥ max
µ

NP
u=1

OPTu, R ·BIN
¶
.

Proof. To accommodate all the requests, at least BIN number of wavelength rings are
required. On each wavelength ring, at least R number of regenerator nodes are needed.
Combined with Theorem 7.5, this proves our theorem.
In order to solve the survivable impairment-aware traffic grooming problem, we

modifyNSGA in such a way that after the requests are assigned to wavelength rings and
add/drop nodes are identified, for each wavelength ring, we place the extra regenerator
nodes required to make all its wavelength segments feasible. Using the same notation
as in Theorem 7.6, the following theorem can be established.

Theorem 7.11 The total number of add/drop nodesm returned by the modified NSGA
is upper-bounded by:

m ≤ 3
2
(R+ 1)

µ
NP
u=1

OPT 0u

¶
+ F .

Proof. As is shown in the proof of Theorem 7.6, the number of wavelength rings

returned by NSGA is at most 3
2

µ
NP
u=1

OPT 0u

¶
. In the worst-case, we need R extra

regenerator nodes in each wavelength ring.
This upper-bound is tight since it reduces to the upper-bound of NSGA given in

Theorem 7.6 when R = 0 (i.e., when the impairment threshold is sufficiently large).

7.6 Simulation Results

We first provide simulation results showing the performance gain achieved by rearrang-
ing the order of nodes before applying USGA as described in Section 7.5.1. Figures
7.3(a) and 7.3(b) show the performance of USGA (with and without reordering) against
the lower-bound for different number of nodes (fixed capacity) and different capacity
(fixed number of nodes), respectively. From these results, we observe that (1) even
though USGA has an approximation ratio of 16 or 20, the performance ratio against
the lower-bound is at most 4 in these results, and (2) reordering the nodes provides a
performance gain as high as 30%.

Figures 7.4(a) and 7.4(b) show the results obtained for NSGA when solving the
survivable traffic grooming problem, while Figures 7.5(a) and 7.5(b) are for the modified
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Figure 7.3: Comparison of the number of add/drop and regenerator nodes required by
USGA (with and without ordering) in the survivable impairment-aware traffic grooming
problem for (a) different number of nodes (C = 36, demand values are within the range
[0, C]), and (b) different capacity (N = 30 and demand values are within the range
[0, 12]). The impairment values are uniformly distributed within the range (0, 1] and
∆ = 1.

NSGA when solving the survivable impairment-aware traffic grooming problem under
non-uniform traffic. These figures show that the results of NSGA are not generally
far-off from the lower-bounds of the optimal solutions. In addition, the lower-bound is
based on the assumption that all wavelength rings are fully utilized, but in reality, this
is not the case as some wavelength rings will only be partially utilized since requests are
not allowed to be split. Therefore, the optimal solution will in practice be much higher
than the lower-bound. Since finding the optimal solution (e.g., using exact Integer
Linear Programming (ILP) formulations) is not tractable even for small sized networks
and small number of requests, NSGA’s performance and scalability make it suitable
for practical purposes.

7.7 Conclusions

In this chapter, we have studied the survivable impairment-aware traffic grooming prob-
lem in WDM wavelength rings, where the objective is to minimize the total cost of
grooming and regeneration. Unlike previous studies in traffic grooming, we consider
both survivability and impairment-aware routing, which are gaining a lot of interest
from both network operators and researchers. We have shown that the problem is NP-
hard. We have considered two cases of the problem, (1) when the impairment threshold
can be ignored, and (2) when the impairment threshold should be taken into account



7.7. CONCLUSIONS 109

10 20 30 40 50 60
0

500

1000

1500

2000

2500

3000

3500

Number of Nodes

A
ve

ra
ge

 n
um

be
r 

of
 a

dd
/d

ro
p 

no
de

s

 

 
Upperbound
NSGA
Lowerbound

(a)

12 24 36 48 60 72
0

100

200

300

400

500

600

700

800

Capacity
A

ve
ra

ge
 N

um
be

r 
of

 A
dd

/D
ro

p 
N

od
es

 

 
Upperbound
NSGA
Lowerbound

(b)

Figure 7.4: Comparison of the number of add/drop nodes required by NSGA in the
survivable traffic grooming problem for (a) different number of nodes (C = 36 and
demand values are within the range [0, C]), and (b) different capacity (N = 30 and
demand values are within the range [0, 12]).
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Figure 7.5: Comparison of the number of add/drop nodes required by the modified
NSGA in the survivable impairment-aware traffic grooming problem for (a) different
number of nodes (C = 36 and demand values are within the range [0, C]), and (b)
different capacity (N = 30 and demand values are within the range [0, 12]).

under uniform and non-uniform traffic scenarios.
For the survivable traffic grooming problem, we have given a 4-approximation algo-
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rithm for uniform traffic, and a variable-factor approximation algorithm for non-uniform
traffic. For the survivable impairment-aware traffic grooming problem, the approxima-
tion ratio (i.e., worst-case performance) is 16 or 20 depending on the problem instance
under uniform traffic. The approximation ratio may be too high for practical purposes.
Therefore, we proposed a scheme to improve the average performance of the approx-
imation algorithm, while the worst-case ratio is maintained. Similarly, we provided a
heuristic algorithm with a provably tight upper-bound for non-uniform traffic.



Chapter 8

Inter-domain Routing in Optical
Networks

8.1 Introduction

In the previous chapters, we have focused only on networks within the same domain,
i.e., intra-domain routing and wavelength assignment (RWA). However, optical networks
using wavelength-division multiplexing (WDM) technology are being widely deployed
across domains. Future optical networks will require new protocols in order to route
and support on-demand provisioning of lightpaths between different domains. Unlike
traditional IP multi-domain networks, the study of optical multi-domain issues is at a
very early stage. One important issue is what type of information should be exchanged
among neighboring domains in order to increase efficiency. Previous works [113][114],
have proposed approaches where neighboring domains are able to exchange both Net-
work Reachability Information (NRI), and highly aggregated Path State Information
(PSI). However, the presence of wavelength converters is not analyzed in these works.
Our main contribution in this chapter is to seamlessly incorporate modifications to the
protocols proposed in [113] and [114], so that wavelength converters are utilized.
In WDM optical networks without wavelength converters, a lightpath has to use the

same wavelength all along its path. This implies that lightpath requests may be blocked,
even though there are unused wavelengths. In order to decrease the blocking ratio,
wavelength converters are employed. Moreover, the optical signal can be regenerated
at converter nodes to extend its reach. There are different methods for sharing a pool
of wavelength converters at a given node among the wavelengths of its different fiber
links [64]. Due to its sharing efficiency, we assume a share-per-node approach, where
there is a single bank of converters at a given switching node shared by all its links,
and only wavelengths that need to be converted are directed to this bank.
Since wavelength converters are costly (yet usually more affordable than adding

111
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fibers in already existing networks), we assume that for inter-domain traffic in a given
domain, the wavelength converters are placed at border optical cross-connects (OXCs).
This assumption is a realistic representation of emergent multi-domain optical networks
[68]. Due to the large amount of traffic that goes through border OXCs, putting wave-
length converters at the border OXCs is expected to have a significant performance
improvement.

8.2 Related Work

In the literature, there are only few works dealing with optical multi-domain networks;
there are even fewer works that study the effect of wavelength converters. The three
relevant standardization bodies, namely, the International Telecommunications Union
(ITU), the Internet Engineering Task Force (IETF), and the Optical Internetworking
Forum (OIF) have analyzed some of the topics related to multi-domain optical networks.
In 2002, the OIF proposed the Domain-to-Domain Routing Protocol (DDRP). The
drawbacks of DDRP are that it represents a major change in the routing system and
it is not suitable for path protection. The IETF has proposed the generalized multi-
protocol label switching (GMPLS) framework, which extends the features of multi-
protocol label switching (MPLS) for provisioning circuit-switched connections via label
abstractions for wavelengths, timeslots, etc. The ITU-T has specified a broad-based
automatic switched optical network (ASON) framework. However, most of the research
surrounding GMPLS and ASON is limited to intra-domain routing.
OBGP (Optical BGP) is an extension of BGP that has been proposed to “glue”

multi-domain optical networks [17][37][107]. The strength of this approach is that
future optical networks will benefit from the advantages of the BGP-based routing
model, such as scalability, clear administrative limits of routing domains, etc. However,
besides inheriting the well-known disadvantages of BGP, a multi-domain routing model
mainly based on the exchange of network reachability information, which is currently
the case in BGP, may not be sufficient. This has initiated the proposal of different path
state aggregation schemes and updating policies at the inter-domain level for WDM
optical networks [67][113][114].
In [113], the authors showed that by integrating only plain and highly aggregated

PSI in OBGP (in the form of an extended protocol called OBGP+), it is possible to
drastically improve its performance, without increasing the number or the frequency of
routing updates exchanged between domains. In [114], a novel distributed route control
model is proposed, which is based on the deployment of inter-domain routing agents
(IDRAs). We refer to the routing protocol running among the IDRAs as an IDRAs-
based routing protocol (IDRP). IDRP is able to significantly reduce the blocking ratio
compared to that of OBGP. However, mechanisms to take advantage of the presence of
wavelength converters in these protocols were not developed.
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In this chapter, we make simple but important modifications that will allow OBGP+
and IDRP to benefit from the use of wavelength converters. The modifications are
simple in that the algorithmic details of these protocols are not affected, and they are
important because a significant reduction in the blocking can be achieved due to these
modifications. We also show the performance gain obtained by having wavelength
converters at border OXCs, and compare the performances of OBGP, OBGP+, and
IDRP in the presence of wavelength converters.
In Section 8.3, we give a brief description of OBGP+ and IDRP. In Section 8.4,

we show how these protocols can be modified to take into account the presence of
wavelength converters. In Section 8.5, we present simulation results comparing the
performance of the three protocols and also the improvement associated with having
wavelength converters at the border OXCs. Finally, we give conclusions in Section 8.6.

8.3 OBGP+ and IDRP

The major advantage of our approach is that our modifications can be seamlessly inte-
grated in OBGP+ and IDRP. In other words, the algorithmic details of these protocols
can be reused since our modifications concern only the wavelength aggregation process.
For completeness and in order to introduce the notation used in Section 8.4, we give a
brief introduction to OBGP+ and IDRP. For a detailed description of these protocols,
the reader is referred to [113] and [114].
OBGP+ is an improved version of OBGP in that PSI is advertised besides the usual

NRI exchanged in OBGP; whereas IDRP is a novel optical routing protocol that allows
the exchange of useful traffic engineering (TE) information.

8.3.1 Network Reachability Information (NRI)

NRI messages are triggered when a new destination becomes available, or an already
known one becomes unreachable. The reachability information contained in the NRI
messages conveyed by OBGP+ consists of:

1. The set of destination networks {d} and their associated autonomous system
(AS)-path.

2. The Next-Hop (NH) to reach those destinations, i.e., the address of the ingress
OXC in the neighboring domain from which the advertisement was sent.

3. A set of pairs (λi, W (λi)) available for each destination d, where λi denotes a
particular wavelength, and W (λi) denotes the maximum multiplicity of λi.

Unlike BGP/OBGP, the NRI exchanged among the IDRAs does not include the
AS-path to reach a destination. In IDRP, rather than comparing candidate routes
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according to the length of the AS-path, the IDRAs use the TE information contained
in the routing advertisements.

8.3.2 Aggregated Path State Information (PSI)

At a given OXC, PSI messages aggregate (i) intra-domain PSI; (ii) PSI related to the
inter-domain links towards its downstream domains; and (iii) the already aggregated
PSI contained in the inter-domain advertisements received from downstream domains.
In OBGP+, the PSI is basically composed of aggregated wavelength availability infor-
mation. In IDRP, the PSI is not only composed of aggregated wavelength availability
information, but it also contains aggregated load information, which is represented by
associating a cost with each candidate (path, wavelength) pair [114]. For notation
purposes, we describe how the aggregated wavelength availability is computed.
The aggregated wavelength availability information is obtained by computing the

Effective Number of Available Wavelengths (ENAW) for each type of wavelength, both
inside an AS and across ASs. Inside an AS, the aggregation process is as follows. Let
u and v be a pair of OXCs inside an AS, P (u, v) be a candidate path between u and
v, and l be a link within the path P (u, v). The ENAW of wavelength type λi between
the OXCs u and v within a domain is computed as follows:

Wu,v(λi) = max
P (u,v)

½
min

l∈P (u,v)
[Wl(λi)]

¾
(8.1)

The rationale behind Equation (8.1) is that the ENAW of a wavelength λi along a
path P , which is basically the number of lightpaths that can possibly be setup on P
using λi, is determined by the value of λi at the bottleneck link, i.e., the link with the
minimum number of λi along P . Among all the paths between u and v, the path with
the largest ENAW is chosen.
The inter-domain part is composed of the unused wavelengths on the directly-

connected inter-domain links of the OXC, and wavelengths that are available down-
stream, which are known through the PSI advertisements from neighboring OXCs. Let
Wlb,l

0
b
(λi) be the ENAW of type λi between OXC lb and a local border OXC l0b,Wl0b,rb(λi)

be the number of free wavelengths of type λi in the inter-domain link between the local
border OXC l0b and a remote border OXC rb; and W adv

rb,d
(λi) be the ENAW of type λi

between the remote border OXC rb and the destination OXC d, which is advertised
by rb or the IDRA of rb. By combining these inter-domain components and Equation
(8.1), the OXC advertises to upstream neighbors the ENAW between the local border
OXC lb and the destination OXC d as:

W adv
lb,d
(λi) = min

½
Wlb,l

0
b
(λi), Wl0b,rb(λi), W

adv
rb,d
(λi)

¾
(8.2)
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8.4 Wavelength Aggregation withWavelength Con-
verters

In this section, we present one of the main contributions of this chapter, which is the
extension of OBGP+ and IDRP to deal with the presence of wavelength converters.
Having wavelength converters relaxes the wavelength continuity constraint, thereby
increasing the “availability” of wavelengths. We show that with simple but neces-
sary modifications, this information can be incorporated in the wavelength aggregation
process. Our approach does not entail too much overhead since the only additional
information is the number of wavelength converters at the remote border router.
We identify two types of unoccupied wavelength channels at any given border OXC:

converter and non-converter channels. A converter channel consists of different types of
wavelengths on either side of the OXC, thus requiring wavelength conversion if it is to be
used for lightpath establishment. A non-converter channel, on the other hand, is made
up of the same wavelength on both sides of the OXC and does not require wavelength
conversion. In this section, unless explicitly specified, wavelengths/channels refer to
unoccupied wavelengths/channels.
Since wavelength converters are scarce, it is assumed that they are used only when

absolutely necessary. Therefore, we first compute the number and type of non-converter
channels the same way as in the case where there are no converters. Then, the remaining
wavelengths on either side of the OXC are candidates of converter channels. However,
since a single wavelength converter can translate only one input wavelength to another
output wavelength, the number of unused wavelength converters also affects the possible
number of converter channels. Usually, there are more candidate wavelengths than
the possible number of converter channels. Hence, there should be a mechanism to
pick a specific wavelength for each converter channel (e.g., first-fit, random-fit, etc.)
before being advertised upstream. This approach provides a highly aggregated state
information, while capturing the availability of wavelength channels.
We now explain how the ENAW is computed using Figure 8.1, which shows an

example network with two ASs, their border OXCs and the unoccupied wavelengths
at each OXC. For AS1, lb and l0b represent its border nodes, whereas rb is the node
that is directly connected to AS1. The downstream AS (in this case AS2) advertises
a set of available wavelengths to the upstream AS (in this case AS1). Let W adv

rb,d
(λi)

be the advertised number of wavelengths of type λi from the downstream AS. Also,
let Radv = Rr

b
be the advertised number of available converters at rb. Wl0b,rb(λi) is the

number of wavelengths of type λi on the link between l0b and rb. This value is known to
l0b since the link is physically attached to it.
Thus, the number of non-converter channels of type λi at l0b is:

Wl0b,d(λi) = min
©
Wl0b,rb(λi),W

adv
rb,d
(λi)

ª
(8.3)
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Figure 8.1: An example depicting border OXCs of two domains connected by a single
inter-domain link. This example shows the number of wavelengths and wavelength
converters available at border OXCs of the two domains.

In Figure 8.1,Wl0b,d(λ1) = min{3, 2} = 2, Wl0b,d(λ2) = min{2, 4} = 2, andWl0b,d(λ3) =
min{5, 3} = 3.
The remaining wavelengths can be part of converter channels at l0b. The maximum

number of possible converter channels is determined not only by the number of wave-
lengths that are not in the non-converter channels, but also by the number of available
converters. Hence, it can be shown that the maximum number of converter channels is,

min

("X
i

¡
Wl0b,rb(λi)−Wl0b,d(λi)

¢#
, (8.4)"X

i

¡
W adv

rb,d
(λi)−Wl0b,d(λi)

¢#
, Radv

)

In Figure 8.1, the number of converter channels is: min{{(3−2)+(2−2)+(5−3)},
{(2− 2) + (4− 2) + (3− 3)}, 4} = min{3, 2, 4} = 2.
For these converter channels, wavelengths are selected from the set {Wl0b,rb(λi)}\{Wl0b,d(λi)},

i.e., the set of wavelengths inWl0b,rb(λi) that are not in the non-converter channels. Then,
Wl0b,d(λi) is updated so that it includes both the converter and non-converter channels
before being advertised upstream. Let us assume that a random selection is used and
the updated Wl0b,d(λ1) = 3, Wl0b,d(λ2) = 2, and Wl0b,d(λ3) = 4.
Similarly, the number of non-converter channels of type λi at lb is:

Wlb,d(λi) = min
©
Wlb,l

0
b
(λi),Wl0b,d(λi)

ª
(8.5)

In Figure 8.1,Wlb,d(λ1) = min{6, 3} = 3,Wlb,d(λ2) = min{4, 2} = 2, andWlb,d(λ3) =
min{1, 4} = 1.
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The total number of converter channels at lb is,

min

("X
i

¡
Wlb,l

0
b
(λi)−Wlb,d(λi)

¢#
, (8.6)"X

i

¡
Wl0b,d(λi)−Wlb,d(λi)

¢#
, Rl0b

)

where Rl0b is the number of converters at l
0
b. In Figure 8.1, this is equal to min{{(6 −

3) + (4 − 2) + (1 − 1)}, {(3 − 3) + (2 − 2) + (4 − 1)}, 3} = min{5, 3, 3} = 3. Let us
assume that after randomly selecting from wavelengths that are not in the non-converter
channels for the three converter channels, the updated W adv

lb,d
(λ1) = 5, W adv

lb,d
(λ2) = 3,

and W adv
lb,d
(λ3) = 1.

Finally, AS1 advertises W adv
lb,d
(λi) and Radv = Rl

b
to upstream domains. However,

without the modified wavelength aggregation process (see Equation (8.2)), AS1 would
have instead advertised W adv

lb,d
(λ1) = 2, W adv

lb,d
(λ2) = 2, and W adv

lb,d
(λ3) = 1.

In [113][114], it is proposed to piggyback Keepalive messages that are exchanged
between neighboring OXCs with PSI messages. In this approach, keepalive messages
are, just like in BGP, exchanged to notify if the neighboring node is still operative.
However, unlike in BGP, the keepalive messages are extended to convey PSI messages.
A major advantage of this strategy is that it does not increase the number of routing
messages exchanged between domains. In this chapter, we employ the same approach.

8.5 Results and Discussion

In this section, we present simulation results that compare the performance of OBGP,
OBGP+ and IDRP. Our performance metrics are the Blocking Ratio (BR) of inter-
domain lightpath requests, and the number of routing messages exchanged to achieve
this blocking ratio. To this end, we have conducted extensive simulations using OPNET.
In our simulations, we have used a PAN-European topology, which was introduced in
[31] (and shown in Figure 8.2) as a reference topology suitable for a PAN-European
fiber-optic network. The network consists of 28 domains and 41 inter-domain links,
and the nodes were chosen in such a way that some of the main European Internet
Exchange Points are included.
Inside each domain of the PAN European network, we placed a random number of

OXCs, which is equal to or higher than the number of inter-domain links of that domain.
There are 18 source and 10 destination OXCs randomly located covering the entire PAN
European network in such a way that each domain has one source or destination OXC.
In other words, we simulate inter-domain traffic which is transferred between domains.
Each link in the network consists of 5 fibers and each fiber has 14 wavelengths.
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Figure 8.2: A PAN-European network.

In our simulation, traffic was modeled according to a Poisson distribution with
exponentially distributed inter-arrivals. The blocking ratio and routing messages are
collected under different traffic loads, varying from 100 up to 300 Erlangs. In order to
evaluate the impact of the frequency of updates in the PSI messages, we have tested
three scaled and normalized Keepalive Update Interval (KT ) of the Keepalive messages:
KT = 1, KT = 3, and KT = 5 units. In terms of the availability of converters, we
have considered three scenarios: no converters, 5 converters and 10 converters at each
border OXC of the domains in the network. For each case, the results are the averages
of over 30 randomly generated PAN European network configurations. These network
configurations are different from each other in the network topology inside each domain,
and the location of source and destination OXCs over the entire network.
Due to space constraints, we are able to show only some of the results. Figures 8.4

and 8.5 show the efficiency of using wavelength converters in OBGP+ and IDRP for
KT = 1. Similar results have been obtained for KT = 3 and KT = 5. Figure 8.3 shows
the improvement factor (IF) in the blocking ratios of OBGP+ and IDRP over OBGP
and the number of messages generated under traffic values 200, 250 and 300 Erlangs
for 5 converters. Similar results have been obtained for 10 converters. The following
observations can be made from our results.

• Increasing the update interval KT causes more blocking because a higher value of
KT means that the PSI is not accurate enough since messages are exchanged less
frequently. In fact, a major advantage of embedding PSI messages in Keepalive
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messages is that when KT is decreased so as to improve the responsiveness of
OXC neighbors, PSI messages will be updated more frequently.

• IDRP always significantly outperforms both OBGP+ andOBGP (whereas OBGP+
outperforms OBGP). This is due to the fact that IDRP additionally utilizes ag-
gregated load information. In fact, for 10 converters and KT = 1, IDRP achieves
a blocking ratio of less than 0.1% for all simulated traffic values. The 0.1% block-
ing ratio is a threshold recommended by the IST FP6 NOBEL project [76] for
optical networks in order to support real-time and streaming applications.

• The total number of messages generated decreases as more wavelength converters
are used in the network. The reason for this is that in the presence of wavelength
converters, the wavelength continuity constraint is relaxed and there will be more
wavelengths available along a path. Therefore, it is less likely for the wavelengths
of a path to be exhausted fast, thereby triggering reachability messages and path
exploration.

• The blocking ratios for IDRP and OBGP+ decrease as more wavelength convert-
ers are placed in the network. But this is not the case in OBGP (results not shown
here) if it always chooses the wavelength with the lowest identifier (First-Fit) along
the shortest path. Such a first-fit approach increases conflicts as different OXCs
tend to simultaneously choose lower identifier wavelengths, while higher identifier
wavelengths are available. The situation is worsened as the number of converters
in the network is increased, since the “availability” of these lowest indexed wave-
lengths is also increased, thereby exacerbating the possibility of conflicts. This
situation can be avoided by choosing wavelengths randomly (Random-Fit) instead
of always choosing lower indexed wavelengths.

8.6 Conclusions

In this chapter, we have made simple but important modifications to two inter-domain
optical protocols, namely, OBGP+ and IDRP, to handle the presence of wavelength
converters. We have also performed extensive simulations comparing the performance
of OBGP (Optical BGP) and these protocols. The results obtained in a PAN European
network show that IDRP significantly outperforms OBGP+ and OBGP, and OBGP+
outperforms OBGP. The performance metrics in the simulation were blocking ratio and
the number of messages generated (for a duration of one week).
From these results, it can be inferred that the exchange of aggregated path state

information (PSI), and the presence of wavelength converters at border OXCs improve
the blocking ratio and the number of messages generated significantly. In fact, using
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Figure 8.3: Improvement Factors (IF) in the blocking ratios of OBGP+ and IDRP
over OBGP for 200, 250, and 300 Erlangs, and overall number of routing messages
exchanged for 5 converters.
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number of wavelength converters for OBGP+ (KT = 1).
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Figure 8.5: Average blocking ratio and standard deviation. Comparison of different
number of wavelength converters for IDRP (KT = 1).

IDRP with enough wavelength converters, it is possible to achieve the 0.1% blocking
ratio threshold that is recommended by the IST FP6 NOBEL project [76] for optical
networks to support real-time and streaming applications. The decrease in the blocking
ratio is obtained without an increase in the total number of messages exchanged, because
we have employed a strategy of piggybacking PSI updates in the Keepalive messages
exchanged between neighboring IDRAs/OBGP+ nodes.
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Chapter 9

Case Study

9.1 Introduction

As was discussed in Chapter 7, traffic grooming allows efficient utilization of the large
capacity of lightpaths by aggregating several independent traffic streams onto a single
wavelength. In addition, in the course of this thesis, we have emphasized the importance
of survivability (Chapters 2-7) and impairment-aware routing (Chapters 4-7) in WDM
networks. In Chapter 7, we considered survivable impairment-aware traffic grooming in
WDM rings. In this chapter, we consider the same problem but with a special focus on
the SURFnet61 network shown in Figure 9.1 (the approaches followed in this chapter
can be employed for other WDM networks as well). We also make use of realistic data
(types of nodes, impairment values, traffic matrix, etc.) obtained from the SURFnet6
network.
Nodes are equipped with an optical add/drop multiplexer (OADM) to add/drop

wavelengths. There can be two types of OADMs in the network: fixed OADMs
and Reconfigurable OADMs (ROADMs) [3]. In fixed OADMs, wavelengths that are
added/dropped at a given node are fixed and reconfiguration requires human interven-
tion. On the other hand, in ROADMs, one or more wavelengths can be added/dropped
automatically with minimal user intervention. The key enabling component in ROADM
configuration is the Wavelength Selective Switch (WSS), which allows for individual
wavelengths on a common input fiber to be selectively switched to any of multiple
output fibers [48]. Even though ROADMs are flexible and efficient, the initial cost of
ROADM components is higher than that of fixed OADM components. Thus, not all
nodes may be equipped with ROADMs. Amplifiers at nodes, which are required to
compensate for transmission fiber loss and the loss of passive optical components, add
noise and contribute to signal distortions. The impairment value associated with a node

1The SURFnet6 network connects research and educational institutes in the Netherlands using
lightpaths (http://www.surfnet.nl/en).

123
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depends on the type of OADM used at the node. Unlike most previous studies, we not
only consider impairments associated with links, but also nodal impairments in this
chapter. Similarly to the model in Chapter 7, the cost of transceivers is the dominant
component in the cost of traffic grooming and regeneration.
In Section 9.2, we give a formal definition of the survivable impairment-aware traffic

grooming problem, which minimizes the total number of transceivers placed in the
network, and show that the problem is NP-hard. Subsequently, we provide a heuristic
approach for solving the problem in Section 9.3. We study the performance of this
approach in Section 9.4 using data obtained from the SURFnet6 network, and we finally
conclude in Section 9.5.

9.2 Problem Definition

We use the same terms used in Chapter 7, and the objective remains to minimize the
total number of transceivers required to feasibly and survivably route all requests (with
the assumption that there are enough wavelengths to accommodate all the requests).
Here also, as in Chapter 7, traffic between a given pair of nodes is not split unless
it exceeds the full capacity of a wavelength. Since a wavelength is regenerated when
traffic is added/dropped from it, an add/drop node is also a regenerator node. Thus, a
wavelength can be regenerated under two scenarios: (1) when regeneration is required
so that the impairment threshold is not exceeded, and (2) when traffic carried by the
wavelength is added/dropped. We refer to the former as simply regeneration, while to
the latter as add/drop regeneration.

Problem 9.1 Survivable impairment-aware traffic grooming problem Given is
an optical network G(N ,L), whereN is the set of nodes, L is the set of links. Associated
with each link l ∈ L is an impairment value r(l), and with each node u∈ N is an
impairment value r(u). The impairment threshold is ∆ and a wavelength has a capacity
C. Also given are a set F of F requests. Each request f ∈ F is represented by the tuple
(sf , df , δf), where sf and df are the source and destination nodes, respectively, and δf
is the amount of demand of request f . The problem is to minimize the total number of
transceivers needed in the network so that (1) each request is assigned a pair of disjoint
lightpaths; (2) the capacity of each wavelength in a link is not exceeded; and (3) for
any lightpath, the impairment values of its regeneration segments should not exceed the
impairment threshold.

Theorem 9.1 The survivable impairment-aware traffic grooming problem is NP-hard.

Proof. We provide a proof based on the (survivable) impairment-aware path selection
problem, where given a sparse regeneration network (i.e., a network wherein only a few
nodes have regeneration capacity), an impairment threshold, and a request between
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two pairs of nodes, the problem is to find a feasible simple path for the given request,
i.e., its regeneration segments do not violate the impairment threshold. The (surviv-
able) impairment-aware path selection problem is proved to be NP-hard in Chapter
4. As is explained earlier, we have two scenarios that lead to the regeneration of a
given wavelength: add/drop regeneration (i.e., when traffic is added/dropped from the
wavelength), and regeneration (i.e., when the impairment value since last regeneration
exceeds the threshold).
Instance: A single wavelength and a set of requests that can all fit in this wavelength.

In this instance, the number of add/drop nodes is fixed, i.e., the total number of distinct
source and destination nodes. Hence, the objective reduces to minimizing the number of
extra regenerations. A decision problem related to the given instance of the survivable
impairment-aware traffic grooming problem is described as follows:
Question: Is it possible to feasibly route all requests with at most K extra regener-

ations?
ForK = 0, the question reduces to: is it possible to feasibly route each request using

only add/drop regenerations? In this scenario, the source and destination nodes of the
given requests are the only (add/drop) regeneration nodes. In other words, the network
has sparse regeneration capacity. By solving the decision problem, each request will be
assigned feasible primary and backup lightpaths using only the existing regeneration
capacity in the network. However, this is equivalent to solving the NP-hard survivable
impairment-aware path selection problem for each request.

9.3 Heuristic Approach

Since the survivable impairment-aware traffic grooming problem is NP-hard, we propose
a heuristic approach for solving it. The complexity of the problem can be reduced by
limiting the number of paths that are considered for each request. However, since it is
a design problem, time is of less importance since the algorithm needs to run once. We
provide a two-phase heuristic approach that makes use of a precomputed set of paths.

9.3.1 Phase 1: Precomputed Paths

In the first phase, K pairs of (shortest) disjoint paths are pre-computed for each request
(using an algorithm given in [82]), and the solution will be selected from these pairs
of paths using an Integer Linear Programming (ILP) formulation. In this phase, the
objective is to minimize the number of transceivers required for adding/dropping the
wavelengths (i.e., regeneration is not considered). It is based on the assumption that
putting requests that originate or end at a given node in the same wavelength mini-
mizes the total number of transceivers needed. This approach has also an additional
advantage in that the total number of used wavelengths is minimized, since it tends to
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aggregate (groom) traffic in a smaller number of wavelengths. Let W be the number of
wavelengths, and all the requests can be accommodated. We assume that each request
has a demand that is less than the capacity of a wavelength, otherwise a full wavelength
is independently assigned for the request and the remaining amount is considered as its
demand.
Indices, constants, variables:
Pf,k = {Pf,k,1, Pf,k,2} for k = 1, . . . ,K A set of precomputed pairs of disjoint

paths for request f .
αf,k,λ is 1 if the kth disjoint path pair is selected

and uses wavelength λ; 0 otherwise.
af,k,l is 1 if either the primary or the backup

path of the kth disjoint path pair uses link
l; 0 otherwise.

Objective:
Minimize the total number of add/drop nodes:

Minimize:
X
u

X
λ

xu,λ.

Constraints:
For each request, only one pair of disjoint paths is selected:X

k

X
λ

αf,k,λ = 1 for f = 1, . . . , F .

The capacity of each wavelength on each link should not be exceeded:X
f

X
k

δf · af,k,l · αf,k,λ ≤ C for ∀l ∈ L;λ = 1, . . . ,W .

A given node is an add/drop node for a given wavelength if traffic is added/dropped
(groomed) on this wavelength at the node:X

f∈{f |sf=u or df=u}

X
k

αf,k,λ ≤ F · xu,λ ∀u ∈ N ;λ = 1, ...,W .

9.3.2 Phase 2: Rerouting Lightpaths

In phase 1, the objective is to reduce the number of transceivers needed for adding/dropping
(grooming) the given set of requests at the source and destination nodes. However, some
of the lightpaths obtained in phase 1 may not be feasible, thus require the placement
of extra transceivers. Algorithm Reroute (see Algorithm 9.1) minimizes the additional
number of regenerations by rerouting requests whose lightpaths are infeasible. Unlike
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the wavelength rerouting discussed in Chapter 3, the rerouting in this section changes
both the path and the wavelength of a lightpath. A request needs extra regeneration if
its primary or backup lightpath has an infeasible segment (i.e., its impairment value ex-
ceeds∆) in the current setup. Let P be the set of requests that need extra regeneration,
and Nλ be the set of regenerator nodes for wavelength λ in the given network.
Algorithm Reroute works as follows. In Step 1, it (randomly) chooses a request

f from the requests in P. In the next steps, it tries to find a feasible pair of disjoint
lightpaths using only the existing regenerator nodes. This is done by constructing a
new graph on each wavelength that sf and df are add/drop nodes. In Step 2, graph
Gλ represents a graph on wavelength λ, and is made up of links with enough residual
capacity on wavelength λ to support request f or belong to the primary or backup
lightpaths of request f . In Step 2b, a new graph G0

λ is obtained from graph Gλ as
follows. Its nodes are the add/drop or regenerator nodes of wavelength λ (including
the source and destination nodes of request f), and a link exists between two nodes if
they are directly reachable (i.e., without regeneration). Then in Step 2c, two disjoint
paths are computed using Suurballe’s algorithm [99] in graph G0

λ. These paths are
then translated to their equivalent paths in Gλ by replacing the links in G0

λ with the
corresponding subpaths in Gλ. If the paths are simple and feasible, they are accepted as
a solution. Otherwise, we add extra regenerator nodes to make the original lightpaths of
f feasible. Adding extra regenerator nodes, however, may render some of the requests
in P feasible. These requests are removed from P before the next iteration.

9.4 Simulation Results

In this section, we compare our heuristic approach with a sequential approach in the
SURFnet6 network shown in Figure 9.1. In the sequential approach, each request
is assigned the shortest link-disjoint pair of paths between its source and destination
nodes. Then, the lightpaths are sequentially allocated wavelengths in such a way that
a lightpath is assigned to the lowest-indexed wavelength that has sufficient capacity for
its traffic. We first provide a description of the physical impairment considered in these
simulations.

9.4.1 Figure of Merit (FoM)

Amplifiers are placed at several points along a fiber-link to overcome fiber losses. The
segment of a link between two consecutive amplifiers is known as a fiber span. How-
ever, each amplifier adds noise, which is referred to as Amplifier Spontaneous Emission
(ASE), along the fiber. ASE degrades the optical signal to noise ratio (OSNR) and is
an important physical impairment, especially when the power levels are low enough to
ignore non-linearities [94]. The noise figure of a link, which is the ratio of the OSNR
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Algorithm 9.1 Reroute

1. While P is not empty, pick a request f ∈ P. Let its assigned disjoint pair of
lightpaths be {Pf,1, Pf,2}.

2. For each wavelength λ for which sf and df are add/drop nodes, let B0
l,λ be the

residual capacity of wavelength λ on link l. Let Gλ = (N ,Lλ), where Lλ = {l ∈
L|B0

l,λ ≥ δf or l ∈ Pf,1 or l ∈ Pf,2}. Let N 0
λ be the set of nodes on which λ is

add/dropped or regenerated.

(a) For any u, v ∈ N 0
λ, let rλ(Pu−v) be the length of the shortest path (in terms

of impairment values) between nodes u and v in Gλ.

(b) Create graph G0
λ = (N 0

λ,L0λ), where L0λ = {(u, v)|u, v ∈ N 0
λ and rλ(Pu−v) ≤

∆}. Assign a cost of 1 to each link in G0
λ.

(c) Find two disjoint paths P 0
1 and P 0

2 in graph G0
λ.

(d) For P 0
1 and P 0

2, find their corresponding paths P1 and P2 in Gλ.

(e) If P1 and P2 are simple and disjoint lightpaths:

i. Assign them to request f .
ii. Remove f from P and update the residual capacities of all links that
belong to the old and new lightpaths of f .

iii. Go to Step 1.

(f) Else, go to Step 2 for the next wavelength.

3. If all wavelengths are exhausted and no feasible lightpaths are found,

(a) Place the minimum number of regenerators needed to make Pf,1, Pf,2 feasible.

(b) Remove f from P.
(c) Remove all requests in P whose lightpaths are now feasible.
(d) Go to Step 1.

at the start of a link to that at the end of a link, is the sum of the noise figures of its
spans. The noise figure of a system is usually given in dB. In order to express the noise
figure in linear units, we introduce the following formula to quantify the quality of an
optical fiber link [94], which we refer to as the Figure of Merit (FoM).

FoM =
HX
j=1

10
Lj
10 ,
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where Lj is the fiber loss of span j in dB (it is the same as the gain of amplifier j when
the net gain of the amplified link is unity), and H is the number of spans.

9.4.2 Results and Discussion
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Figure 9.1: The SUFnet6 network. Shown in this figure are the different types of nodes
and the FoM values of the links in the network (for fiber loss of 25 dB/km).

As shown in Figure 9.1, there are two types of nodes in the network: Fixed OADM and
ROADM nodes. The FoM value of a fixed OADM node is 65, while that of a ROADM
node is 37. The FoM values of the links are shown in the figure. We have considered
five traffic matrices (TMs) that represent synchronous digital hierarchy (SDH) data
over the WDM network. One of the traffic matrices (TM1) represents a realistic traffic
matrix of the SURFnet6 network, while the others represent predicted traffic scenarios
of this traffic matrix. The impairment (FoM) threshold for the 10Gb/s WDM interfaces
that we considered is equal to 600.
Table 9.1 compares our approach (forK = 3 pairs of disjoint paths per request) with

the sequential approach in terms of the total number of transceivers and wavelengths
required in the network for five different traffic matrices. The results show that both the
number of transceivers and wavelengths required by our heuristic approach are signifi-
cantly less than those of the sequential approach. Additionally, in our approach, all the
regenerations for the given traffic matrices are handled using add/drop regenerations,
i.e., no extra transceivers are needed for only regeneration. This is achieved through
rerouting of the lightpaths in the second phase of our approach. We have developed
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an exact ILP as well, but it was too complex to return solutions in a reasonable time
frame (within a few weeks). We have, therefore, compared our approach only to the
sequential approach, which is often used by practitioners.

Table 9.1: Results comparing our approach and a sequential approach.
Total Amount of Traffic (Gb/s)

TM1 TM2 TM3 TM4 TM5
106 130 144 162 180

Number of Transceivers
Our Approach 158 170 178 196 206
A Sequential Approach 232 284 300 294 318

Number of Wavelengths
Our Approach 5 7 8 9 12
A Sequential Approach 8 11 12 13 15

9.5 Conclusions

In this chapter, we have studied the survivable impairment-aware traffic grooming prob-
lem with a special focus on the SURFnet6 network. We have shown that this problem is
NP-hard, and provided an efficient heuristic approach for solving it. We have performed
simulations on this realistic network (using actual data obtained from the network)
comparing our approach with a greedy sequential approach, which is usually used by
practitioners. The simulation results have shown that the number of regenerators and
wavelengths required by our heuristic approach are significantly less than those of the
sequential approach.
Minimizing the number of transceivers will not only lead to a significant reduction in

the capital expenditure (CAPEX), but also results in a reduced operational expenditure
(OPEX) because of the significant decrease in power consumption and heat dissipation.
In addition, the reduced number of wavelengths decreases the operating cost (OPEX)
associated with each wavelength.
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Conclusions

With the development and growth of bandwidth-intensive applications, there is an ever-
increasing demand for bandwidth. Wavelength Division Multiplexing (WDM) optical
networks that provide a large bandwidth capacity by partitioning a fiber into multiple,
but independent wavelength channels are promising candidates to satisfy the growing
bandwidth demand. Each wavelength channel can currently operate at rates as high as
100 Gb/s. In WDM networks, requests between nodes are handled using lightpaths that
are made up of wavelength channels. In WDM networks, unlike traditional networks,
routing involves not only path selection, but also wavelength assignment, and is known
as Routing and Wavelength Assignment (RWA). The main focus of this thesis is to
study two important issues pertinent to RWA in WDM networks:
(1) Survivability: Lightpaths in WDM networks usually transport a large amount

of data. If a lightpath fails due to various natural or man-made disasters, the data
loss can be costly. Hence, survivability, which is the ability to reconfigure and resume
communication, is vital.
(2) Impairment-aware routing: As an optical signal traverses its path, it encounters

noise and signal distortions along its way. The effect of these physical impairments
may lead to bit errors, which make the signal unrecognizable at the receiving end. The
solution for this is to regenerate the signal at some intermediate points. Impairment-
aware routing is a routing where the effect of physical impairments is taken into account.
In this thesis, we began with the study of impairment-agnostic survivability (Chap-

ters 2 and 3), and then dealt with both survivability and impairment-aware routing
(Chapters 4-7) in intra-domain networks. We have also considered RWA in inter-domain
networks (Chapter 8). In addition, we made a case study (Chapter 9) of survivable and
impairment-aware routing on a realistic network using data obtained from the network.
In short, this thesis makes theoretical as well as practical contributions in the study

of survivable and impairment-aware RWA in WDM optical networks. The proposed
algorithms and approaches may also be extended to other types of networks, since the
routing issues discussed in this thesis are related to such issues as QoS routing, fault-
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tolerance, etc. in other types of networks. For example, impairment-aware routing
relates to the gas station problem, where given a set of nodes (towns) with gas stations,
the objective is to find a route from one town to another in such a way that a driver is
not stranded between gas stations. We now give general conclusions of the thesis.

10.1 Survivability (Impairment-agnostic)

Survivability usually involves finding link-disjoint primary (which is used under normal
operations) and backup (which is used after the failure of the primary lightpath) light-
paths. Minimizing the total cost of the primary and backup lightpaths (min-sum) is
the most common objective. The min-sum link-disjoint paths problem is polynomially
solvable. However, there can be some secondary objectives in order to satisfy additional
requirements such as minimizing the cost of the longer or the shorter path, and bound-
ing the costs of the two paths. We have studied variants of the min-sum problem with
these secondary objectives, and our main conclusions are:

• These secondary objectives turn the polynomially-solvable min-sum problem to
NP-complete problems.

• Since only min-sum pairs of paths are considered, the search space is reduced.
Thus, exact algorithms (which we proposed) can solve the respective problems
in a reasonable running time (in the order of seconds) for fairly large network
sizes (in the order of hundred of nodes), which makes them possible candidates
for practical purposes.

When lightpaths are dynamically setup and torn-down, lightpath requests arrive and
depart the network over time. Since there is generally a limited amount of resources,
assigning a lightpath may block future lightpath requests. However, network operators
should decide whether to accept or reject the decision based on the input seen so far, i.e.,
without any knowledge of future requests. This is known as on-line routing, as opposed
to off-line routing, where the whole input sequence is known a priori. The performance
of an on-line routing algorithm is measured against that of a corresponding off-line
routing algorithm using what is known as the competitive ratio. In this thesis, we have
considered (on-line) survivable routing and wavelength assignment (SRWA), and our
main conclusions and contributions are:

• For specific topologies such as rings, star-of-rings, tree-of-rings and lattices, it
is possible to have good (i.e., constant or logarithmic) competitive ratios. Even
though these topologies are relatively simple, not only they provide us insight
into the complexity of the on-line SRWA problem, but they are also used in some
realistic networks.
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• For general topologies, it is not possible to obtain a good competitive ratio. How-
ever, wavelength rerouting, which involves changing the wavelength of existing
lightpaths to accommodate a newly arriving request, improves the average perfor-
mance of on-line algorithms. In practice, since it may not be desirable to disrupt
too many lightpaths, the number of rerouted lightpaths should be minimized.

• The complexity of the wavelength rerouting problem, which minimizes the total
number of rerouted lightpaths, depends on the survivability scheme. It is poly-
nomially solvable for dedicated protection scheme, whereas it is NP-complete for
shared protection scheme.

• Combined with sharing of resources among backup lightpaths, wavelength rerout-
ing can significantly reduce the rejection ratio in on-line SRWA.

• Our main contributions are (1) approximation algorithms that perform close to
the best-known, but costly (in terms of time and memory requirements) exact
algorithm for dedicated protection scheme, and (2) a heuristic algorithm for shared
protection scheme.

10.2 Impairment-aware Routing

The two main questions with regards to impairment-aware routing are:
(1) Impairment-aware path selection: how to find a feasible path from the source to

the destination node?
(2) Regenerators placement: where and how many regenerators need to be placed?
The effect of physical impairments can be well approximated by considering some

of the main linear (additive) impairments. Therefore, we considered impairment-aware
path selection, where there are a set of m ≥ 1 such physical impairments associated
with each link. The following are our main conclusions in this regard:

• The path selection problem is strongly NP-complete for m ≥ 1 in general topolo-
gies.

• The problem is polynomially solvable for m = 1 in line topology and directed
acyclic topologies or for such topologies as tree-of-rings, which can be transformed
to directed acyclic graphs (DAGs) before solving the problem.

• Our main contributions are: (1) An efficient heuristic algorithm for general topolo-
gies, which is derived from an exact algorithm (which we proposed) and whose
appealing performance is demonstrated through simulations; (2) An exact algo-
rithm for m = 1 in line topology and directed acyclic topologies.
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• In practice, there is usually sparse regeneration capacity in the network. There-
fore, the objective may not only be finding a feasible path but also minimizing
the required number of regenerations. Our algorithms are capable of returning
feasible paths with minimal number of regenerations.

Since regenerators are costly, and are active elements that consume power and re-
quire maintenance, the main objectives when placing regenerators in a network are
minimizing the total number of regenerators and minimizing the total number of re-
generator nodes (i.e., nodes with regeneration capability). The regenerator placement
problem with the objective of minimizing the total number of regenerator nodes is
proved to be NP-hard in the literature. This approach is based on the assumption that
regenerator nodes have full regeneration capability, i.e., there is no limitation on the
number of wavelengths that are simultaneously regenerated at a node. However, under
existing practical and reliable technologies, regeneration is performed per wavelength.
Therefore, assuming full regeneration is costly since a separate regenerator is placed
beforehand for each possible wavelength regeneration. Thus, we instead focused on
minimizing the total number of regenerators as a main objective. Our main conclusions
are:

• For m > 1, the regeneration placement problem is NP-hard.

• For unprotected lightpaths andm = 1, the problem is polynomially solvable when
there is no restriction on the number of wavelengths, and is NP-hard if the number
of wavelengths is restricted.

• For unprotected lightpaths and m = 1, the problem becomes NP-hard when
minimizing the total number of regenerator nodes is a secondary objective, even
when there is no restriction on the number of wavelengths.

• For protected lightpaths (dedicated or shared), the regenerator placement problem
is NP-hard, even for m = 1.

• Our main contributions are (1) an exact algorithm for unprotected lightpaths
when there is no restriction on the number of wavelengths, (2) efficient heuristic
algorithms for unprotected lightpaths when minimizing the number of regenerator
nodes is a secondary objective or when there is restriction on the number of
wavelengths, and (3) approximation algorithm and efficient heuristic algorithms
for dedicated and shared protection schemes.

Since the capacity offered by wavelength channels, which can be as high as 100 Gb/s,
may not be fully utilized by individual requests, it may be necessary to aggregate several
independent traffic streams onto a single lightpath. This is known as traffic grooming
and leads to efficient use of available capacity. Our main conclusions with regards to
traffic grooming are:
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• The survivable (impairment-aware) traffic grooming problem, which minimizes
the cost of traffic grooming and regeneration, is NP-hard.

• Our main contributions are (1) constant-factor approximation algorithms (when
the traffic is uniform) and (2) variable-factor approximation algorithms or heuris-
tic algorithms with upper-bounds (when the traffic is non-uniform) for ring topolo-
gies, which are among the most widely deployed topologies in optical networks.

In addition, a case study of survivable and impairment-aware RWA is made on the
SURFnet6 network, which connects research and educational institutes in the Nether-
lands. In this case study, simulations were conducted on the network (using realistic
data such as types of nodes, impairment values, traffic matrix, etc.) to compare our
proposed approach with a greedy sequential approach, which is often used by practi-
tioners. The results showed that the number of regenerators and wavelengths required
by our approach are significantly less than those of the sequential approach. This leads
to a significant reduction of not only the capital expenditure (CAPEX), but also the
operational expenditure (OPEX) because of the reduced power consumption and heat
dissipation, and operational cost associated with each wavelength. From a practical
implementation point of view, the results obtained from these simulations have been
employed as an input during the redesigning process of the SURFnet6 network.

10.3 Inter-domain RWA

With the increasing deployment of optical networks, future optical networks will re-
quire new protocols in order to route and support on-demand provisioning of lightpaths
between different domains. In this thesis, we have modified and studied the perfor-
mance of three different inter-domain routing protocols in the presence of wavelength
converters. The following are our main conclusions:

• The exchange of (even a highly aggregated) path state information (PSI) between
domains can significantly reduce the blocking ratio, and the number of messages
sent between border optical cross-connects (OXCs).

• With enough wavelength converters, an inter-domain routing algorithm suggested
in [114], which allows the exchange of a highly aggregated PSI, can achieve a
blocking ratio that is recommended for optical networks to support real-time and
streaming applications.

10.4 Future Work

In this thesis, we have thoroughly studied various problems related to survivability
and impairment-aware routing in WDM optical networks. Therefore, this thesis work
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will provide a strong foundation for related future works. There are several interesting
venues for future work, which can be direct extensions of this thesis or independent
work that may result in another thesis.

Extension work

1. Different survivability schemes: As is mentioned in Chapter 1, there are several
survivability techniques depending on the objective at hand. In this thesis, we
have mainly focused on dedicated and shared protection schemes. Future studies
may look into other survivability techniques, and whether our approaches can also
be extended to employ these techniques.

2. Non-linear impairments: As is described in [98], the effect of physical impairments
can be well approximated by considering some of the main linear impairments, and
assuming that the non-linear impairments are bounded and implicitly reflected in
a maximum number of spans. However, it may still be worth investigating the
effect of non-linear impairments to obtain a complete picture.

Independent work

1. Survivability and impairment-aware issues in inter-domain networks: In this the-
sis, we focused mainly on survivability and impairment-awareness in intra-domain
networks. Due to administrative policies, the type and amount of messages ex-
changed between domains may not be enough to give a complete and global
information. Therefore, survivability and impairment-aware approaches in intra-
domain networks may not be suitable for inter-domain networks. Therefore, a
study of survivability and impairment-aware routing in inter-domain networks
can be a good venue for further research.

2. Energy-aware routing and energy-efficient (“green”) designs in optical networks:
This is an area that is gaining a lot of interest in the research world, and the
main goal is to propose routing and design techniques that are sustainable, and
have minimal environmental impacts. Most of the work done in this area is for
wireless networks, and there is only a limited work for wired networks in general,
and optical networks in particular. In this thesis, we have studied survivable
and impairment-aware traffic grooming, where the objective is to minimize the
cost of regeneration and grooming. Even though energy efficiency is not the
main objective, our approach usually leads to a reduction in power consumption.
However, it might not necessarily result in the most energy-efficient solution.
Therefore, a study into the trade-off (if necessary) between regeneration/grooming
cost and energy-efficiency can also be another venue.



Appendix A

Exact Algorithm for Minimized
RPP

We now provide an exact ILP formulation to solve the Minimized RPP problem
of Chapter 5. As stated earlier, the optimal number of regenerators required by each
request can be computed in polynomial time using algorithmESRPP . Thus, we assume
that for each request, this value is precomputed and our interest is to find paths that
minimize the total number of distinct nodes where these regenerators are placed. We
first give the formulation for directed networks, and then show how it is slightly modified
in the case of undirected networks.
Indices/constants:
f = 1, . . . , F ID of requests (F in total).
L+(u) Set of outgoing links of node u.
L−(u) Set of incoming links of node u.
Rf The minimum number of regenerators required for routing request f .
Variables (integers):
γf,l,u is 1 if request f uses link l and node u is the last regenerator node (or the

source node) before encountering link l; 0 otherwise.
τ f,u,v is 1 if request f places a regenerator at node u directly followed by a

regenerator at node v, i.e., there is a regeneration segment of lightpath f
between u and v; 0 otherwise. Node u can be the source node.

xu is 1 if a regenerator is placed at node u; 0 otherwise.
yu (auxiliary variable) represents the number of regenerators placed at node

u.
Objective:
Minimize the number of regenerator nodes in the network,

Minimize :
X
u∈N

xu (A.1)

137



138 APPENDIX A. EXACT ALGORITHM FOR MINIMIZED RPP

Constraints:
Conservation constraints:
At the source node of any request,X

l∈L+(sf )
γf,l,sf = 1 1 ≤ f ≤ F (A.2)

At intermediate nodes:
If a given node v is not the source or destination node of a request f , then any flow

related to the request that enters v has to leave it after being regenerated (τ fuv = 1) or
not (τ fuv = 0). X

l∈L−(v)
γf,l,u −

X
l∈L+(v)

γf,l,u = τ f,u,v (A.3)

1 ≤ f ≤ F ;∀v ∈ N\{sf , df};∀u ∈ N\{v}

If the request f is regenerated at node v, the last regenerator node in the new
segment should be node v, and not any other node.X

l∈L+(v)
γf,l,v −

X
u∈N\{v}

τ f,u,v = 0 1 ≤ f ≤ F ;∀v ∈ N\{sf , df} (A.4)

Simple path constraints:
A path taken by a request should not contain loops.
For the source node of any request f , there should not be a flow associated with

any of its incoming links. X
l∈L−(sf )

X
u∈N

γf,l,u = 0 1 ≤ f ≤ F (A.5)

In addition, for request f , any flow that exits its source node, other than the one
originating at the source node, should explicitly be set to 0.X

l∈L+(sf )

X
u∈N\{sf}

γf,l,u = 0 1 ≤ f ≤ F (A.6)

Similarly, for any intermediate node, there can at most be one flow associated with
request f entering the node.X

l∈L−(v)

X
u∈N

γf,l,u ≤ 1 1 ≤ f ≤ F ;∀v ∈ N\{sf} (A.7)
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Impairment constraints:
The impairment value of any transparent segment should be less than the threshold,X

l∈L
r(l) · γf,l,u ≤ ∆ 1 ≤ f ≤ F ;∀u ∈ N (A.8)

Number of Regenerator constraints:
The number of regenerators needed for request f should exactly be Rf .X

u∈N

X
v∈N\{u}

τ f,u,v = Rf 1 ≤ f ≤ F (A.9)

Equations:
The number of regenerators at a given node,

yv =
FX
f=1

X
u∈N

τ f,u,v ∀v ∈ N (A.10)

A node is a regenerator node if there is at least one regenerator placed at that node.

yv ≤ F · xv ∀v ∈ N (A.11)

In order to facilitate the performance of the ILP formulation, the following obser-
vations can be incorporated.

1. A feasible regeneration segment should have a cost of at most ∆. Thus, for any
pair of nodes u and v, if r(P ∗u→v) > ∆, then τ f,u,v = 0 and γf,l,v = 0, for every
request f and l ∈ L+(v).

2. For any request f , exactly Rf regenerators are needed. Thus, for any node u, if
r(P ∗sf→u) > (Rf + 1)∆, then γf,l,u = 0 for any l ∈ L+(u).

For undirected networks, we first replace each link with two directed links in either
direction. Let for each l = (u, v) ∈ L, its corresponding oppositely directed link be
l
0
= (v, u) ∈ L. Then, we add the following equation,X

u∈N
(γf,l,u + γf,l0 ,u) ≤ 1 1 ≤ f ≤ F ;∀l ∈ L (A.12)
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Appendix B

Exact Algorithm for WCRP

We now provide an exact ILP formulation for solving theWCRP problem of Chapter
5. We first give the ILP formulation for directed networks, and show how it is modified
for undirected networks.
Indices:
f = 1, . . . , F ID of requests.
λ = 1, . . . ,W ID of wavelengths.
P = {Pf |f = 1, . . . , F} Set of paths assigned for the requests.
For each f , f = 1, . . . , F , let Pf represent the set of links in path Pf , and {Pf}

represent the set of nodes in path Pf .
Variables (binary):
γf,l,u,λ is 1 if request f uses wavelength λ on link l and node u is the last regen-

erator node (or the source node) before encountering link l; 0 otherwise.
τ f,u,v,λ is 1 if request f uses a regenerator at node u followed by a regenerator

at node v, and wavelength λ is used on the segment between u and v; 0
otherwise. Node u can be the source node.

Objective:
Minimize the total number of regenerators/converters placed for all requests,

Minimize :
FX
f=1

WX
λ=1

X
u∈{Pf}

X
v∈{Pf}\{u}

τ f,u,v,λ (B.1)

Constraints:
Flow Conservation constraints:
At the source node of each request,

X
l∈L+(sf )∩Pf

WX
λ=1

γf,l,sf ,λ = 1 1 ≤ f ≤ F (B.2)
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At intermediate nodes:
A lightpath at a given wavelength may be regenerated/converted at an intermediate

node,

X
l∈L−(v)∩Pf

γf,l,u,λ −
X

l∈L+(v)∩Pf
γf,l,u,λ = τ f,u,v,λ (B.3)

1 ≤ f ≤ F ;∀v ∈ {Pf}\{sf , df};∀u ∈ {Pf}\{v};λ ≤ f ≤W

A lightpath regenerated/converted at an intermediate node v may change its wave-
length, and the last regenerator node in the new segment should be node v.

X
λ

X
l∈L+(v)∩Pf

γf,l,v,λ −
X
λ

X
u∈{Pf}\{v}

τ f,u,v,λ = 0 (B.4)

1 ≤ f ≤ F ;∀v ∈ {Pf}\{sf , df}

Wavelength constraints:
A wavelength at a given link can only be used once,

FX
f=1

X
u∈{Pf}

γf,l,u,λ ≤ 1 1 ≤ λ ≤W ;∀l ∈ L (B.5)

Impairment constraints:
The physical impairment of any transparent segment should be less than the thresh-

old,
WX
λ=1

X
l∈Pf

r(l) · γf,l,u,λ ≤ ∆ 1 ≤ f ≤ F ;∀u ∈ {Pf} (B.6)

For undirected networks, we first replace each link with two directed links in either
direction. Let for each l = (u, v) ∈ L, its corresponding oppositely directed link be
l
0
= (v, u) ∈ L. Then, we add the following equation,

WX
λ=1

X
u∈{Pf}

(γf,l,u,λ + γf,l0 ,u,λ) ≤ 1 1 ≤ f ≤ F ;∀l ∈ Pf (B.7)

and replace Equation B.5 with the following equation,

FX
f=1

X
u∈{Pf}

γf,l,u,λ + γf,l0,u,λ ≤ 1 1 ≤ λ ≤W ;∀l ∈ L (B.8)



Appendix C

Exact Algorithm for SRSRP

We now provide an exact ILP formulation using network flow equations to solve the
SRSRP problem of Chapter 6. We first give the ILP formulation for directed networks,
and then show how it is slightly modified in the case of undirected networks.
Variables (binary):
xl,u is 1 if the primary lightpath uses link l and node u is its last regenerator

node (or the source node) before encountering link l; 0 otherwise.
yl,u is 1 if the backup lightpath uses link l and node u is its last regenerator

node (or the source node) before encountering link l; 0 otherwise.
τu,v is 1 if the primary lightpath uses a regenerator at node u directly followed

by a regenerator at node v. Node u can also be the source node.
ψu,v is 1 if the backup lightpath uses a regenerator at node u directly followed

by a regenerator at node v. Node u can also be the source node.
αu (Only for the shared variant) is 1 if a regenerator (shared or not) is needed

at node u; 0 otherwise.
Objective:
Minimize the total number of regenerators needed by the primary and backup light-

paths,

For the dedicated-dedicated variant:

Minimize :
X
u∈N

X
v∈N

¡
τu,v + ψu,v

¢
(C.1)

For the dedicated-shared variant:

Minimize :
X
u∈N

αu (C.2)
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Constraints:
Flow Conservation constraints:
At the source node:
There are exactly two flows leaving the source node, one for the primary and another

for the backup lightpaths. X
l∈L+(s)

(xl,s + yl,s) = 2 (C.3)

At intermediate nodes:
If a given node v is not the source or the destination node, then the flow related

to the primary/backup lightpath that enters v has to leave it after being regenerated
(τuv = 1 for the primary and ψuv = 1 for the backup lightpath) or not (τuv = 0 for the
primary and ψuv = 0 for the backup lightpath).

X
l∈L−(v)

xl,u −
X

l∈L+(v)
xl,u = τu,v and (C.4)

X
l∈L−(v)

yl,u −
X

l∈L+(v)
yl,u = ψu,v

∀v ∈ N\{s, d};∀u ∈ N\{v}
If a lightpath is regenerated at node v, the last regenerator node in the new segment

should be node v, and not any other node.

X
l∈L+(v)

xl,v −
X

u∈N\{v}
τu,v = 0 and (C.5)

X
l∈L+(v)

yl,v −
X

u∈N\{v}
ψu,v = 0 ∀v ∈ N\{s, d}

Disjointedness constraints
The primary and backup lightpaths should be link-disjoint.X

u∈N
(xl,u + yl,u) ≤ 1 ∀l ∈ L (C.6)

Simple path constraints:
The lightpaths should not contain loops.
At the source node, there should not be a flow associated with any of its incoming

links. X
l∈L−(s)

X
u∈N

(xl,u + yl,u) = 0 (C.7)
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In addition, any flow that exits the source node, other than the one originating at
the source node, should explicitly be set to 0.X

l∈L+(s)

X
u∈N\{s}

(xl,u + yl,u) = 0 (C.8)

Similarly, for any intermediate node, there can at most be one flow of the primary
or backup lightpath entering the node.X

l∈L−(v)

X
u∈N

xl,u ≤ 1 and
X

l∈L−(v)

X
u∈N

yl,u ≤ 1 ∀v ∈ N\{s} (C.9)

Impairment constraints:
The physical impairment of any transparent segment should be less than the thresh-

old, X
l∈L

r(l) · xl,u ≤ ∆ and
X
l∈L

r(l) · yl,u ≤ ∆ ∀u ∈ N (C.10)

Only for the dedicated-shared variant:X
u∈N

¡
τu,v + ψu,v

¢ ≤ 2 · αu ∀v ∈ N (C.11)

For undirected networks, we first replace each link with two directed links in either
direction. Let for each l = (u, v) ∈ L, its corresponding oppositely directed link be
l
0
= (v, u) ∈ L. Then replace Equation C.6 with the following equation.X

u∈N
(xl,u + yl,u + xl0 ,u + yl0 ,u) ≤ 1 ∀l ∈ L (C.12)
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Appendix D

Abbreviations

ADM Add/Drop Multiplexer
AS Autonomous System
ASE Amplifier Spontaneous Emission
ASON Automatic Switched Optical Network
BER Bit Error Rate
BFS Breadth First Search
BGP Border Gateway Protocol
CRMP Convertor/Regenerator Minimization Problem
CAPEX Capital Expenditure
DDRP Domain-to-Domain Routing Protocol
ENAW Effective Number of Available Wavelengths
FFD First Fit Decreasing
FoM Figure of Merit
FPTAS Fully Polynomial-Time Approximation Scheme
FWM Four-Wave Mixing
Gb/s Giga bits per second
GMPLS Generalized Multi-Protocol Label Switching
IDRA Inter-Domain Routing Agents
IDRP Inter-Domain Routing Agents based Protocol
IETF Internet Engineering Task Force
ILP Integer Linear Programming
ITU International Telecommunications Union
MDLDP Minimum Disruption Link-Disjoint Paths problem
MDP Maximum Disjoint Paths problem
MPLS Multi-Protocol Label Switching
NRI Network Reachability Information
OADM Optical Add/Drop Multiplexer
OBGP Optical Border Gateway Protocol
O-E-O Optical-to-Electrical-to-Optical conversion
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OIF Optical Internetworking Forum
OPEX Operational Expenditure
OSNR Optical Signal to Noise Ratio
OTN Optical Transport Network
OXC Optical Cross-connect
PDL Polarization Dependent Loss
PMD Polarization Mode Dispersion
PSI Path State Information
ROADM Reconfigurable Optical Add/Drop Multiplexer
RPP Regenerator Placement Problem
RWA Routing and Wavelength Assignment
SAMCRA Self-Adaptive Multiple Constraint Routing Algorithm
SDH Synchronous Digital Hierarchy
SONET Synchronous Optical Networking
SRLG Shared Risk Link Group
SRRP Single Request Regenerator Placement problem
SRSRP Single Request Survivable Regenerator Placement problem
SRWA Survivable Routing and Wavelength Assignment
SSRP Shared Survivable Regenerator Placement problem
Tb/s Tera bits per second
TE Traffic Engineering
WCRP Wavelength-Constrained Regenerator Placement problem
WDM Wavelength Division Multiplexing
WSS Wavelength Selective Switch
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Appendix E

Notations

N Set of nodes
N Number of nodes
L Set of links
L Number of links
W Set of wavelengths
W Number of wavelengths
F Set of requests
F Number of requests
NR Set of regenerator or converter nodes
NR Number of regenerator or converter nodes
R Number of regenerators or converters
r Impairment value
∆ Impairment threshold
m The number of physical impairments
kmax The maximum number of paths stored for a given node
s Source node
d Destination node
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Appendix F

List of Algorithms

Name Complexity Problem Type Ch.
MIN_SUM+ O(K ·N(L+N logN)) Variants of the min-sum problem

with secondary objectives.
Heuristic 2

MSA O(WN logN +WL) Dedicated wavelength rerouting. Approx. 3
ESA O(WN2 logN +

WNL)
Dedicated Wavelength rerouting. Approx. 3

APFR O(KWN2L) Shared Wavelength Rerouting. Heuristic 3
PIARA O(NRN logN +NRL) Impairment-aware path selection

(loops allowed).
Exact 4

EIARA O(mNRN logN +
kmaxN log(kmaxN) +
kmaxLN)

Impairment-aware path selection. Exact 4

TIARA O(mNRN logN +
mNRL+NL)

Impairment-aware path selection. Heuristic 4

LAH O(mNRN logN +
mNRL)

Impairment-aware path selection. Heuristic 4

DCRM O(WN2
R(L+N logN)) Impairment-aware path selection

in DAGs.
Exact 4

ESRRP O(N2 logN +NL) Regenerator placement. Exact 5
ELRP O(FN2) Regenerator placement with a sec-

ondary objective (Line topology).
Exact 5

MURP O(FN2 logN + FNL) Regenerator placement with a sec-
ondary objective.

Heuristic 5

GRP O(FNW ) Regenerator/converter placement. Heuristic 5
SRH O(N2 logN +NL) Dedicated surv. regen. place-

ment.
Heuristic 6

APF O(FN2 logN + FNL) Shared surv. regen. placement. Heuristic 6
USGA O (N2) Survivable impairment-aware

routing (uniform traffic) in rings.
Approx. 7

NSGA O (N2) Surv. impairment-aware routing
(non-uniform traffic) in rings.

Heuristic 7
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Samenvatting (Summary in Dutch)

Optische netwerken die gebruik maken van Wavelength Division Multiplexing (WDM)
technologie faciliteren het multiplexen van meerdere onafhankelijke golflengte kanalen
in een optische vezel. Aangezien golflengte kanalen onafhankelijk van elkaar opereren op
verschillende Gb/s, bieden WDM optische netwerken een enorme capaciteit (in de orde
van enkele Tb/s), waardoor ze geschikt zijn voor toekomstige netwerken. Een lichtpad
is samengesteld uit golflengte kanalen tussen de bron en de bestemming en dient om een
grote hoeveelheid data te versturen. Routeren in WDM netwerken betreft het toewijzen
van zowel paden als golflengtes, en heet Routing and Wavelength Assignment (RWA).
In WDM netwerken zijn er twee essentiële RWA zaken die veel belangstelling van zowel
onderzoekers als netbeheerders hebben gekregen.

1. Survivability (robuustheid/herstelvermogen): Lichtpaden inWDMnetwerken trans-
porteren een enorme hoeveelheid gegevens. Als een lichtpad breekt als gevolg van
verschillende natuurlijke of door de mens veroorzaakte rampen, kunnen kostbare
gegevens verloren raken. Het is daarom belangrijk dat het netwerk, middels op-
nieuw configureren, de communicatie kan hervatten communicatie.

2. Impairment-aware routing (routeren bij signaalverstoringen): Als een optisch sig-
naal zijn pad doorkruist, komt het ruis en signaal verstoringen onderweg tegen.
Deze verstoringen veroorzaken bitfouten, die het signaal onherkenbaar kunnen
maken. Om de verstoringen tegen te gaan, moet het signaal worden geregenereerd
op tussenliggende knooppunten. In tegenstelling tot traditionele RWA, houdt
impairment-aware RWA rekening met het effect van verstoringen. Impairment-
aware RWA omvat twee belangrijke elementen:

(a) Impairment-aware pad selectie: hoe vind je een pad van de bron naar de
bestemming?

(b) Regeneratoren plaatsen: hoeveel regeneratoren zijn nodig en waar moeten
we ze plaatsen in het netwerk?

De belangrijkste focus van dit proefschrift is het bestuderen van verschillende prob-
lemen in verband met survivability en impairment-aware RWA in WDM netwerken.
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Figure F.1: Een overzicht van het onderzoek in dit proefschrift.

Figuur F.1 geeft een overzicht van het onderzoek in dit proefschrift. Het proefschrift
beschouwt zowel intra-domein (dat wil zeggen, binnen in een enkel domein) als inter-
domein (dat wil zeggen, tussen domeinen) RWA. Vooral voor intra-domein netwerken,
maakt het een gedetailleerde studie van survivable en impairment-aware RWA kwest-
ies, zowel afzonderlijk alsook gecombineerd. Zoals weergegeven in figuur F.1 zijn de
belangrijkste onderwerpen (1) pad selectie, dat wil zeggen, het vinden van survivable
en/of impairment-aware lichtpaden, (2) regenerator plaatsing voor onbeschermde en
beschermde lichtpaden, en (3) survivable en/of impairment-aware verkeer grooming.
Het groomen van verkeer helpt de beschikbare netwerkcapaciteit beter te benutten door
de samenvoeging van meerdere onafhankelijke lage-snelheids verkeersstromen over hoge-
snelheids lichtpaden. Voor de diverse problemen in dit proefschrift, is de complexiteit
van de problemen in detail geanalyseerd, en zijn exacte, approximatie of heuristische al-
goritmes voorgesteld. Daarnaast is een case study van survivable en impairment-aware
routeren uitgevoerd op een echt netwerk dat onderzoeks- en onderwijsinstellingen in
Nederland met elkaar verbindt. Het werk in dit proefschrift zal niet alleen helpen
inzicht te krijgen in de verschillende problemen in WDM netwerken, maar het kan
ook toegepast worden op soortgelijke problemen in andere soorten netwerken, of zelfs
in andere gebieden. Bijvoorbeeld, impairment-aware routeren heeft betrekking op het
benzinestation probleem, waar gegeven een set van knooppunten (steden) met benzines-
tations, de vraag is om een route te vinden van de ene stad naar de andere zodanig dat
een bestuurder niet met een lege tank strandt tussen benzinestations.
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