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10 - 18 kilometer
After 10 kilometres in the race, you will to face you first challenges. You will notice small bumps in the railing
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of them in particular come to mind.
Hans-Peter van den Heuvel definitely has a talent for barging in and force you to get away from the computer
once in a while. The Technical University of Delft produces has the brilliant skill of producing some unique
characters. Hans-Peter is maybe the greatest of them all. This brilliant mind maybe hidden away behind his
boorish exterior, but never ceases to amaze. My thanks go out to Hans-Peter for enriching my life with his
well-needed distractions and brilliant stories.
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out to be an unforgettable working experience and all thanks to one man that listened to my request on a
barbecue.
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Moving on, you suddenly feel a pain erupting from one of your fingers and it turns out the first blister on your
finger has popped. The rain a while back, made the handle of the oar wet and the friction did its work. Blisters
start appearing all over your hands and from here on, you will just have to suck it up and plan your moments
to regenerate.
Thankfully during my thesis, I have a great group of friends in Amersfoort that helped me gather my strength.
They kept supporting me, gave me advise or simply listened when I needed to fend some frustrations. Special
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42 - 63 kilometer
We fast forward to 42 kilometres in the tour. You and everyone around you understand the state you are in
and what situation you are in. You just have to keep on rowing, even though you may be frustrated and tiered.
At this point you just want people to be there for you, too make you laugh when you are sad, listen when you
are stressed and come around with pleasant distractions once in a while.
The people that sympathized with me through the whole thesis were my brothers and sister. They stuck with
me through it all and were there for me through think and thin. I am truly blessed with great family. I want to
thank all of them, Peter, Anniek, Tim & Erwin, for there support during the thesis.

63 - 75 kilometer
Around 60+ kilometres is where it really becomes tough. You start to feel the emotional and physical weight
of the tour taking its toll. Taking breaks seem to have no effect; you’re in the exact same state when getting
back in the boat as you were getting out of it 15 minutes earlier. Only a few things help at this point and one
of them is the words of your coach. The person who has been there for you from day 1 of the training.
Leon Rothkrantz has been my mentor throughout this thesis. Despite his retirement, he is still going strong.
Still up to date on everything; I never even bested him once in knowledge during the thesis. I want to thank
him for all his involvement in the research and the fascinating stories about all the other projects he has been
involved in. I am glade that by finishing this project, I am allowing him to spend more time on his retirement.
Even though that will most likely mean the next project. Some people simply refuse to slow down.

75 - 88 kilometer
Moving past the 75 kilometres mark, tricks or distractions no longer work. You are totally stripped from all
non-essential parts. It is just you, your training and the people that are closest to you. Distance signs seem to
crawl by, everything hurts and all you can think is please let this be over. This is the moment you will find out
who you truly are. It is in these moments, you find out how lucky you are with the people around you.
No one has supported me more during this part of the thesis than my parents. Never have my parent gave
up on me; not once did they stop believing I could do this. They always wanted the best for me and helped
whenever I needed it. Peter and Ineke Eigenraam, I want to thank you for everything you have done for me
during and before this master thesis. I can’t wait to start working and make the best of the opportunity that
you have given me.

88 - 100 kilometer
An interesting aspect of the Ringvaart is that for the rowers there are mentally 2 finishes. The ultimate finish
is of course Delft where the tour is done. But about 12 kilometres earlier, there is another finish. The sluice
in Leidschendam forces the participants to get out and carry the boat to the other side. Due to the chaos
this creates, every team gets about 45 minutes to make this happen. More than enough time to find a place
for your boat, get some refreshments and seal up the wounds. Most participants consider these last twelve
kilometres easy, because of the refreshing break.
Living in Delft adds another reason for this second finish. Most friends that were not able to cheer for you the
whole way, decide to meet up in Leidschendam to congratulate you and cheer the remainder of the tour. The
refreshing break and cheering friends make this remainder of the tour the easiest part of them all.
I would like to used this last section of the tour as a metaphor for everyone who was rooting for me during
the thesis. A big thanks goes out to everyone who was there for me with small words of encouragement, best
wishes and other methods to keep the spirit up. I cannot wait for the next phase in my life and enjoy all the
things we have had to put on hold for a while.

ing. G.D. Eigenraam
Delft, Juni 2016





Abstract

Multi camera surveillance systems is a hot topic in computer science, artificial intelligence and security man-
agement in general. While cameras used to be low resolution analogue devices, nowadays they stream high
definition images and come equipped with the processing power to reason about their environment. The
field covers a wide variaty of researches from streaming large amount of data to reasoning about the be-
haviour. In this thesis we will address the problem of cooperation and task delegation within a distributed
3rd generation visual surveillance system. Multiple intelligent cameras will work together to solve the prob-
lem of detecting, tracking and analysing the behaviour of cars in a closed environment. As video surveillance
systems grow more complex, the computational power distribution and data communication become a more
important issue. Traditional centralized systems are no longer cope with the scale of processed data and in-
ventive system designs are required to efficiently analyse the images at real time. The proposed system takes
an hierarchical agent based approach to visual surveillance and distributes tasks over multiple intelligent
cameras, while aiming for an equal distribution of computational demand of each camera. The tasks dele-
gation applies an hierarchical model of agents and performs the analysis on the first layer of agents, which
has all the required data available. The bottleneck of processing power demand and data stream within the
global process is avoided by reducing the information resolution for each layer. The design concept of the hi-
erarchical multi-agent approach to visual surveillance is tested in a simulated environment, which will only
indicate the potential of object detection and tracking in real life environments. The main contribution of the
research is to show the potential of applying the task delegation design method in distributed visual surveil-
lance systems to achieve the scalability demand.
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1
Introduction

The research performed in "Automatic Suspicious Behaviour Detection, a distributed approach to multi cam-
era car surveillance" builds the distributed reasoning model for the visual surveillance system of the officer
training facility of the Royal Dutch Navy in Den Helder. Previous work focused on the detection, recognition
& mapping of objects in camera images [12, 70]. The mostly centralized approach however showed limited
scalability. Decentralized approaches could increase the scalability, but lack the global overview needed for
behaviour analysis. In this reseach, we investigates the possibility of cooperative intelligent cameras to detect
specific behaviour reaching over multiple camera views.
The introduction chapter sets the scope for the research and explain the used approach. After a short intro-
duction to the topic and background from the point of view of the research group, the scope of this research
is described using the problem definition, research questions and scientific challenges. Knowing the scope,
we list the method applied to reach these goals and finally the report structure of this thesis.

Figure 1.1: Guardian cameras model in current research
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1.1. Topic introduction
Security is an important aspect of our daily lives. The safety of our society is threatened every day by ac-
tions ranging from petty theft to organized crime. The demand for security equipment has been growing to
a billion dollar industry in North America as well as Europe. The global market for video surveillance alone
was estimated to be 14 billion in 2013 and expected to grow to a 40 billion dollar industry in 2020 [36, 50].
Impaired with the growing demand for cameras is the means to store, distribute, visualize and analyse the
images. Many commercial systems are already available, each competing to deliver that one feature that
competitors do not have [9]. The days that visual surveillance systems only consisted of a camera and moni-
tor seem ancient history.
The security on the officer training facility of the Royal Dutch Navy in Den Helder is managed by several secu-
rity guards with an existing surveillance system. In their ongoing search to improve security on the premises,
the interest in automatic reasoning systems arose and they asked to build a proof-of-concept reasoning sys-
tem for their facility. The goal was to show the possibilities of automatic surveillance systems to detect car
behaviour with the aim to improve the existing surveillance system. Previous work already showed many of
the possibilities for individual intelligent cameras to detect & track cars, but proved to have scalability issues
[12]. The next step in the search for security improvement was to find new methods to reason in large scale
visual surveillance systems.

Figure 1.2: Typical controlroom is still governed by human operators with many monitors

Despite the technological progression, most surveillance systems are still based on human control as il-
lustrated in figure 1.2. The fast growth of the number of cameras in the surveillance systems, also increase
the demand for human resources to survey the environment constantly. This is often expensive or simple
unavailable and introduces security risks.
Security surveillance means looking for the exception. The unwanted behaviour can occur at any time and
any place and security guards are forced to monitor the environment constantly and watch hours of images
just to detect the one unwanted incident. It is understandable that it is hard to stay vigilant, fight the boredom
and keep attention to the surveillance task, making it even harder to detect the unwanted behaviour. In other
scenarios, the surveillance task is difficult, due to many events that need tracking. Crowded environments
and large areas force security guards to quickly switch the attention to different aspects in the surveyed area,
putting an heavy mental workload on the guard. The overload of information will eventually influence the
performance, making it easy for a person to slip the attention of the security guard, like in the populair puzzle
game "Where’s Waldo?". The automatic surveillance systems could potentially assist the guard in manag-
ing security, since it is such a resource demanding task and requires so much time and effort from security
guards.
As the resource demand of automatic security systems grows larger, centralized methods for processing are
no longer capable of processing all the information. The capacity of centralized processing units is limited to
only a few cameras and often only support offline backtracking. Real-time analysis and tracking over multiple
cameras often is not supported in large scale security systems. Next generation surveillance systems are chal-
lenged to find new techniques to distribute the tasks over multiple processing resources and cooperate with
each other through well defined communication to achieve the goal of surveillance. By designing distributed
reasoning, automatic surveillance systems would be able to track more objects over multiple cameras.
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1.1.1. Guardian angels
In [59] the concept of a guardian agent was introduced to assist in potential dangerous environments. The
human centred design applies software agents to assist operators and improve the performance overall. Par-
ticular when the human operator is inclined to make mistakes due to low vigilance or heavy (mental) work-
load. Dispite the limitations, the human operator is still the best choice for detecting suspicious behaviour
and no automatic surveillance system will perform better. This makes the visual surveillance environment
an excellent candidate for the guardian angel human centred design. The challenge for automated visual
surveillance systems to function autonomously and for it to perform the tasks without human interference
will not be overcome within a reasonable timespan. The visual surveillance systems definitely have grown in
capabilities, but cannot nearly compete with the human reasoning. Instead of replacing the human security
guard, the guardian angel design encourages to assist the human operator and increase the overall perfor-
mances. By creating a decision support system, the security guard can be assisted in staying vigilance and
process information faster. It has the best of both worlds, since the automated system remains vigilance and
the overall security can still rely on the expertise of the security guard. It can act a tell tail for suspicious be-
haviour and provide summary of the behaviour to ease the evaluation of the security guard. But when the
automatic surveillance system only does parts of the surveillance, how do we separate the responsibilities?
What part is solved by security guard and what is solved by the system?
Figure 1.3 shows a diagram of the interaction between the world, the guard and the angel. Both the guard
and the angel have specific means to perceive and interact with the world. The essential unique aspect of the
guardian angel design is that the angel puts the guards interests first, instead of replacing his role in the world.
By including the guard’s mental state and the possibility to notify the guard of possible danger, the guardian
angel principle improves performance by assisting the guard. The angel will assist first and act second. The
design recognizes the potential of the human operator and helps the guard to achieve his goals.

Figure 1.3: Guardian angel model in surveillance environment

Part of the reason why automatic surveillance systems still cannot compete with the human security
guard is due to the ever changing behaviour within the environment. Guards constantly learn and adapt,
because so is the behaviour within the environment. Automating security systems is still an open question;
new protocols are still developed everyday and there is not one perfect system for all environments. But it
does not stop the technology from growing more complex. A few years ago, video surveillance systems still
streamed analogue black and white images over coax cables. Now we have wireless high definition cameras,
streaming the information to advanced data centres for backup and automatic analysis[9]. Cameras them-
selves are becoming more complex and come equipped with temporary local storage, microphones, speakers
and motion detection. Although security policies are still being developed, camera suppliers are racing to be
the first to introduce new features and stand out from the crowd. The guardian angel principle wonders how
the new technology best serves the human operators with their ever growing responsibility.
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1.1.2. Cooperative cameras
With new technology come new challenges. Cameras are becoming more advanced, data centres are provid-
ing more options to safely store and easily monitor the images. Like the security guard, automatic surveillance
systems also can become overwhelmed by the shire amount of data and have problems meeting real-time
processing demands. Centralized automated system will clutter up and advanced detection algorithms have
limited scalability. History thought us that the scalability issues are solved with distribution the computa-
tional power. But distributed approaches quickly grow in complexity and introduce new problems. Internal
task delegation, communication and data distribution become an essential part of the design. The method
of cooperation between the systems have just as much of an impact in the performance of the system as the
algorithms for detecting, tracking and analyzing the behaviour in the world. In this research, we wanted to
approach the problems that are introduced with the distributed approach of automated surveillance systems.
We envisioned cooperative intelligent cameras, working together to assist the guard to survey the area. Ima-
gen a building where the cameras communicate with each other and the security guard is only alerted when
countermeasures are needed. Intelligent cameras could get rid of the need for centralized servers and proof
to be more scalable than traditional systems. The design in shown in figure 1.4. We assume the human cen-
tered guardian angel design by building a system to the guard, instead of replacing him. Dynamic processing
based on the guard’s attention and vigilance is left out of scope, because the measuring of the mental work-
load is another research field entirely [32, 53, 65]. The same holds for the angel’s actions within the world;
these would only overcomplicate the research. We want to apply the agents to reason and cooperate in order
to assist the guard by staying vigilant when the guard may not be and warn them when suspicious behaviour
is detected.

Figure 1.4: Guardian angels model in current research

1.2. Background
Understanding the relevants of cooperative smart cameras, requires us to look into the evolution of visual
surveillance systems. This will be discussed in detail later in the thesis, but for now we will give a quick sum-
mary. Visual Surveillance Systems (VSS) are described in three generations. The first generation surveillance
systems (1GSS) uses cameras to expand the sensory system. It allows users to see places with physically hav-
ing to be there. Second generation surveillance systems (2GSS) made use of the digitalisation of the camera
images to compress and analyze the images. The analysis is usually performed offline and on a centralized
server, after the images were gathered. These systems have limited scalabilities and complexity of the anal-
ysis, due to the processing power of the centralized server. Third generation surveillance systems looks into
methods of coping with large amounts of data with cloud services and decentralization of the behaviour anal-
ysis tasks.
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Artificial Intelligence (AI) techniques have proven to be very helpful with both finding trends in behaviour and
performing the countermeasures. The large amounts of data required in the surveillance tasks make them
perfect candidates for assistance by software agents. But the increase in cameras within an average surveil-
lance system, requires us to find new methods of reasoning and develop scalable reasoning methods. In the
concept of smart cities and line this the development of the Internet-of-Everything, centralized methods of
AI will not be sufficient to analyse the huge amount of data produced by the cameras. Analysing behaviour
patterns in a city like Amsterdam cannot be performed with a centralized design, considering the city have
over 2 million cameras installed.
In the past years, the Interactive Intelligence group of the Computer Science department of the Technical
University Delft have been working on tracking and monitoring behaviour for different reasons (Managing
flooding environment[60], analysing shopping behaviour[38], car parks[63, 70], ship traffic). The purpose of
these systems is either to find tends in the behaviour or extend the capabilities of the security guard[59]. A
few years ago we received a request to look at possibilities to upgrade the surveillance system for the Royal
Dutch Navy officer’s training facility in Den Helder. The upgrade would assist the security by detecting sus-
picious behaviour within the facility. Previous work has shown the possibility for cameras to detect and track
objects over multiple cameras [70]. However, it also has shown a limit in the amount of cameras such track-
ing systems could support. This is an unsatisfying limit when the techniques would be enrolled to managing
traffic over larger areas. New research would investigate if this limitation could be overcome by distributing
the processing power over multiple cameras.
The current state of AI and robotics is insufficient for these tasks to be completely automated. The physical
limitations and resourcefulness required for these tasks still demands human operators. The interaction of
man and machine, in particular the task delegation between both parties plays an important aspect in the
design of these supportive applications. The concept of the guardian angel encapsulate both the interaction
between man, machine and the world [59].
Multi-camera surveillance is a very active research field, both due to the major advantages for managing
security and the many scientific challenges in the field. Decentralized design for behaviour analysis, using
cooperating intelligent cameras is only one of many aspects of a completely functioning automated visual
surveillance system. The prerequisite processing steps before the behaviour can be analysed add many chal-
lenges to the research field. For example, the physical distribution of the camera’s within the system has
much influence on the possibilities of the system. Camera configuration and the state of the cameras are only
a selection of the problems that need to be tackled before the system would be applicable. In this research
however, we wanted to investigate how this knowledge can best be represented in a distributed reasoning
system. The focus is on the design of the reasoning framework, so the problems faced in building a real life
camera detection system are reduced to a minimum. This way, we could research how the system could rea-
son about tracks and behaviour patterns of humans. Many of these practical problems are already discussed
in previous work by the research group [12, 70]. Therefore, we decided to perform this part of the research in
a completely simulated environment. The scenarios and entities of the training facility are used to design the
simulation environment, but the practical problems are avoided to be able to focus on the task distribution.

1.3. Relevants
With growing number of cameras and images that need to be analysed within visual surveillance systems, the
demand for human resources increases. Teams of guards will be working together to manage the security on
the premises and the problem of coordination & communication naturally arises from the expansion of the
team. Whether we talk about team of man or machines, we always improve performance when the coordina-
tion & communication is improved. The interaction between man and machine and the comparison between
reasoning methods of (teams of) man or machines is what makes the current research so fascinating. The re-
search covers key points of the Interactive Intelligence (II) research group at the Technical University in Delft
(TUDelft). The Interactive Intelligence group aims to engineer empathy. To achieve this aim we combine
research from different fields:

Agent-based reasoning
Aims to develop cognitive frameworks for various domains of applications, focusing on robots, human-
agent/robot teamwork, serious gaming, agent-based simulation and negotiation.

Computational Intelligence
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Aims to study machines that can learn through interaction.

Perceptual Intelligence
Aims to study human perception and improve automated sensory.

User-centered design
Aims to improve quality of life in contrast to replacing jobs with machines.

Over the past years, there has been a lot of research on agent based technology. An agent is a process with
a certain level of autonomy and defined behaviour. Multi-agent systems are particular interesting for the In-
teractive Intelligence group, since it allows the study of group behaviour that arises from many individually
controlled behaviour working together. The combined effort of many small agents can be designed to achieve
common goals, while no one agent manages the process as a whole. Agents within smart cameras would hold
certain spatial awareness, which allowed them to coordinate and equally distribute the surveillance task(s).
Particularly the design of the agents and the effects of the design on the behaviour as one automated surveil-
lance system could help engineers to develop better systems.
From a technical viewpoint, the research attempts to realize real-time detection, tracking and behaviour anal-
ysis, as compared to backtracking the behaviour. Most surveillance systems apply backtracking to see what
behaviour had occurred. The cooperative cameras attempt to detect unwanted behaviour as it occurs.
From previous work [12] we find that the scalability of the system is not an easily achieved property within
such systems and yet with the growing number of cameras within visual surveillance systems it is an require-
ment that becomes more important. When we look at the history of visual surveillance systems, the research
also shifts from capturing the images (first generation surveillance systems) to distribution the processing
load (third generation surveillance systems). A major advantages of multi-agent systems, compared to the
traditional single process design is the high level of parallelism. Since every agent runs independently on a
different processing unit, the total number of calculations can be much more and with the right design, the
multi agent system has the potential to be a scalable system. The disadvantage of multi-agent system is de
manageability of the software and debug process. Distributed systems are often hard to develop, due to the
exponential growth in number of possible states. Agent based systems also have the autonomous property,
which does not allow traditional white-box testing. Once the agent is running, internal processes cannot be
analysed using the tradional methods. It is important for future development of multi-agent surveillance sys-
tems that we look at new methods of automated testing these agents.
The design proposed in this research takes the guardian angel approach, which is a human centred design,
where software agents cooperate with each other and the operator to reason about and process the perceived
behaviour of cars in a closed environment. The cooperation between man and machine is improved by gath-
ering knowledge on the operators cognitive reasoning and adjust the provided information to the preference
of the operator. The agent-based approach is chosen to both study the behaviour of cooperative agents and
to look for methods to improve the scalability of the process. The scalability and real- time requirements is
seen as one of the main scientific challenges in current visual surveillance system.

1.4. Problem definition
The topic follows in a line of research in automatic suspicious behaviour detection. It is important to separate
the next and current step from the previous work and indicate where the previous work stops and this begins.
We need to limit the scope of it to ensure the research creates a significant new topic. This is a challenge since
the research follows directly from the previous work and weighs heavily on it. All the more reason why it is
important to create a clear separation of the research topics and define what the current research will discuss.
The problem definition is introduce as a guideline for the remainder of the thesis.
The main problem for this research is the design of a distributed model for reasoning about car behaviour,
using multi-camera surveillance systems (MCSS). The model will be designed as a Decision Support System
(DSS), assisting security guards by extracting tracking information and classify specific car behaviour. The
topic is divided over the following sub problems:

• Design a model of cooperative smart camera reasoning for automatic suspicious behaviour detection
as a decision support system for a human operator.

• Implementation of the model using JADE for multiple agent system and CLIPS for reasoning.
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• Simulate the environment for the implemented scenarios using NETLOGO.

• Application to specific scenarios within the environment of the defence academy at Den Helder.

• Design an automated agent test framework to validate the performance of the proof-of-concept in the
different scenarios.

• Testing different scenarios of one car travelling over the military area using different routes and show
the ability to reason about the cars behaviour.

We emphasize once more that this research takes a different approach then one might expect from the
research in MCSS. Traditionally the research focusses on designing algorithms for object classification, track-
ing or behaviour classification. Such research requires high definition cameras, located in controlled envi-
ronment and treat multi camera solutions as a large variation of the single camera solution. For the current
research, the cooperation, communication and task delegation between software agents is the main problem.
The cameras are assumed to be able to capture the images from the environment without any missing infor-
mation. Car are always visible and the detection process is simplified to bare minimum. The goal is to design
a model of cooperation between the cameras to achieve the shared goal of suspicious behaviour detection.

1.4.1. Scientific challenges
Throughout the evolution of visual surveillance systems, the field stumbled upon different problems and
the focus shifted from image distribution and processing to distribution processing and data fusion. The
latter challenges form the focus of the current research. We will set the following scientific challenges for our
research:

• Probabilistic reasoning framework for detection and recognition of cars.

• Share information and data fusion.

• Distributing tasks over multiple cameras.

• Design a scalable reasoning system.

• Communicate findings with security guards.

• Automate agent testing without violating the autonomy property of the software agent.

On top of these topics, the human centred design asks us to look into the psychology of surveillance. Suf-
ficient knowledge is required about the human reasoning to design a decision support system.

1.4.2. Research questions
In order to validate whether the challenges are met, research question are composed. The research questions
are guidelines throughout the thesis and in the end will be referred to as a measurements of the achieved
goals. The following research questions are used in this research:

• Can a system detect cars from raw images and recognize the track within and between cameras?

• Is it possible to design a reasoning model in a hierachical way starting from multiple simple agents with
limited view of the world at the bottom up to complex reasoning with global overview at the top?

• Is it possible to design an automated surveillance system for multi camera surveillance system?

• Is the developed model scalable?

• Is it possible to apply the developed model to real-life specific environments?

• Is it possible to automatically test the software agent’s reasoning capabilities without violating the au-
tonomy property?
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1.5. Methods
The research topic will be investigated by building a proof of concept multi-agent behaviour classification
system, which analysis virtual cars in a simulated environment. The inspiration for this simulation environ-
ment is gathered from the parking security management system of the Den Helder facility of the Dutch Royal
Navy. From this case, we will extract the scenarios and build a simulation environment to support the re-
enactment of these scenarios.
Before the system can be build, we will first perform an orientation in the research field. We will look into
the related work to learn the commonly used approaches in multi camera surveillance system and behaviour
classification. Equipped with the knowledge of the state of the research, we will set a framework for the case.
The surveillance security management case is analysed through a run-down of the psychology of surveillance
and specific behaviour classification tasks within the environment. Once identified, the tasks can be selected
that will be the candidate tasks and use cases for automatic behaviour classification system. During this
process, the requirements for the simulation environment and the proof of concept behaviour classification
system will be separated and we will form a functional design for the final product. The functional design
must incorperate all the components required to solve the problems defined in the previous paragraphs.
Next we will have the system design and build phase. The system will be designed for an environment with
multiple intelligent cameras, however the implementation will remain in the simulated environment. The
use of specific middleware will allow us to create an simulated environment that resembles the real scenario
from the task delegation, cooperation and communication standpoint. The actual world model, including
camera configuration, car behaviour and sensor data are simplified to minimum required complexity.
The experiments will be performed using automated tests. The simulated environment and virtualization of
the proof-of-concept implementation make the topic a very abstract topic. By automating the scenario tests,
allow us to make a reliable description of the reasoning and cooperative capabilities of the agents. Testing
software is a mature skill with many available software and literature. Testing software agents however is a
relatively new topic and methods are still being developed. The automated test environments will be cus-
tomly build, which will both test the performance of our software agents and ccontribute to the development
of automated software agent testing. We will test the system by running corresponding simulations. The
tests contain feature and performance testing. The feature testing will show the systems ability to initiate
the agents, setup the required communication between the agents and process the information. The perfor-
mance testing focusses on the systems ability to extract the information, reason about the car behaviour and
inform the guard about these findings. The system is mainly evaluated on its ability to automate the surveil-
lance system, using a cooperative intelligent camera design. The performance on the car behaviour detection
has lower priority, due to the unrealistic scenario that is created by the use of the simplified simulation envi-
ronment.

1.6. Report structure
The report structure follows directly from the research method discussed in the previous paragraph. The
orientation phase is discussed in chapter 2, 3, 4 and 5. The related work chapter looks at the evolution of
visual surveillance system and represent the state of the art on the topics of video surveillance, car behaviour
reasoning and agent-based technology. In the chapter context, we perform an analysis of the case, including
a brief look in the local traffic surveillance philosophy, the multi agent design, feature extraction and case
scenario definition. The orientation section finally results in the experimental design of the intended MCSS.
Chapter 6 and 7 respectively discuss the system design and implementation. Together they describe the
building phase of the thesis. The system design begins globally by describing the components and roles
and services of the agents. From there, the section goes over the feature extraction and behaviour analysis
algorithms. The implementation chapter assumes the system design and goes into the technical details of
the implementation.
The thesis is completed with the test results, conclusions and advise for future work in chapters 8, 9 and
10. Chapter 8 validates the functionalities discussed in the functional design. Chapter 9 summarizes the
findings and evaluates the thesis based on the problem definitions. Finally, chapter 10 discusses the future
work. It looks into how the gained knowledge can be used to implement the actual MCS and discusses what
knowledge should still be gathered for the intended MCS to be realized.
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2
Related work

In the related work the state-of-the-art in the field of automated suspicious behaviour detection in analysed.
A short history and evolution of the visual surveillance systems is given, to get a better understanding of the
challenges in the research topic. From there, the analysis is split up into three topics in this field: (Visual)
surveillance, reasoning systems and agent technology. Visual Surveillance Systems (VSS) contain the history
of the research area and all the aspects involved in create the systems. The reasoning systems sections dis-
cuss the methods of behaviour analysis and data representation. Finally, on the topic of agent technology, we
discuss the different cooperative models applicable and methods of testing the Multi-Agent Systems (MASs).

Figure 2.1: Research topics within the scope

11
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2.1. Evolution of the visual surveillance system
Visual Surveillance Systems (VSS) are typically categorized into three distinct generations of which the 3rd
Generation Surveillance System (3GSS) is the current generation [66]. The real history of VSS goes back to
the first conflict amongst man. For a long time, despite advancements in weaponry to catapults, swords, and
shields, the eyes and ears of warriors were utilized for surveillance. The invention of flying machines and the
the start of the electronic age made it possible to design equipments that would give a tremendous increase to
the range of the eye and the ear. The airplane enabled the procurement of information many miles in advance
of friendly forces. [71] The evolution of the visual surveillance system has gained an tremendous acceleration
with the Closed Circuit TeleVision (CCTV). It is considered to start the first generation of surveillance systems
(1GSS).
Like many technology, the demand for automated VSS first came from the military. Rapid, complete, and pre-
cise information is needed to decide appropriate actions, based on the location of the enemy. Surveillance
information had to be delivered to the correct commander when he required it and the information must
be presented in a meaningful form to address the problem of information processing [52]. The fundamental
intention of a surveillance system is to acquire information of an aspect in the real world. Military surveil-
lance systems enhance the sensory capabilities of a military commander. Nowerdays, we send drones into
dangerous areas to analyse the risk from hundreds of kilometers away. The intention remains the same and
all of these modern techniques has been made possible through the building blocks of the first generation of
visual surveillance systems. Even the most primitive surveillance systems gathered information concerning
reality and communicated it to the appropriate users.
Generic surveillance is composed of three essential parts: data acquisition, information analysis and on-field
operation. A surveillance system can be defined as a technological tool that assists humans by offering an
extended perception and reasoning capability about situations of interest that occur in the monitored envi-
ronments. Human perception and reasoning are restricted by the capabilities and limits of human senses
and mind to simultaneously collect, process, and store limited amount of data [66]. While developing such
new systems, the field progressed and included new problems with every new step.
Video surveillance has evolved from single analogue low resolution Closed-Circuit TeleVision (CCTV) system
to distributed intelligent multi-sensor surveillance systems. Throughout the development of surveillance
systems, other problems and scientific challenges rose and the focus shifted from plain image distribution to
integration and communication of all types of information. The introduction of [72] gives describes evolution
of intelligent surveillance systems. The table that summarises the evolution is reproduced in table 2.1.

Figure 2.2: Typical first generation surveillance systems setup

2.1.1. First generation surveillance systems
First video generation surveillance systems starts in the 1960s with the introduction of the close circuit TV
systems (CCTV). The technique is based on analogue signal and image transmission and processing. In these
systems, analogue video data form a collection of cameras, which view remote scenes and present informa-
tion to the human operators[66]. The main contribution of 1GSS is extending the perception of the human
operator. It shows regions far outside the visual range of the operator and simultaneously shows regions far
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away from each other, usually in the comfort of control room[57].
The principle of cameras and monitors used by 1GSS is straightforward and have been around long enough
to be a very common technique. It has the advantage of being a mature technique that is easy to implement.
The extend of the guards perception is both the advantage and the problem, because it significantly increases
the workload of the guard. The main limitations of the 1GSS are due to the following points strictly related to
analogue processing and transmission level[57]. The limitations include:

1. A large bandwidth is usually required that limits the number of sensors to be used

2. Analogue video is subject to noise in transmission and the stored information suffers from degradations
in image quality during playback

3. On-line alarm detection for a large set of monitored sites is difficult as they are related to visual inspec-
tion of monitors by human operators with limited attention spans

4. Off-line archival and retrieval of information on significant events of interest is difficult due to the large
amount of tapes to be stored and re-examined

Despite of the maturity of 1GSS, the systems are still being developed further. Research mainly focusses
on the effective distribution and storage of the CCTV images. The conversion to digital signals is used to en-
hance the images and store them more efficiently, but no analysis is done about the symbolic content of the
images.

Table 2.1: Summary of technical evolution of intelligent surveillance systems

1st generation
Techniques Analogue CCTV systems
Advantages - They give good performance in some situations

- Mature technology
Problems Use analogue techniques for image distribution and storage
Current research - Digital versus analogue

- Digital video recording
- CCTV video compression

2nd generation
Techniques Automated visual surveillance by combining computer vision technology with CCTV systems
Advantages Increase the surveillance efficiency of CCTV systems
Problems Robust detection and tracking algorithms required for behavioural analysis
Current research - Real-time robust computer vision algorithms

- Automatic learning of scene variability and patterns of behaviours
- Bridging the gap between the statistical analysis
of a scene and producing natural language interpretations

3rd generation
Techniques Automated wide-area surveillance system
Advantages - More accurate information as a result of combining different kind of sensors

- Distribution
Problems - Distribution of information (integration and communication)

- Design methodology
- Moving platforms, multi-sensor platforms

Current research - Distributed versus centralised intelligence
- Data fusion
- Probabilistic reasoning framework
- Multi-camera surveillance techniques

2.1.2. Second generation surveillance systems
The technological improvement on digital image processing has led to the development of semi-automatic
systems, known as second generation surveillance systems (2GSS). Most of the research in second generation
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surveillance systems is based on the creation of algorithms for automatic real-time detection events aiding
the user to recognise the events [72]. Automated visual surveillance is achieved through the combination of
computer vision technology and CCTV systems. The difficulty still lies in the detection and tracking, which
is required for behaviour analysis. The availability of automated methods would significantly ease the mon-
itoring of large sites with multiple cameras as the automated event detection enables prefiltering and the
presentation of the main events [66].

Figure 2.3: Typical second generation surveillance systems setup

2GSS is the first generation to begin analysing the behaviour within the environment. Typical 2GSS com-
bine images from multiple cameras on a centralized server and perform analysis in a single process. The
typical setup is shown in figure 2.3. This formed a bottleneck on both the network, as well as the processing
power, as is also shown in previous work performed by our research group [12]. On top of that, the data fusion
would set a heavy load on the control server. The development in surveillance cameras allowed the system to
include multiple types of sensoring information, such as sound, identification cards, infrared detection, etc.
The fusion of this data in one system and the distribution of the processing was the main motivation for the
next generation surveillance systems.

2.1.3. Third generation surveillance systems
The main goal of thirds generation surveillance systems (3GSS) is to provide "full digital" solutions to the de-
sign of surveillance systems, starting at the sensor level, up to the presentation of mixed symbolic and visual
information to the operators. From an image processing view, they are based on the distribution of process-
ing capacities over the network and the use of embedded signal processing devices to achieve the benefits
of scalability and potential robustness offered by distributed systems [10]. 3GSS goes hand-in-hand with the
trends of cloud computing and Internet-of-Everything, which both depend on scalable systems that opti-
mizes power consumption and utilizes decentralized systems. Diagram in figure 2.4 symbolises the typical
3GSS setup.
The cloud processing and storage shown in figure 2.4 is the topic of the 3GSS. The computation architecture
defines the scalability, robustness and availability of the data within the surveillance system. Algorithms for
processing of the images and analysis of the behaviour are still required, but the main concern with the 3GSS
is the distribution of both data and processing power.

2.1.4. Modules involved in visual surveillance
The evolution of VSS make a distinct separation of the problems and challenges in each generation. However,
it is an expanding progress and even a 3GSS cannot function without a imaging component or a tracking
mechanism. Every VSS faces similar challenges, which has to be overcome within the design. Within multi-
camera surveillance systems we distinguish five groups of technologies involved in 3GSS [75]. The groups
of technology as shown in the diagram in figure 2.5. The arrows indicate the information flow between the
different modules.
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Figure 2.4: Typical third generation surveillance systems setup

Multi-camera calibration
Multi-camera calibration maps different camera views to a single coordinate system. In many surveil-
lance systems, it is a key pre-step for other multi-camera based analysis.

Topology of a camera network
Topology of a camera network identifies whether camera views are overlapped or spatially adjacent and
describes the transition time of objects between camera views.

Object re-identification
Object re-identification is to match two image regions observed in different camera views and recog-
nize whether they belong to the same object or not, purely based the appearance information without
spatio-temporal reasoning.

Multi-camera tracking
Multi-camera tracking is to track objects acress camera views.

Multi-camera activity analysis
Multi-camera activity analysis is to automatically recognize activities of different categories and detect
abnormal activities in a large area by fusing information from multiple camera views.

Figure 2.5: Technologies in intelligent multi-camera video surveillance [75]

Many existing VSS solve these problems sequentially according to a pipeline. This makes the software
more manageable and eases the development process. However, sequential correlated processes may actu-
ally lower the performance, compared to the combined processes. Recent research works show that some of
these problems can be jointly solved or even be skipped in order to overcome the challenges posed by certain
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application scenarios [75]. The evolution of the surveillance systems suffer a similar fate. With each new gen-
eration, new problems arose, which can be attempted to be solved as individual problems. The performance
of these choices unfortunately weigh heavily on the techniques used in the applied imaging techniques and
tracking methods.
Intelligent multi-camera video surveillance faces many challenges with the fast growth of camera networks.
As the scales of camera networks increase, it is preferred that the multi-camera surveillance system can self-
adapt to the variety of scenes with less human intervention. Object re-identification and multi-camera activ-
ity analysis prefer unsupervised approaches in order to avoid manually labelling new training samples scenes
and camera views change [75]. In turn, this may not always be possible, due to the reasoning applied within
specific regions.
The three topics discusses further on from here on are just as much each others complements as the gener-
ations in surveillance systems. The diagram in figure 2.1 are drawn as overlapping topics on purpose. They
topics also have a parallel with the generations of surveillance systems. The techniques for automatic video
surveillance mainly concern the first and second generation and end with the tracking algorithms. With the
introduction of digital cameras, it became possible to reason about the perceived images. The reasoning
models are build on top of the tracking systems and apply logic and statistic methods to reason about the
behaviour. Finally, agent technologies became an interesting research topic when the surveillance systems
grow too large for traditional systems. This is a typical problem with the 3GSS. With every generation, the
conclusions made in the previous generation would have to be reconsidered, while at the same time, the
communication and task delegation heavily depend on the techniques used in the previous step.

2.2. Video surveillance techniques
Video surveillance techniques include everything done to extend the perception range of the security guard.
The 1GSS mainly concern about the distribution of the (analogue) images to the user. There are some practi-
cal problems caused by the configuration of cameras over the region. These problems affect both the human
and the automatic surveillance. We will quickly go over the practical problem and then continue with the
techniques for automatic surveillance.

2.2.1. Camera configuration
The first problem for multi-camera surveillance is the visual region made available through the cameras. Ob-
viously, when designing a VSS, it should cover as much of the visible region. Blocking obstacles and dark
corners make it hard to detect objects within the region. Overlapping camera views make an inefficient con-
figuration, but sometimes are the only way to look around obstacles. Designing a good camera configuration
is an important aspect of the surveillance system overall. Once designed, the topology of the system is an
essential piece of knowledge for interpreting the images [75].

2.2.2. Automatic surveillance
Automatic analysis of the images did not start until the 2GSS, due to the advances in digital image processing.
A typical configuration of processing modules is illustrated in figure 2.6 [72]. Although the pipeline makes
it easier to distinguish between the processing steps, any processing pipeline is unique. Depending on the
problem, different steps are required and different approaches are chosen. Processing steps can be merged
to solve them both in one step. Early automatic surveillance systems only set the goal of recognizing objects
and solved that problem most efficiently. But in the process, they made it impossible to apply the technique
to VSS that implement all the steps. We intend to show some approaches for each of the processing pipeline.
Due to the different problems they all try to solve, the best approach for new VSS is more than the selection
of the individual parts.

2.2.3. Pre-processing
The image interpretation process starts with images directly from the cameras. The pre-processing step en-
hances the quality of the frames for easier interpretation, starting with the object detection [16]. Like any
classification process, the performance is dependent on the state of the input. Real life environment tend
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Figure 2.6: Traditional flow of processing in visual surveillance systems [72]

to have many reasons why the images can be tainted, such as dirty cameras, passing animals and weather
conditions. The capturing device itself also have its limits in terms of resolution and analogue-to-digital con-
version process. The combination of external and internal factors for tainted images make every camera
unique and the optimal pre-processing step is different for each situation. But we found two techniques that
are reaccuring often in the literature: noise filtering and background seperation.
Noise filtering attempts to remove any noise in the images caused by the capturing method. The low-pass
filter is an often applied technique to reduce the noise [58],[67]. Because the simulation does not include
noise, we leave the subject of noise filtering for now.
Massimo Piccardi [45] reviewed about eight background subtraction techniques used for object tracking in
video surveillance ranging from simple approaches, used for maximizing speed and restraining the mem-
ory requirements, to more complicated approaches, used for accomplishing the highest possible accuracy
under any potential circumstances. All approaches intended for real-time performance. The techniques
reviewed are: Running Guassian average, Temporal median filter, Mixture of Gaussians, Kernel density es-
timation (KDE), Sequential KD approximation, Co-occurrence of image variations and Eigen backgrounds
technique.
Most segmentations methods use either temporal or spatial information in the image sequence. Most ap-
proaches use one of three methods[33]:

Background substraction
Background substraction detects moving regions in an image by taking the difference between the cur-
rent image and the reference background.

Temporal differencing
Temporal differencing makes use of the pixel-wise differences between two or three consecutive frames
in an image sequence to extract moving regions.

Optical flow
Optical flow uses characteristics of flow vectors of moving objects over time to detect moving regions
in an image sequence.

Choosing the best method depends on the situation. Static cameras with constant lighting is best solved
with a background subtraction method, whereas active cameras or dynamic environments can best be pre-
processed using temporal differencing and optical flow respectively. The simulated environment used in this
thesis has static structures, so we chose to apply background subtraction.

2.2.4. Object detection
Object detections include recognition of individual image regions, known as objects or patterns. There are
many techniques to detection, too many in fact to describe all of them here. Pattern recognition by machine
involves techniques for assigning patterns to their respective classes - automatically and with as little human
intervention as possible. The most commonly used pattern arrangement is the feature vector, also known as
descriptors. The key concept to keep in mind is that selecting the descriptors on which to base each compo-
nent of a pattern vector has a profound influence on the eventual performance of object recognition based
on the pattern vector approach [29].
Objects are mostly detected using shape characteristic detection, such as blob detection [11, 58], known
colour or spatial histograms [35] or template matching [44, 78]. The challenging is to detect all the object,
independent of posture, overlapping each other or other effects that impact the object representation.
Other approaches use the characteristics of movement to detect the objects. In [2, 77] the behaviour of ships
is analysed. The system relies on regions of interest and verification of the realistic motion to detect the ships.
Using the behaviour to detect the objects for suspicious behaviour detection is a dangerous method. Unusual
behaviour may not be detected and will not be provided to the reasoning system. The ship detection method
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works for this particular application, but may not perform well in the behaviour analysis problem.
The image from a video camera is a 2 dimensional image. Determining the position of the object required
the image position to be mapped to the 2D or 3D environment representation model. Previous work in the
research group presented a method for calculating the 3D position using the known configurations of the
camera [12].

2.2.5. Object recognition
Detecting an object is only shows there is an object somewhere in the image. Recognizing the object as one
particular person allows the system to apply rules specific to the target. There are numerous techniques to
re-identify the object in different images. For example, [35] uses a voting mechanism between all detected
objects to determine which person is detected. Without an object recognition method it would be impossible
to track multiple people. Not all VSS require the system to track the individual objects, for example in the
case of people counting [44] or tracking of unusual regions [69]. For our system it is important that the object
recognition can track specific instance of cars. Else the complex behaviour cannot be analysed.

2.2.6. Track info extraction
Tracking information supply addition insight in the behaviour of an object. The position sequence allows
the calculation of distance to other objects, speed, direction, acceleration, etc. In [68], we found that only
supplying the security guard with tracking information on the objects already made a automatic surveillance
system a valuable addition and reduced the intensity of the surveillance task.

2.3. Reasoning techniques
Digitalisation of the camera images made it possible to reason about the observed images. Reasoning tech-
niques are applied to automatically analyse object’s behaviour. Using the actions over time, the system is able
to detect patterns within behaviour and classify unwanted behaviour.

2.3.1. Behaviour and activities analysis
In a surveillance scenario, they discriminate between normal and abnormal tracks. The detection of suspi-
cious events has been the previous topic of our research group. In [63] an hidden markov model was used to
assess the navigation behaviour of cars over the Den Helder facility. With the help of experts, the behaviour
profiles could be made to assess the likelihood of unwanted behaviour. But they were not the only ones.
Object and anomaly detection are researched in [3]. Their approach is based on modelling pixel level proba-
bility distribution functions of object speed and size from the tracks and was used for detecting local as well
as global anomalies in object tracks. The research presented in [39] focuses on understanding human be-
haviour and interactions in complex dynamic scenes. They are able to find rules governing a scene like traffic
sequences order, based on learning spatio-temporal dependencies in the scene. The first step is to learn de-
pendencies between motion patterns and therefore extract local temporal rules of the scene. The second step
is to jointly learn co-occurring activities and their time dependencies, generating global temporal rules.
As discussed earlier, in [69] the behaviour was assessed by learning the unusual regions within the image
streams. In contrast to explicitly modeling specific unusual events, the proposed approach incrementally
learns the usual appearances from the visual source and simultaneously identifies potential unusual image
regions in the scene.
A smart surveillance system named CASSANDRA aimed at detecting instances of aggressive human behaviour
in public environments is presented in [80]. A distinguishing aspect of CASSANDRA is the exploitation of the
complementary nature of audio and video sensing to disambiguate scene activity in real-life, noisy and dy-
namic environments. At the lower level, independent analysis of the audio and video streams yields interme-
diate descriptors of a scene. At the higher level, a dynamic Bayesian network is used as a fusion mechanism
that produces an aggregate aggression indication for the current scene.
A surveillance system that uses audio and video sensors to reveal and track the presence of an intruder in an
off-limit area is presented in [48].The system is composed of a mobile agent and several static agents cooper-
ating in the tracking task. The mobile agent is a vision agent composed of an omnidirectional vision system
and a mobile robot. The static agents are acoustic agents composed of self-steerable microphone arrays and
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a vision agent implemented on an omnidirectional vision system.
The multimodal workbench for automatic surveillance applications presented in [15] is centred on the shared
memory paradigm, the use of which allows for loosely coupled asynchronous communication between mul-
tiple processing components. This decoupling is realized both in time and space. The shared memory in the
current design of the framework takes the form of XML data spaces. This suggests a more human-modeled
alternative to store, retrieve and process data. The framework enhances the data handling by using a docu-
ment centred approach to tuple spaces. All the data is stored in XML documents and these are subsequently
received by the data consumers following specific XML queries. In addition, the framework consists of a set
of software tools to monitor the state of registered processing components, to log different types of events
and to debug the flow of data given any running application context.
In the intended system, we want to learn the spatio-temporal dependencies in the scene, but we consider the
behaviour different for each level. Similar to done in CASSANDRA, we want to find the suspicious behaviour
triggers on each level.

2.3.2. Database
We found that the efficient storage and fusion of multi-modal sensory data is the least investigated topic
within 3GSS. This is due to the work intensive task of creating a validation database as for example is done in
[5]. The goal of the data for 3GSS is to efficiently store all information required to re-identify, track and anal-
yse the behaviour of object. Depending on the methods used in the processing pipeline, different extracted
features are important on each section of the process. In [6] an hierarchical database is proposed to store the
data differently for each layer of analysis, including image framelet, object motion and semantic description
layer. The proposed system gives an unique view on the storage of the data, however no attempt have been
made to decentralize the storage of the data and distribute the information over the different cameras.
Logging the events on different simantic levels is valuable, but also allows automatic backtracking persons.
Especially in large system, tracing a person’s footsteps time consuming, work intensive task. There are already
automatic backtracking systems on the market today [25]. However, we would want a real-time detection sys-
tem that has the option of backtracking.

2.4. Agent technology
We choose to use an agent-based approach to the processes in the reasoning of the intelligent cameras. The
agent-based approach allows us to focus on the cooperation between the cameras and their behaviour on an
high level. The distributed approach for data processing and storage (as is the topic of a 3GSS) lies in the core
of multi-agent systems. Added to the distributed approach, is a level of autonomy to the processes within the
system. Agents have a spatial awareness of both the monitored environment, as well as the responsibility of
each agent. Multi-agent surveillance system do not only know the configuration and topology of the camera,
but also which agent is responsible for the data processing.
This section discusses different approaches in camera cooperation and task distribution. We review other
approaches in the automatic surveillance domain and build an argument for the hierarchical approach used
in the proposed system. Afterwards, we will discuss the topic of automatic testing in an agent-based environ-
ment. Due to the many parallel processes and autonomous nature of the software agents, we need to apply
adjustments to the conventional methods of testing in order to test the agents.

2.4.1. Communication & cooperation
There are many different aspects to consider when it comes to the distributing the tasks between processes.
On the one hand, an equal distribution of task load over all agents is desired, which prefers decentralized
methods. On the other hand, the amount of data communicated should be both equally distributed and
minimzed as well. Optimizing these properties depend heavily on the available hardware. Since there is no
one simpel solution to this problem, all we can do is look at a few examples to understand the challenges and
possible solutions.
[49] shows a cooperative approach within a multi-camera surveillance system. The system contains both
static cameras and active cameras. Essentially, the cooperation of the cameras comes down to the calcula-
tion and communication of the relative position of an object, which are directly related to the angle and tilt
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of an active camera. In addition, a new metric -Appearance Ratio (AR)- is defined to measure the reliability
of each sensor and to fuse the measurements in a centralized manner. Unfortunately, due to this centralized
processing, the work failed to reach the full potential of a distributed approach. It does show how the infor-
mation from one camera can be communicated to other cameras to improve the surveillance tasks overall.
In [7, 8], we find an example of an agent based system, that uses the situation awareness to optimally use
the available resources to automatically survey multi-camera environments with large amounts of cameras.
Their approach defines clusters of intelligent cameras to dynamically allocate tasks to smart cameras. The
framework for task delegation (named PoQoS [47]) combines power- and Quality of Service (QoS)-management
in high performance distributed Intelligent Video Surveillance (IVS). It distributes tasks over the any device
in the system, whose power- and/or QoS-parameters are dynamically configurable, named PoQoS Adaptable
Units (PAU). The work shows the potential for multi-agent systems to perform large scale traffic surveillance.
The hierarchical model for data processing allows for equal computation power demand distribution. Defin-
ing the algorithms within the tasks and designing the cooperation between the tasks remains a challenges on
its own.
The problem of optimal task distribution plays an important role in many different research field. For the
comparison between the different models, we are going to take a slight detour from the VSS domain and look
at examples from the mobile agent cooperation. In [34] compared three models for scheduling refuelling ac-
tivities for multiple mobile robots on a shared charger. The work compared centralized, fully distributed and
hierarchical model. He found that “For small problem sizes, with high effifiency requirements, an off-line
schedule can be found using the optimal approach, or proposed heuristic. For dynamic environments or
large scale problems, the distributed, or hierarchical approach, using an adaptive threshold can be used to
obtain reasonable results in real-time.” Decentralized method tend to find suboptimal solutions, but within
shorter time. An hierarchical approach can distribute a lot of the planning and execution over the robotic
team, thereby it retains the benefits of distributed approaches regarding to speed, flexibility, and robustness
[27]. In the work of [34] the hierarchical approach outperformed the fully decentralized approach slightly
on average and showed most potential in large problems. We decided to put this to the test by designing a
hierarchical model for the agent reasoning.

2.4.2. Testing agents
The fast increase of complexity in behaviour of MAS is both its advantage and disadvantage. The cooperation
of many simple agents can be used to solve complex problems. In nature for example, ants work together
to gather food for the colony. While each ant only follows a simple reasoning system, the colony as a whole
shows fascinating complex behaviour. This is similar to the multi-agent systems, were the individual tasks of
a camera might be simple, yet together they manage the safety of the complete area.
At the same time, the growth in possible states when agents run parallel to each other, reduces the manage-
ability of the software (agents). Ensuring the collective behaviour always does exactly what is required, can
be a challenging task. Individual software agents can show bugs like any other piece of software, but even
without them, the exponential growth of the number of states in distributed systems makes it hard to proof
that the cooperative effort will always show the behaviour that was expected or required. Not only do we want
to design the process, we will want to test the software as well.

Figure 2.7: Development and Testing processes correspondence (Adapted from [51])

Testing is a skill on itself and should be considered in every step of the development process, as is shown
in figure 2.7. For single process systems, the development cycle is reduced to small units of code, testing each



2.4. Agent technology 21

early in the development process. For Object Oriented (OO) code, the units go as far as testing each class sep-
arately. This ensures each unit works separately, increasing the chance that the software also works together.
The same principle holds for testing software agents. However, testing each class within the agent separately
is not allowed within the software agent principle. The default method of testing goes against the design
principle of multi agent systems. The autonomy properties of the agents prevents us from testing the internal
functionalities of the agents [74]. Agents are designed to communicate to each other through the proper com-
munication channel and any other method to gather information goes against the autonomy of the agent.
Testing etiquettes tell us we should perform small fast tests, because the more classes are involved in the tests,
the harder it becomes to trace the source of any potential bug. Ideally, the software is tested in units, because
they are fast and the debugging is easy. However, multi-agent systems can only be tested as a whole and these
tests are badly applicable in this environment. System tests (also known as End-to-End tests) are perfectly
capable of showing how well the software works, but are often very slow and all discovered bugs in the soft-
ware will take a long time to fix. Table 2.2 summarizes the properties of the different tests. New methods to
reduce the class scope and duration of the tests would be very beneficial to the development process of MAS.

Table 2.2: Test method applicability
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Integration tests Medium Slow ++ -/+
Unit tests Small (single class) Fast ++ –

In [13] an unit test approach is presented for MASs. The main purpose is to help MASs developers in test-
ing each agent individually. It relies on the use of Mock Agents to guide the design and implementation of
agent unit test cases. The proposed approach extends the existing JUnit test framework to allow the execution
of JADE unit test cases on the JADE platform.

Figure 2.8: Test environment uses mock agents to interact with agents under testing

The approach relies on Mock Objects [46] to simulate real environmental resources. Mock Objects are
regular Java objects that acts as a stub, but also includes assertions to instrument the interactions of the tar-
get object with its neighbours. The concept of mock objects and mock agents are combined to form mock
agents. Mock agents are regular agents that communicates with the agent under testing (AUT) (as is shown
in figure 2.8). By testing an agent in isolation using mock agents, the programmer is forced to consider the
agent’s interactions with its collaborators, possibly before those collaborators exist. We will be using the mock
agents to test the functionalities of our system.





3
Context

The surveillance case handled in this thesis is the car surveillance on the Royal Dutch Navy training facility,
located at Den Helder, the Netherlands. The goal is to design a DSS and automate (parts of) the detection and
classification of suspicious car behaviour in a distributed environment. This task is currently performed by
security guards and in order to reach the goal, we will automate parts of the reasoning process of the human
operator. The aim is to develop the DSS, which assists human reasoning and is inspired by it in its design. In
order to do this, we need a better understanding of the reasoning process performed by the security guard.
In this chapter, we will look into the tasks of the guard, the reasoning steps involved in the tasks and gather
the requirements of the automatic surveillance system. After this chapter, we will have a clear focus of the
reasoning involved with VSS tasks in the Den Helder training facility.
The research starts with a generic view of the tasks within the local traffic surveillance. Once established, a
cognitive model of the security guard is constructed. The cognitive model would assist in designing algo-
rithms for automatic suspicious behaviour detection. Human intelligence is our main example of an intelli-
gent system and proofs to be an informative design. The limitations the security guard must cope with, such
as missing information are also problems for the cameras in the system. After we looked at the cognitive
model of the security guard, the design design switches from generic to concrete and focuses on the traffic
surveillance of the Den Helder Royal Dutch Navy facility used as a case for this thesis. The tasks are defined
in scenarios, which serve as a guideline for the proof of concept application build for this research. The ap-
plication will not be covering all the aspects of the traffic surveillance system and parts of it will be simulated.
We will give a clear separation of the simulation and the application scope and define what behaviour the
simulation environment will represent.

Figure 3.1: Research topics within the scope
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3.1. Case introduction
The orientation starts with the environment in which the surveillance system will operate. As shown on the
map in figure 3.2, the training facility is located in the Dutch town Den Helder, Noord-Holland. The facility
is located near the harbour and houses offices, sleeping quarters, lecture rooms, navy supplies and the navy
museum. The location is in between the city centre and the harbour, in particular the ferry to the island of
Texel.

Figure 3.2: Den Helder, Noord-Holland

The current surveillance system consist of multiple active and static cameras distributed around the pre-
misses. The images from the cameras are send to the control room, where a security guard is monitoring the
activities as shown in figure 3.3. The security guard is responsible for the tracking of people and cars and
interpretation of the actions of the observed objects. Due to a number of high value targets on the premises,
such as the armoury or the offices of the Commandeur, security should always be vigilance for any attack or
theft. However, the large number of cameras and the low ratio of attacks versus normal events make it hard
to remain vigilance all the time.

Figure 3.3: Current situation
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The DSS is intended to be an extension of the existing system. It will have access to the same information
and will have the video streams as input. For these video streams, the system will extract useful information
for the security guard to be better at keeping track of the actions in the area. This is shown in figure 3.4.

Figure 3.4: Intended role automatic detection system

The analysis of the DSS is communicated to the user in three categories: inform, warn and alarm. The
inform category is the information that is extracted from the actions that are not seen by the system as un-
wanted behaviour. This information is useful for the security guard to interpreted complex behaviour, such
as scouting for a break-in or blocking an escape route. These are behaviours that require the understanding
of the situation, a skill more present in human security guards. The inform category has for instance infor-
mation about the track of a person or the time he has been parked. Warnings are the suspicious behaviour
indicators. In these cases, the system has reasons to believe there is unwanted behaviour present or might
occur in the near future. When the system is sure that unwanted behaviour is present in the environment, it
will raise the alarm. An indication of how such a system would present the information to the security guard
is shown in figure 3.5.

Figure 3.5: Goal interface

Now that we have an understanding of the case, we now discuss the specific contribution of this project.
The current project is not the first from our department that looks into automatic behaviour analysis.
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3.2. Models for evaluating performances
Since 2005, the research group Intelligent Interaction of TUDelft has looked into many different aspects of
automated surveillance systems using smart multimodal cameras. The current work is a continuation of
this research and focusses on a relatively new topic within visual surveillance systems, which is task load
distribution and agent cooperation. In order paint a picture of how this topic became important, we will
discuss previous work by the research group, summaries what we have learned from it and evaluate the work
based on the criterias for the current research. This will show the focus points for the current research. In
the past, we researched existing video surveillance systems in trains, railway stations, shopping malls, and
military areas. In all those applications recorded video’s (footage) were monitored by human operators in
control rooms. To perform this monitoring job requires a lot of human effort and resources. Monitoring video
recordings 24/7 is not a challenging job. The vigilance of human operators especially during the evening
and in the weekends is not optimal. The upcoming terroristic threads requires 100% performance. Control
rooms are not scalable. In a city like Amsterdam there are currently more that 2 million surveillance cameras
installed. Monitoring by human operators is too expensive. There is a need for automated system.
The focus of automatic surveillance systems is an automated detection of aggressive behaviour. Currently, the
human security guard is still irreplaceable. Primarily the technology is not advanced enough to completely
replace the human security guard, but partly because of it, stakeholders often do not prefer it. Stakeholders
often require that automatic surveillance systems should be modelled after human operator, since it improves
the ease-of-use. This also allows a gradual introduction of automated surveillance systems, via (decision)
supporting (semi-automatic)systems. To define the requirements of automated systems operators at work in
the control room have been observed. The operators were required to think aloud. A list of possible important
cases were discussed with the operators interviews. Detection of aggressive behaviour against employees,
travellers, visitors and properties had the highest priority. The scenario’s for aggressive detection of car drivers
in military areas as listed in this thesis are also based on interviews of operators in the control room.
The existing camera network , conveying video data to the control room , monitored by the operators is the
baseline. The question is how to support or improve the monitoring work of the operators. We list some
possibilities:

• The cameras are located on places, such that human monitoring is optimal. In case of automated
system location should be reconsidered.

• The quality of the camera should be improved to facilitate automated surveillance system. Cameras
should be equipped with additional memory and processor to enable local processing. Even a micro-
phone can be added.

• Usual only one operator is monitoring the video-data recorded in some area. In case of multiple cam-
eras, we have to face the communication between cameras.

• One of the option is to consider distributed or decentralised processing of the data. One of the option
is to model a camera as an agent who I able to perceive its environment, reason about observed data
and take appropriate action. But the introduction violates for example the idea of centralised control.

• A problematic question is to create public domain annotated corpora of recorded data from surveil-
lance systems to test different research methods. Simulated or acted data could be an alternative.

3.2.1. Criteria to compare surveillance systems
Automated surveillance systems can be designed in different ways using different models. In this section we
describe different models used in past projects. To compare the different models we define at first some cri-
teria. The different projects are ranked on this criteria using a five point scale. The final results are listed in
table 3.1

Scalability
The proposed surveillance system should be able to handle the increasing amount of surveillance cam-
era’s.

Modularity
The proposed system consists of different detection units and detection units can be installed in every
camera and should be able to communicate and exchange information with neighbouring units.
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Multimodal fusion
The proposed system should be able to associate, correlate and combine data and information from
multiple sources and multiple modalities.

Centralised versus decentralised
The proposed surveillance system should be able to handle the exponential grow of recorded data.

Vigilance
The proposed surveillance system should be able to analyse recorded video footage 24/7 and detect
aggressive behaviour with a high detection rate.

Human model
The proposed surveillance system should mimic the human way of observation, feature extracting,
reasoning and final classification.

Implementation on current camera networks
It is not an option to replace the whole existing video surveillance systems, here is only room for im-
provement of the quality of cameras and location.

Local/global detection
The proposed system should be able to detect aggressive behaviour on a local spot but also behaviour
distributed over a large area.

Reasoning technologies
The proposed system should be able to reason about observed behaviour using rule based systems,
Bayesian probabilistic reasoning and classifiers.

Experiments
The developed system should be tested using real life data, acted behaviour or simulated data.

3.2.2. Different models implemented in surveillance systems
In the framework of the smart surveillance project several surveillance systems were analysed. Every surveil-
lance system has its own specific model. Next we discuss the successive models and discus their strength and
weaknesses.

Singlemultimodal camera
In our first project Zhenke Yang [15, 54, 79] researched an aggression detection system in trains using single
multimodal camera. A multimodal camera is a camera equipped with a microphone. In every train compart-
ment four cameras were installed covering almost the whole compartment. Every camera was connected to
a PC for data processing and to the machine-operators room for visual inspection. Special image processing
software was designed to analyse the video recordings and to detect special aggressive behaviour. Special
features extracted from the data was the amount of movement, the position of actors and distance between
actors and special gestures. A special Bayesian network was used to reason about the extracted features to
computable probability of aggressive events. There were good indicators of aggressive acts. The recorded
speech signals were used for localisation of the speakers and speech processing. To record data and test the
system the research team had access to a train compartment parked on a special place and a mock-up of a
train compartment in one of the NS buildings. A team of stand-up comedians were requested to play special
scenes. The topics of this scenes were the aggression detection topics as defined by the NS stakeholders.
The recorded data was annotated by observers in the control room and after training the system with statis-
tical software and classifiers it proves that the system was able to detect aggressive acts in 70% of the cases.
But we note the recorded data contains a limited scale of acts with overt aggressive behaviour. There was no
transfer of knowledge and data from one compartment to the other. A fleeing man was difficult to track by
switching from one camera to the other. The idea was that different cameras inside and outside the train the
train communicate with each other so that an object can be tracked within and outside the train. One of main
problems was that it was difficult or even impossible to attack an identifier to an object. Every camera was
directly connected to the control room. This resulted in an overload of data at the central point. To connect
and compare different data streams was too complex also because of synchronisation problems of different
camera systems.
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Network of distributed cameras
In a second project Iulia Lefter [41–43] researched a distributed camera surveillance system at a Military Area.
Every camera covers part of the area (streets, parking places, entrance, exits, information desk) and sends its
information to the control room. The main focus was to detect aggressive behaviour at the entrance of the
area with toll gate and at the information desk of the safety guards. Special image processing and sound pro-
cessing software was designed to detect aggressive behaviour and to generate a warning signal. In parallel all
the data was forwarded to the control room.
Based on interviews with safety-guards special scenarios were developed of aggressive behaviour of visi-
tors against the operator behind the information desk and detection of aggressive acts against material.
All the scenarios were played by stand-up comedians. The recorded multimodal data was analysed using
HOFT/SWIFT technology and different kind of classifiers. A difficult job was the annotation of recorded data
using annotators of different expertise. An aggressive incident was clearly detected and classified, but the
increasing threat before or after an incident was classified in different ways. It is of high importance that an
aggressive incident will detected as soon as possible and not during the onset of the incident or after the in-
cident. The agreement between annotators was about 70%. The detection rate of aggressive incidents was
65%. The results were discussed with operators in the control room and they were positive about a decision
support system. They expect that the system could support their work during the night and during the week-
ends when there are less guards available and the amount of visitors of the military area is minimal.
Network facilities were not researched. Mainly because the network was out of date, the resolution of uni-
modal cameras was too low for image processing, not all areas were covered by cameras. But the main prob-
lem were security reasons. The surveillance rules and procedures of the safety guards are classified. Thanks
to team members with a military background we were allowed to have interviews and discussions with the
safety guards via this special team members.

Network of distributed cameras of different type
A third project was executed by Mirela Popa [55, 56] in cooperation with Philips. The goal was to research
shopping behaviour in shopping malls with a focus on detection of theft. In a mock-up shop at Philips cam-
pus recordings were made of shopping stand up comedians. Via fish-eye cameras the trajectories of shop-
pers were analysed. Via charge-coupled device (CCD) cameras attached to the ceiling were used to monitor
if shoppers put products from the regals in the basket or back to the regals again and not in the pocket for
example The recorded interaction shopper-products movements were analysed using fusing Histograms of
Optical Flow (HOF) with directional features. Between the several main research directions which contribute
to human behaviour assessment, we used the approach proposed by Laptev et al. using space-time interest
points (STIP) in combination with a multi-channel to recognise human actions. SVM classifiers were to rec-
ognize realistic human actions in unconstrained movies.
Thanks to Philips we had access to real life recordings of shopping people in a shopping mall. Again differ-
ent kinds of cameras were used to observe the shopping behaviour. At the end we developed a prototype of a
smart camera, a camera connected to a PC which was able to record, store, process and analyse recorded data
and in case suspicious behaviour has been detected an alarm is send to the control room to activate safety
procedures.
The focus in this project was on developing single smart cameras of different kinds and not on smart net-
works of surveillance cameras. The developed software was modular and could be installed on smart proces-
sors connected to the cameras. The performance of the system was reasonable. In 60-70% of cases of theft an
alarm was generated. The system was 24/7 online. The cases of theft during the evening and robberies were
detected automatically and the police was alarmed without dangerous intervention of shopping personal.
Network facilities are still under development. One of the researched option was face recognition at the en-
trance of the shopping mall using software developed within the group. The idea was in case a suspicious
person entered the shop an increased alarm should be generated and the trajectory of that person should be
tracked and his behaviour analysed in more detail. But because of privacy issues and failing communication
facilities in the surveillance network, this option was not researched in more detail.

A surveillance system of amilitary harbour using AIS (Automatic Identification System)
An interesting sub-project performed by Krispijn Scholte [61, 62, 64] of the surveillance project was the
surveillance of ship movements around the Military harbour of Den Helder using the AIS system. Every ship
with a minimal size has to use a special transponder. Such a transponder broadcast information about the
identity of the ship, its speed, position, heading. AIS data are public domain available via Internet. The idea
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is that ships are able to detect ships in their neighbourhood and take actions to prevent collisions. But we
preferred recording via a special antenna attached to a surveillance tower at the entrance of the harbour. This
special antenna covers an circle area with a diameter of 60 km. Only with permission ships are allowed to
enter the military harbour at Den Helder and to approach oil platforms. Because of increasing threats of ter-
roristic attacks, illegal fishing activities and violations of ecological rules, ship movements are monitored by
the Coast Guard in the control room. Via interviews t Via the recorded AIS we were able to record and analyse
ship movements. In some areas ships have speed limits, have to keep their lanes, are not allowed to embark.
Again via interviews of the operators in the control room we were able to extract knowledge about detection
of aggressive acts. This knowledge was implemented in a rule based system and Bayesian reasoning system.
The system was able to detect violations of shipping behaviour rules 24/7. The premise was that the AIS sys-
tem was not switched off. But in those case also an alarm was generated if this happens on unusual places,
outside the harbour or places to embark.

Intelligentmulticamera video surveillance
From 2010-2014 several students [31, 60, 79] conducted their BSc or MSc thesis project in the framework of
video surveillance system project. Different architectures and computational models were used. Different
projects were based on ad-hoc approaches and knowledge from were hardly reused or combined. Most stu-
dent prefer their own innovative approach

• In almost all projects cameras were modelled as agents. Cougar or Jade were used as agents framework.

• In many projects tracking of people was a dominant topic. Moving people at the TUDelft campus were
recorded. Tracking of people was used to detect if people used forbidden tracks. Stand up comedians
were requested to play aggressive scenes and the recorded data was analysed using different technolo-
gies.

• In a system of distributed surveillance camera all recorded data was send and stored at a central Black-
Board. Special agents were able to extract features from the recorded data, fusing of different modalities
and removal of analysed data to prevent.

The most interesting results were summarised in some papers presented in Journal papers or Conference
Proceeding.

3.2.3. Preliminary findings
The different projects are ranked on this criteria using a five point scale. The final results are listed in table
3.1. The columns of the table correspond with the defined criteria and the rows with the different projects.
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3.2.4. Conclusions
After reviewing the projects previously performed by the research group, we can draw a number of conclu-
sions about the future projects.

1. Most of the listed projects end up with a prototype of a surveillance system. This prototype can be used
as a proof of concept, but cannot be used in real environment. There is a need for a full implementation
of a surveillance system.

2. There are only two projects (shopping mall, AIS system) where the developed surveillance system has
been tested on real life data. Because of privacy and security reasons this was not possible in the other
cases.

3. None of the developed system has been tested by human operators or matched with human operators.
None of the operators was able or willing to take part in such an experiment. Most of the systems were
discussed with human operators and labelled as promising. So far human operators believe that they
outperform every automated system.

4. In most projects the reasoning module operates as a stand alone module. Only in the BlackBoard ap-
proach data of multiple cameras has been fused and used for reasoning.

5. Most project take either a centralized approach or only consider local behaviour. There is a need for
decentralized approaches that are able to reason about global behaviour.

3.3. Philosophy of suspicious behaviour detection
Suspicious behaviour classification tasks is the first part of the security management of people within an lo-
calized area. Aside from the identification of the unwanted behaviour, security management also includes
planning and executing of the course of actions to countermeasure the unwanted behaviour. In order to be
able to identify the unwanted behaviour (and for us to design an automated system) we require a clear defini-
tion of unwanted behaviour. This definition is specific and can be different for each situation. The same holds
for the plan of action to countermeasure the unwanted behaviour. The computer lacks the creative thinking
to evaluate the behaviour without a clear definition of right and wrong. We depend on expert knowledge to
define the behaviour for each situation and provide the restrictions.
But the problem of behaviour identification is even more complicated due to the restrictions caused by the
way we perceive the area. The area is perceived by multiple cameras, allowing the guard to monitor the com-
plete area at once. While a car is monitored, the guard is constantly evaluating the behaviour and gathering
proof for a definitive classification of the behaviour. But in many cases, this absolute certain classification
cannot be given, due to visible range or configuration of the cameras. In such cases the guard has to act,
based on suspicious alone and decide how to gather. We devised a reasoning process performed by the guard.
This reasoning process is shown in figure 3.6.

Figure 3.6: Guard’s reasoning process

The reasoning process is the first time in this thesis we divide suspicious and unwanted behaviour. The
difference between the these types of behaviour plays an important role in the reasoning method applied.
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This is why we spend some extra time in the analysing the types of behaviour.

3.3.1. Deterministic versus probabilistic
Suspicious behaviour is a difficult term without proper definition. We define suspicious behaviour as a phe-
nomenon that has a chance to be unwanted behaviour, but there is not enough proof to classify as such.
Behaviour can arouse suspicion of being unwanted, but the further away we are from proving (or disproving)
it, the more complex the behaviour becomes. Complex behaviour requires a creative method to gather the
necessary information. The reasoning loop shown in figure 3.6 is part of this creative process. A guard can
be triggered by the events on one camera, but may require the information from multiple cameras to proof
the unwanted behaviour. Another option may be to switch on a microphone, when the camera images alone
are not enough to gather the proof. The process of finding methods to proof the behaviour is the creativity
of the guard and works best when the guard understands what he is looking at and knows what he can do to
extends its knowledge.
The line between unwanted and suspicious behaviour is all about how the environment is perceived, in-
cluding time, space and measurement type. Proving unwanted behaviour in a drivers actions may require a
combination of multiple sensors, distributed over an area and measuring over a period of time. In the case of
multi camera surveillance, we have limited coverage and detectability of actions. The setup of cameras may
result in an incomplete coverage of the area, but also could have overlapping regions in the images. This is
shown in the diagram of figure 3.7. The actions of a car outside the visible region have to be estimated, based
on the available information. The same principle holds of actions that are undetectable by camera images
alone, such as turning the engine off. Other sensors are required to get the full set of evidence.

Figure 3.7: Perceivable regions

Suspicious behaviour is reasoning about the unperceived, may it be outside the time frame, measured
space of measurement type. The known samples (Θ) are used to estimate the likelihood of unwanted be-
haviour P (U |Θ). The difference between unwanted & suspicious behaviour ultimately is the difference be-
tween deterministic & probabilistic reasoning.

Unwanted behaviour: P (U |Θ) = 1

Suspicious behaviour:0 < P (U |Θ) < 1
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3.3.2. Implicit and predictive behaviour

We found two types of suspicious behaviour: implicit and predictive suspicious behaviour. Implicit suspi-
cious behaviour is behaviour that could be unwanted behaviour, but there is evidence available to proof or
disproof that the behaviour is unwanted. Predictive suspicious behaviour is behaviour that in itself is not un-
wanted behaviour, but is known to lead to unwanted behaviour in the future. The reason we separate these
types of suspicious behaviour is that they both have a different method of handling.
Implicit suspicious behaviour is caused by a lack of sensory equipment. The main aspect of implicit suspi-
cious behaviour is that the unwanted behaviour has already happened and the measurements arouse suspi-
cion of this event. The actions of the security guard can only affect the consequences of the unwanted be-
haviour. Further investigation could proof the detection was correct, since the behaviour actually occurred.
It requires the creative process of gathering evidence, even if it is as simple as going to the scene.
Classifying on the basis of predictive suspicious behaviour could prevent the behaviour from occurring or
catch the criminal in the act. The downside of predictive behaviour detection is the validation, since the
countermeasures may stop the unwanted behaviour from ever occurring.
From a technical viewpoint, classifying predictive suspicious behaviour is not much different from regular
classification. Non-predictive classification would base the reasoning on information extracted from the ob-
servations. Classification of predictive suspicious behaviour is based on the predictions made from the ob-
servations. This is represented in the time diagram in figure 3.8. As we saw in section 2.1.4, it might be best
to combine the predictor & classifier, but it will continue to have the predictive nature, included in the calcu-
lations.

Figure 3.8: Reasoning about future events

Both types of suspicious behaviour are evaluated by the security guards. In fact, the reasoning is con-
stantly changing, since the security guard is learning new aspects of the environment. For example, guards
may find that cars entering from one entrance tend to park near the water, which is not allowed. Entering from
this side would become a trigger and predictor for unwanted behaviour. Human operators are particularly
good at finding these correlations, but this knowledge is hard to gather in an automatic system. Scenarios of
unwanted behaviour can be changed to suspicious reasoning, when motivated by the increase of chance of
detection. This creates a nesting doll effect, which for each step notifies a system with a larger perception or
better suited conceptual model of the world. Again referring to the loop in figure 3.6, we find the guard is
constantly changing the reasoning steps applied.

3.4. Cognitive model
In an attempt to define the human reasoning model, we further investigate how the human mind works dur-
ing surveillance tasks. Through cognitive science we aim to model to mind and explain how it processes the
information. the mind is a vastly complex process and any model will most likely be an oversimplification,
but we can learn from it and use it to adjust the decision support system to best fit the operaters needs. Using
the research in cognitive science, we will design a model of the reasoning process, applied by the guard, to
detect the typical and atypical behaviour in the environment. We will then use the model as inspiration for
the design of the automatic behaviour classification system.
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3.4.1. Reasoning models
The reasoning steps introduced in the previous section is strongly inspired by the OODA-loop. The OODA-
loop was introduced by John Boyd during his studies in gaining the strategical advantaged in war situations.
The model helps to understand learning processes, which are applied both by friend and enemy. Boyd’s
research showed that in order to get the strategical advantage, one would be best off applying a proactive atti-
tude and adapt quickly to the changing environment. The situation would only grow in complexity with every
action taken by both you and your opponent. Only when all the information is available, would you be able
to make the best decision, but by the time all the information is gathered and processed, the situation would
most likely already be different. Stimulating proactive attitudes in the army would both decrease the time
needed to process the information and lead to more actions that the opponent needs to process. This would
slow them down, increasing the chances of gaining the upper hand in a potential dangerous environment.
The OODA-loop is used to form the basis of this argument and is still used often in training Navy officers to
learn strategic planning.
The reasoning cycle of the OODA-loop (figure 3.9) contains of four stages: Observe, Orientate, Decide and
Act. During the observe stage, the agent observes the environment. The available senses are used to sense
the environment and the predictions about the progress of the environment from the previous reasoning
cycle are validated. The observe stage is followed by the orient stage. In this stage the agent uses his past ex-
perience, believes and conceptual model of the world to extract information from the observations. The ex-
tracted information also includes predictions about the future state of the environment. Simultaneously, the
conceptual model adapted to the new observations, through a process of destruction and creation of the con-
ceptual model, which forms the learning process. Once the believed state of the environment is constructed,
decisions can be made about the appropriate actions. It is identified with a process of planning. Last, but
not least the agent acts and uses the options available to manipulate the environment. The cycle is repeated
continuously and due to the adaption, the guard learns and adapts to the ever changing environment. Ac-
cording to Boyd, there is a necessity to fast adaptation. The environment will only grow in complexity, which
is a challenge for every agent in the environment. The party that adapts faster, can act faster and in turn make
the conceptual model of the opponent outmoded.

Figure 3.9: OODA-loop model

For our purposes, we will assume the security guard has variation of the OODA-loop in his reasoning cy-
cle. The guard senses through the cameras distributed over the area. The images are interpreted from his
conceptual model of the environment. The model is based on both the camera images and the knowledge
of the environment. In contrast to the computer, the guard has probably walked around on the premisses
and uses that knowledge to understand behaviour the images represent. Then the guard uses the knowledge
to form a plan of action and decides where or not he should do something to counter-act the observed be-
haviour. And similar to the war situation, the sooner and more accurate the guard can detect or predict a
crime, the better he would be capable of resolving it.
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3.4.2. Reasoning complexity
Not all tasks require the same level of cognitive reasoning. While some behaviour is complex and require a
true understanding of everything in the environment, other behaviour is straightforward that the guard could
almost act instinctively. Rasmussen places human behaviour in three levels of performance: skill-, rule-, and
knowledge-based performance as shown in figure 3.10. In the model, signs and symbols belong to two dif-
ferent universes of discourse: a sign is a part of the physical world of being, a symbol is part of the human
world of meaning. Skill-based behaviour represents sensorimotor performance during activities that, after a
statement of an intention, take place without conscious control as smooth, automated, and highly integrated
patterns of behaviour. At the skill-based level, the performance is similar to that of a data-driven continuous
system, conditioned by signs in terms of patterns in the sensory information or intentions, or both, supplied
from the higher levels of control. At the rule-based level, the information is typically perceived as signs. Here
the mind performs sequences of subroutines in a familiar work situation and is typically consciously con-
trolled by a stored rule or procedure. The rules in Rasmussen’s model can be learned empirically during pre-
vious occasions or communicated from instructions or cookbook recipe. The performance is goal-oriented,
but structured by feed-forward control through a stored rule. After many repetitions, the behaviour (or sub-
routines within it) from a higher level can be learned in a lower level. In general, the skill-based performance
rolls along without the person’s conscious attention, and he will be unable to describe how he controls and
on what information he bases the performance. The higher level, rule-based coordination is in general based
on explicit know-how, and the rules used can be reported by the person, although the cues releasing a rule
may be difficult to describe. The information perceived in the lowest performance levels is defined as a sign
when it serves to activate or modify predetermined actions. Signs refer to situations or proper behaviour by
convention or prior experience; they do not refer to concepts or represent functional properties of the envi-
ronment.

Figure 3.10: Three levels of human behaviour
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The highest level of performance of human behaviour described by Rasmussen is the knowledge-based
behaviour. Knowledge is here taken in a rather restricted sense as possession of a conceptual, structural
mode. The behaviour at this level is based on symbols, rather than signs. Whereas signs refer to percepts and
rules for action, symbols refer to concepts tied to functional properties and can be used for reasoning and
computation by means of a suitable representation of such properties.
The model proposed by Rasmusses shows how human perform actions based on different levels of reasoning.
At the same time, they form the inspiration for reasoning models in agents as well. We review three agent
architectures with the purpose of showing the impact of reasoning complexity [4].

Rule-based reasoning agent
The simplest architecture we review is the rule-based architecture. The rule-based architecture is an instinc-
tive system, which have no further planning component. It requires no higher cognitive functions. The state
of the environment follows directly from the observations and through a process of matchmaking, the ac-
tion is chosen. The advantage of this architecture is that it is usually fast. The disadvantage is that the rule
are made in design time and the model does not adapt to chances in the environment. Also, because it has
no knowledge on the reason for these actions, it will never detect opportunities to solve the problem more
efficiently.

Figure 3.11: Rule based agent

Goal-based reasoning agent
The second reasoning architecture we review is the goal driven agent. It contains a more complex model,
because it includes the goals in the reasoning. By knowing how the agent could influence the world and
evaluating the outcome with the goals of the agent, the agent chooses the set of actions which best fit its
goals. Although this comes closer to the human reasoning method, still the architecture contains no learning
mechanism. If the agent is wrong about how its actions will influence the environment (or about the influence
of external factors), the agent will never adjust this error and make the same mistake over and over. It is
more flexible than the rule-based architecture, but not as adaptive as OODA-loop model and in a dynamic
environment it will eventually start making errors.

Learning reasoning agent
Finally we review the learning agent. It is the most complex of the three models and is characterized with
a learning component and critic. The critic is used to evaluate the performance of the model. The actions
(as a result of the decisions made based on the standing conceptual model) have resulted in a new state of
the world and the critic is able to evaluate the new state in terms of performance. The learning components
uses the performance scale to adjust the conceptual model so it would hopefully perform better in the future.
The learning agent is the most complex of the three reviewed models and most capable of adjusting to the
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Figure 3.12: Goal driven agent

changing environment.

Figure 3.13: Agent with learning capabilities
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The remaining question is which of these models would perform best. Unfortunately, there is not one sin-
gle answer to that question. Performance is first of all measured in terms of correctness, meaning the lowest
error rate. All systems depend on how well the sensors can sample the environment. Apart from the sensory
capabilities, each system has its own dependencies for the correctness. The error rate of the rule-based ar-
chitecture depends on the initial rules. For the goal based architecture, the error rate mostly depend on how
well the predictions of the environment reflex the truth. The learning architecture is the only architecture
that would really adapt to the chances in the environment, but the error rate depends on the initial settings
and the extend to which the learning component can actually improve upon the error rate. Critics of gradi-
ent models says that such systems can only garantee to find a local optimum, not the global optimum. This
would mean there could always be another system (such as a rule based system) that could outperform the
learning architecture.
The OODA-loop model is an example of learning agents. While it is able to learn and reasoning on a high
level of cognition, it is possible for complex mechanism to apply a more simple reasoning approach to a task
(as shown by Rasmussen). For example, muscle reflexes in our body are solved within any interference of
our higher cognitive thoughts. Keep in mind, that the human mind could (to some extend) learn to suppress
these reflexes if it is aware of them and able to predict that they are coming. Thus, the human mind could
adjust the reasoning method to our needs.

3.4.3. Task complexity and error rate
Finding the right approach for a task is a creative process, since there are often many reasoning methods
to conclude the same solution. Earlier we saw how the chosen reasoning complexity for the problem could
influence the performance of the security guard. We mainly described performance as the level of mistakes
made. In this section, we will see how reasoning complexity also affects the performance of the system.

Mental workload andmultitasking
Security guards have to perform many small tasks at once. They have to track multiple cars, classify and pre-
dict their behaviour and decide the proper actions. At some point, some of these tasks will be ignored due to
the workload and cases of unwanted behaviour is bound to be overlooked. If we could identify what tasks are
hard to combine or introduce relatively much workload, then they would form the candidate for automation.
Unfortunately, it is hard to find an objective measurement of mental workload for a single task, due to the
large difference between the way people reason. Since everyone reasons differently, equal tasks can be easy
for some and hard for others, depending on their approach. Wickens investigated the effects of multitasking
on the workload and has constructed a model to show how much combining multiple tasks affect the mental
workload [76]. Readers that are known to his work will immediately recognize the 3D cube to symbolize the
different parameters in the model (figure 3.14). The input parameter indicate the type of sensory input they
require. The stages input indicates the processing stage the task requires, rather similar to the stages we saw
in the OODA-loop model. And finally it includes a reasoning parameter, which indicate the type reasoning
involved in the task. Wickens found that when combining tasks, that require similar resources affects the
mental workload. The more two tasks share the required cognitive resources, the more the mental workload
increases. For example, having to track many cars at once or having to guess the intensions of many subjects.

Attention and vigilance
The last concept we will discuss on the topic of human cognition is the attention and vigilance. In the previ-
ous paragraph, we already discussed the mental workload and the chance of overloading. Likewise the guard
is in danger of a vigilance decrease. Computer analogues of human cognition are helpful, but it gets to a point
where the analogue no longer holds. A decreased vigilance due to boredom is a good example. Unlike com-
puters, human operators can become bored after performing repetitive tasks over a long period of time. The
vigilance decrease will eventually result in detection misses. Having an automated system guard and notify
easily overlooked items would be of great assistance. Basically, the mondane tasks of tracking and low-level
reasoning would assist both by reducing the mental workload and remain vigilance during relatively boring
intervals of the watch.
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Figure 3.14: The 4-D multiple resource model

Figure 3.15: Cognition attention resources

3.4.4. Man-Machine interaction
After evaluating the cognitive model of our security guard, we can draw a number of conclusions. John Boyd
showed the need to quickly adapt to the chances in the environment and the need for quick action. At the
same time, the number of mistakes should be minimized. Faster reasoning can be achieved by applying an-
other (often simpler) reasoning method and it is up to the creative learning process of the guard to find these
new reasoning methods. The overal performance of multiple tasks are particular hard when the task share
a cognitive resource demand. Especially tasks with a high demand for working memory tend to fail when
the attention and vigilance decrease due to overload or under-load (boredom). Using the knowledge we gain
here, we should be able to find the best candidates for automation.
The guardian angel principle states that we should assist the guard, rather than replace him. The guard will
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not be able to watch all the monitors at the same time. Small incidents will be hard to monitor, due to the
large amount of info presented to the guard. At the same time, tracking all cars is also near impossible for an
human operator and is usually done through back tracking after an incident. Real-time tracking would ease
the work tremendously. For now, we can stick to the simplest reasoning method applied within the software
agents. We will stick to the rule-based approach and if proven successful, the system can be upgraded to
more complex reasoning methods. The distributed nature will make the system complex enough to create
within this thesis. Still, such a system would already be of great assistance to the guard and higher levels of
reasoning will not be necessary until the rule-base system proofs insufficient.

3.5. Multi-agent systems
The design of our 3GSS is based on the concept of smart cameras. The smart cameras will be implemented
using cooperative software agents. The cooperative effort of the agents result in the detection of suspicious
behaviour. Software agents are processes with an advantaged level of autonomy and are aware of their spatial
distribution. The stability of the individual agents is independent of the other agents. It is possible agents
depends on input from other agents, but it features as sensory input and will only affect the reasoning within
the agent, not the stability of the agent. In this research, the principle of multi-agent design is considered to
be a design concept. The advantage of agent based design lay in the ease of design and analysis on a func-
tional level. It allows for the system to be described on a functional level, without discussing the technical
details required to realize this complex system of parallel processes.

3.5.1. Hierarchical agent design
Multi agent system is a powerful approach for solving all types of tasks. But it the complexity soon grows,
when adding more and more agents. Keeping control and ensuring the performance of the system is hard.
The growth in complexity is due to the exponential growth of the number of states the system is in. A few
agents working in parallel soon create complex behaviour as a group and the number of possible outcomes
become to big to control. Homogeneous design of the agents may help to cope with this growth, but the
number of states still grows exponentially.
The complexity of multi agent reasoning systems is related to the cognitive reasoning models. In comparison
to the single agent system, agents in the multi agent systems each have a limited view of the environment. The
agents must work together and share information to gather the evidence required to classify the behaviour.
Simple localised behaviour can be detected with the information of just one camera, where as complex be-
haviour requires a track over multiple cameras. The complexity of the behaviour classification is related to
the amount of agents involved in the reasoning.
Simular to the mental workload model of Wickens, agents may form a bottleneck in the reasoning process.
Agents that are responsible for processing large amount of information, could clog and slow down the whole
system. Well designed multi agent systems are able to spread the workload as much as possible. This in-
creases the scalability of the system and the speed of the classification. In relation to the findings of John
Boyd, the system performs best when the reasoning is kept simple and well distributed over the agents.
This leads to an adjusted reasoning model, we will use as a guideline for the design of the multi-agent reason-
ing system. The reasoning model is applied at design time and the agents will not learn during the executions
of the process. The reasoning model for each agent is shown in figure 3.16.

The most important aspect of the reasoning model is the decision on the amount of evidence that is re-
quired for this classification. In this decision, a trade off is made between the classification error and the
execution time. Distributing the data will require more processing power from a limited resource. If the error
decrease is not significantly reduced with the respect to the added computation time, the reasoning will be
performed locally. Unfortunately, the trade off is never fixed and has to be evaluated for each classification
problem.

3.6. Generic processing pipeline
In line of the effort to find the right reasoning method, we want to understand the differences in reasoning
methods applied by man and machine. For the design of automated suspicious behaviour detection system,
we define a generic processing pipeline, applied by both human operators and software agents. The steps
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Figure 3.16: Agent design reasoning steps

within the generic pipeline have been individually discussed in the related work. The generic pipeline is
based on the idea that each agent (human or software) gathers and extracts all the required information
reasoning about the suspicious behaviour. The extracted information from one agent can serve as a trigger
for another agent. For the system to operate, it should be clear how the tasks are distributed between man
and machine. Once defined it is important to define how the information is communicated between the
parties. The human cognitive process considers this step as a creative process, which continuously searches
for more information. For the automated process, the design is reshaped to a static pipeline with triggers
to start the information extraction process. In the related work, we already found the three (pre-)processing
steps for automated VSS: detection, recognition and tracking. These steps are shown in figure 3.17. Here we
will discuss the relation between the human approach and the automated approach. This will form the basis
for our model of cooperation within the system and between the system and the operator.

Figure 3.17: Processing steps in automated visual surveillance systems

3.6.1. Detection
The contrast with the human processing method, the automated detection of cars is far less flexible. We saw
in the related work, that the detection of cars required methods including noise filtering, lighting settings and
shape properties in order to detect the cars. The automated detection system has to be told very specifically
what to look for and tends not to look for a conceptual understanding of the car. Deep learning techniques do
challenge us to consider when machines are thinking on a conceptual level [40]. However, such techniques
require large datasets and computation power in comparison to rule-based systems. Fast and efficient DSS
still rely on simple techniques to process the data and in our case detect the cars.

3.6.2. Recognition
Although a lot can be told from a single image of a camera, but (car) behaviour includes all the actions within
the region. In order to analyse the behaviour over time, the security guard must track the car over multiple
images and cameras. Looking at the theory of attention from Wickens, we find that tracking a car requires
relatively much working memory, meaning it is hard to track multiple cars at the same time. Also, the raw
sensory information does not tell the specific car, its location or speed, but it just represents the pixels in the
image of the camera. We have to go up to a conceptual level to understand the images showing a specific
car at a location and it requires processing before other features can be extracted. All of these components
combined way heavily on the mental workload of the security guard and will affect his attention and perfor-
mance. Creating an automatic tracking system would already be of great assistance to the security guard.
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3.6.3. Feature extraction
The track is the automatic result of the recognition process, which supplies a set of locations over time. Oper-
ators use this track to extract information relevant to the behaviour analysis. Similar to the problems within
detection, extracting the track information itself it no problem, but monitoring many cars would create a
heavy workload. And as we saw with the recognition process, the smart cameras need the detections from
multiple cameras to extract the information. We found that the following features are used the most to anal-
yse the behaviour

Location
The most basic feature of the detections is the location of the detection. Every location holds its own
set of rules and regulations. The fact that a car is detected at a location already raises a suspicion of the
intentions of the driver.

Speed
Every road in the Netherlands has a speed limit. The feature already allows the detection of unwanted
behaviour. A speed of zero shows the car has stopped and maybe even parked. The speed of a car also
allows the system to predict future behaviour.

Acceleration
The acceleration gives an indication of the intentions of the driver. Drivers who are in a hurry tend to
have many speed changes. Patrolling or scouting cars would have low acceleration.

Heading
The heading shows the lane in which the car is driving. It is used to validate the car is driving on the
correct lane or if it is honouring the one-way street rule.

Rotation
Like the speed, the difference in heading over time can be calculated. The rate in which the car rotates
gives insight in how aggressive the car is driving. The higher the speed, the lower the expected rotation
speed.

Duration & distance
The duration of the track from start to finish shows how goal oriented the driver is driving and how well
the driver is familiar with the environment.The duration can be measured in driving distance as well as
travelling time. We assume the (uninterrupted) duration is low, while the distance between start and
current location is high. If the car shows different behaviour, the car is driving around longer than ex-
pected. This could mean the driver does not know the area of is looking for weak spots in the security.
Either way, it is suspicious.

The reasoning is also influenced by the scale and time frame used to analyse the behaviour. For example
on a small scale, cars may need to avoid obstacles or navigate their way through a maze of one way streets.
For the large scale analysis, these turns will not affect the conclusion, because the track does not divert much
from the starting position to the goal position.
All of these aspects must be combined to find the best viewpoint to classify the behaviour. And like in human
reasoning, the best would be the reasoning process that optimizes based on processing time and error rate.
We want to find the set of features that is easiest to extract and process, while the result has the lowest per-
centage of misclassifications. This is a different combination for each behaviour.
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3.6.4. Task delegation
Dynamically assigning the tasks is complicated in an automated environment. The creative process of gath-
ering evidence performed by the human operator is a highly complex mechanism. For the software agents
to perform similar actions, all agents need to be fully aware of the context and available data in the environ-
ment. This would require a level of awareness and resourcefulness of the software agents that is too complex
for this research. Instead, the processing pipeline is predefined and the roles and tasks of the agents will be
determined on design level. The gathering of evidence is a static, predefined pipeline and the creative process
is performed beforehand by integrating the expert knowledge into the pipeline design. Detection, recogni-
tion and feature extraction will be the best methods to reduce the workload of the guard. Simple behaviour
analysis will have to stay vigilance.

3.7. Scenario definitions
The case study for this thesis is the security management of the training facility of the Royal Dutch Navy at
Den Helder. This section describes the type of behaviour we can expect. We created a list of expected scenar-
ios in the environment, separated as approved and unwanted scenarios. This list is by no mean exhaustive,
but it should cover the most typical scenarios in this environment. Using these scenarios, we will discuss
feature extraction in this case.

3.7.1. System components
The system itself contains 3 global components: cameras, monitors & classification system. The classification
process is an addition to the existing system and will not replace the features. It will gather additional in-
formation about the behaviour of the people in the monitored environment. The classification component
is designed as a distributed system. Each camera will have a process will have a dedicated process for dis-
tributing the extracted information from the camera images to other processes designated to perform parts
of the classification process. The distributed system is an agent-based design and will include cooperating
software agents with a shared task of analysing suspicious behaviour. The cameras communicate with the
classification process by the agent designated to each camera.

3.7.2. Typical behaviour
The environment can be roughly divided into two regions: restricted and non-restricted. The restricted re-
gion is located on the east side of the Willemsoord harbour and is accessible for Navy personnel only. The
main occupation in this area is related to training and education of future officers. The region includes lecture
rooms, offices for researchers, strategic planning facilities, offices for supporting personnel, sleeping quarters
and public places for ceremonies.
The non-restricted region of the environment is open for public use. It is located on the west side of the map.
There are a whole range of activities that can be expected. The main activity for visitors is to visit the navy
museum. Apart from that, the parking spaces could be used for anything within a walking distance, includ-
ing the ferry to Texel, site-seeing, entertainment within the harbour and even visiting the city centre of Den
Helder. The main activity for students is to attend the classes or visit the sleeping quarters.

Looking at the map in figure 3.18, the two regions are separated by buildings, fences and access gates. Any
intruders would either have the climb over a fence or navigate around an access gate and no one could enter
the restricted area without noticing it. The access gates are opened by the key pass or remotely by the security
guards. Cars will only be able to enter if the access gates are open.
Over the complete region, the regular traffic rules apply. For the case scenario, we apply a more strict inter-
pretation of the traffic rules and state that is only allowed to parking within the parking spaces. People are
expected to park their car and walk to their destination, without to much detour from their route. Especially
within the restricted region, everyone is there for a reason. The approved personnel are expected to take an
intentional route to their destination and will unlikely take the time to go for any site-seeing.
The typical behaviour changes over time, due to the visitor hours of the museum and curfew of the students.
Visitors mostly there for entertainment and if the weather is a demotivating factor, less visitors are expected
during that time. Also the visitors will need spare time from work to visit. This shows that the expected time
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Figure 3.18: Navy Facility with restricted and non-restricted regions indicated

for visitors to visit the environment is during holidays, with nice weather and after work hours. Of course
the exception is made for special events, such as the harbour days or public activities of the navy. The train-
ing facilities of the navy work with regular time tables and also have workdays, weekends, holidays and office
hours. In fact, students that are stationed at the facility are under a night curfew. Everyone leaving or entering
the restricted region after 0:00 AM must report to the security guard and can disciplinary actions to be taking
by their officers. As a result of this, the expected behaviour of the students chances over the course of each
day. During the day, students are expected to follow courses or study. Student can arrive and leave as they
please. Student usually go outside the region for dinner and can stay there until they decide to go back. Over
the course of the evening student will arrive back from their activities and will drive to the sleeping quarters.
Once the night curfew is up, students are no longer expected to arrive in the region.
Based on the typical behaviour, we were able to define series of scenarios that form the basis for the use cases
in the automatic surveillance system. The scenarios are separated in approved and unwanted behaviour.

3.7.3. Approved behaviour
The scenarios of approved behaviour indicate the scenarios that are expected to happen and are considered
normal. The total of eight scenarios cover the most likely approved scenarios. These scenarios combined still
do not cover the complete set of behaviours, but give a good first impression of the likely behaviour.

Scenario 1: Students driving to their classes
The officer students attend classes in the designated buildings. They tend to park their car in the area
of these buildings. Sometimes the students walk from their sleeping quarter to the classrooms. Since
we are looking at car behaviour, walking to the classes is not analysed.

Scenario 2: Students drive to their sleeping quarter
Navy officers in training are often required to stay at the facility during their training. The training
facility include sleeping quarters. The students are expected to sleep here and be on the premiss before
midnight. Typically, the students arrive before their training start and park the car near their sleeping
quarter. During their spare time, they are allowed to come and go as they please, as long as they are
back before midnight.
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Scenario 3: Tourists parking to visit museum
The navy museum is located close to the training facilities. Many people visit the museum during the
day and park their car near the entrance of the museum. The visitors and students sometimes share
the parking spaces, but only if there is nowhere else to designated parking spaces left for the students.

Scenario 4: Commandeur driving to strategic offices
The VOKIM headquarters can serve as a strategic headquarter. During this time, commandeur is ex-
pected to arrive and depart regularly. The cars of the commanding officers are authorized to drive to
the entrance of the office and ignore the one-way driving lane restrictions.

Scenario 5: Teachers driving to lecture room
Teachers will arrive and depart for the lectures and other activities. The behaviour is similar to the
students arriving to follow courses.

Scenario 6: Tourists parking to visit other events
The main attraction on the premisses is the museum, but the parking spaces are relatively close to other
activities such as the cinema, bowling alley and city centre of Den Helder. It is still a relatively long walk
to these attractions and they all have their own parking places. This is unlikely the visitors will not visit
the museum, but it does happen.

Scenario 7: Taxi’s dropping off students
The arriving students could arrive by means of other transport. The students could for example use the
public transport to get to Den Helder and continue by taxi or have a drink in the city centre, depriving
them from the opportunity to drive themselves. The taxis are not allowed on the area for authorized
personal and usually drop the students off at the gate. When it is inconvenient for students to walk the
remainder of the route, the taxis sometimes use the students authorization to continue on the closed
off area.

Scenario 8: Museum employees arriving and leaving
The car behaviour of museum personnel is very similar to the behaviour of the visitors. They arrive and
drive to the parking space nearest to the personnel entrance. The only difference is the knowledge of the
environment, which allows them to drive straight the target parking space, without much navigation
involved.

Other scenarios
Apart from the eight scenarios, there are numerous exceptions. These exceptions include (but are not
limited to) training on the parking lot, supplying of gift shop, supply and gathering of ammunition and
maintenance. These situations divert from the regular behaviour and will most likely be misclassified
by any system. Because these incidence happen very few times, the misclassification is accepted in
these cases. In fact, the exceptional behaviour is partly suspicious and misclassification will keep the
security guard vigilant.

3.7.4. Expected unwanted behaviour
Next to the typical behaviour, the environment also has behaviour that is unwanted for the region. The de-
tection of (precursors of) this behaviour is the main task for the surveillance system. Like the list of approved
behaviour, this list is not exhaustive and many other actions could take place on the premisses. Our task for
now is to map the most common ones. The most common scenarios for unwanted behaviour are:

Scenario 1: Drivers ignoring rules to take a shortcut to the cabins
Students in a rush to get to their destination, tend to ignore some rules. These conveniently ignored
rules include: one way streets, no driving zones, no parking zones and speeding.

Scenario 2: Terrorists stealing from the armoury
The navy armoury is the storage for many items that should not end up in the wrong hands. We mainly
focus on organized crime, stealing complete boxes of guns and ammunition. Stealing such amounts
requires cars capable of transporting the weight and will most likely be parked near one of the exits of
the armoury. Large cars parking near the armoury will likely cause suspicion for the guards, which the
criminals will avoid as long as possible. Other suspicious behaviour such as speeding or ignoring one
way streets will be postponed until the criminals suspect they are detected.
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Scenario 3: Exploring the area with bad intentions
Intentional crimes require planning and knowledge of the area, if the criminals attempt to increase the
chance of success. As part of the preparation, knowledge of the environment such as camera locations,
exit routes, alarms and routines are just as valuable for the criminals as it is for the security guards. One
method to obtain the information is by scouting the area.
The scout will attempt to blend in with the other behaviour, not to arouse suspicion with the guard. A
prepared criminal will be hard to detect, because it will not break any simple rules, such as disobeying
traffic rules. The difference in behaviour of the criminal is the goalless driving. Anyone with a des-
tination in the area will take the shortest known route to the parking space near the destination. The
duration in relation to the absolute travel distance will be low compare to goalless driving. Anyone with
a relatively long duration time of the route is suspicious in this scenario.

3.7.5. Illegal actions
The scenarios describe the most threatening course of actions for the environment. At the same time, anyone
could disobey the law for any number of reasons. We list a few illegal actions that may or may not be part of
an intentional crime, but are illegal non the less. They are less complex to detect and should on itself cause
an alarm.

Illegal entry
Certain areas are off limits for any car. Driving there will cause an immediate alarm.

Illegal parking
Certain areas are designated for parking. Everything outside these areas is considered a non-parking
area.

Speeding
The speed limit depends of the location. Acceding the speed limit should raise an alarm.

Ignoring one-way street
Driving the wrong way in an one-way street is a clear illegal action.

3.7.6. Simulation
The automatic surveillance system designed for this research will not be applied to real life surveillance and
will use a simulation environment to simulate the car behaviour. Complete implementation of the automatic
surveillance system include multiple research topics, including image processing, camera mapping, car clas-
sification, image object tracing, user interface design, which would take several years. This research focusses
only on the communication between the cameras and distributed reasoning. It looks for the design aspects
involved in implementing a multi agent reasoning model in an distributed environment where the behaviour
can only be classified using multiple sensors. Real life cameras bring quite some practical problems and
chances are the classification would already introduce errors. Image processing, 2D-to-3D mapping and the
tracking problem is reduced to the minimum to ensure the collected data is as accurate as possible before we
apply reasoning. This accuracy is only guaranteed in a simulation environment.
The downside of using a simulation is the effect on the reasoning pipeline. The reasoning methods will al-
ways be designed specifically for the input. It can only be used for the real life situation when the simulation
represents the actual environment as much as possible.
The goal of the simulation environment is to come as close as the original case as possible. The simulation will
include all the scenarios described in the previous section. The image processing is minimized by generating
a very simple environment, were the car is immediately spotted within the image. The mapping problem
that includes calculating the position in a three dimensional map from the images is completely avoided by
placing the cameras straight above the road. Each camera still needs to know where it is placed on the map.
A problem with using a simulation environment is the data gathering. Since it is a simulated environment, no
data can be collected to form the statistics for the reasoning system. All of the knowledge used in the model
will come from the analysis done so far in this chapter.





4
Simulation & tools

The previous chapter defined the knowledge context of the intended automatic suspicious behaviour detec-
tion system. The next step is to define the tools to build it. Numerous tools will be used to build this system
including simulation tools to represent the environment and supply the camera images. In this chapter, we
will discuss these tools and show how the simulation environment is extracted from the Royal Dutch Navy
training facility.

Figure 4.1: Layout of the used tools
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4.1. Project aspects
The goal of this thesis is to design an automatic suspicious behaviour detection system, using multiple intel-
ligent cameras. We separate the project aspects into four categories: behaviour analysis, world simulation,
automatic behaviour detection and testing. These categories are shown in the overview in figure 4.2.

Figure 4.2: Project components and interactions

First and foremost, we will using a simulation environment for the car behaviour. The map structure is
inspired by the map structure of the facility in Den Helder, but will lack the resolution and some the prac-
tical problems of the real-life situation. Real-life environments are influenced by many problems, including
dirty cameras, weather conditions, camera alignment, etcetera. Using simulation environments ensures the
problems do not occur and allows us to work from the reasoning model outwards. We will build a platform
for multiple cameras to cooperate and reason about the behaviour in the environment. Once the platform
is proven successful, it can form the basis for designing the real-life implementation of the environment. It
allows us to focus on the reasoning and cooperation model, rather than spending time on the practical issues
surrounding real-life cameras.
Using simulation instead of real-life environments does take away the chance to analyse the car behaviour.
No data can be gathered from the historical videos to detect common routes or typical unwanted behaviour
precursors. We rely on expert knowledge to define these patterns. The behaviour is analysed by building the
map and simulating the behaviour in an analysis tool. The offline analysis provides us with three pieces of in-
formation. It creates the static representation of the environment, that is used for the world simulation. This
map contains the structures represented as the simulation tool requires it. Internally, the behaviour analysis
tool will use the knowledge of the map to generate car routes that can be used to simulate specific behaviour.
The world simulation itself ensures all the virtual cameras have images available as-if they were actual cam-
eras, looking at the environment. The images exist of both static and dynamic information, so that the auto-
matic behaviour detection system will have to process the input images similar to the real-life situation. At
the same time, the simulation does not have the practical problems we discussed earlier.
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The automatic behaviour detection system is the main topic of this thesis. Within the system, cameras will
work together to solve local, regional and global behaviour detection problems and will assist the security
guard by providing him with the discovered information.
Finally, the systems performance is tested automatically, using test cases. The test cases require the world
simulation and automatic behaviour detection system to execute synchronous in order to gather reliable test
results. We decided to automatically test the system, since the result of this thesis will only be one chain in
the shackle. Ultimately, the Royal Dutch Navy wishes to create the full system. In this thesis, we only lay the
groundwork for building the multi-camera surveillance system and we wanted to be clear in showing what
the software could and could not do for them.

4.2. Integrated development environments
The project tasks discussed in the previous section will be developed using a collection of tools. We will start
by summing up the the integrated development environments (IDEs) used to program the code for the tools.

4.2.1. MathWorks MATLAB
The behaviour analysis will be performed in MATLAB. MATLAB is a high-level language and interactive en-
vironment for numerical computation, visualization, and programming. It allows for analyzing data, de-
velopment of algorithms, and creating of models and applications. The language, tools, and built-in math
functions enables exploration of multiple approaches and reach a solution faster than with spreadsheets or
traditional programming languages. MATLAB can be used for a range of applications, including signal pro-
cessing and communications, image and video processing, control systems, test and measurement, compu-
tational finance, and computational biology.
MATLAB will be used in this research to gather the knowledge about the common paths in the simulation en-
vironment. Due to the simulation environment, it was not possible to gather the common paths for the train-
ing phase. Instead, we will use a scripted system to calculate the characteristics of approved and unwanted
behaviour. The knowledge is used to define the rules of the automatic detection of unwanted behaviour in
the system. The knowledge is then used to randomly generate the test tracks.

4.2.2. NetLogo
NetLogo will be used to simulate the car’s behaviour during the experiments. NetLogo is a programmable
modelling environment for simulating natural and social phenomena. It is particularly well suited for mod-
elling complex systems developing over time. Modellers can give instructions to hundreds or thousands of
"agents" all operating independently. This makes it possible to explore the connection between the micro-
level behaviour of individuals and the macro-level patterns that emerge from their interaction.
Even though NetLogo is commonly used for simulating large amount of agents and research the behaviour of
cooperative agents, we will only use it to simulate a car and collect the images of the cameras. Since we are
not using real cameras in this thesis, we needed a method to generate the images and simulate the processing
pipeline. NetLogo allowed us to do so. NetLogo is also chosen for the potential for future projects. Although
we only study the cooperation of smart cameras for the controlled environment of one car, future projects
could simulate multiple cars in the same environment. NetLogo provides the processing pipeline with an
image stream for a configured set of cameras, which can just as easily show the images of multiple cars.

4.2.3. Eclipse
The smart cameras, agents and software will be developed in a Java environment [20]. Eclipse provides IDEs
and platforms nearly every language and architecture. It is known for the Java IDE, C/C++, JavaScript and
PHP IDEs built on extensible platforms for creating desktop, Web and cloud IDEs. These platforms deliver an
extensive collection of add-on tools available for software developers [18]. Eclipse allowed us to setup a run-
time environment for the smart cameras. It is used to program and test the intended automatic suspicious
behaviour detection and covers all that make the smart cameras smart.
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4.3. Software & Libraries
The IDEs allow us to program the software, but we also need to program the pipeline. This section sums up
the third party software and libraries will be used within the thesis to run the smart camera system.

4.3.1. Oracle Java
As discussed previously, the smart cameras will be running in a Java environment [20]. Java is a program-
ming language and computing platform. Java code is written in .java file. This code contains one or more
Java language attributes like Classes, Methods, Variable, Objects etc. Javac is used to compile this code and
to generate .class file. Class file is also known as “byte code“. The name byte code is given may be because
of the structure of the instruction set of Java program. Java Virtual Machine (JVM) like its real counter part,
executes the program and generate output. Because the code is executed on the virtual machine, the software
is platform independent. Assuming the operation system has a JVM written for it, the software run the same
on all devices (figure 4.3).

Figure 4.3: Java software is platform independent, due to the Java Virtual Machine made for many operating systems

The Java Virtual Machine (JVM) allows us to develop the software for any platform that supports it and
can run cross-platform if needed. The smart cameras will be simulated, but designed for real world environ-
ments. Thus the system is required to have a JVM available. Fortunately, these JVMs are developed for a wide
range of chipsets, including the Linux, which is the operating system of the Raspberry Pi [26]. This would
make the Raspberry Pi an excellent choice for implementing the smart cameras.

4.3.2. CLIPS
The behaviour analysis will be performed using the expert rule based system CLIPS [17]. CLIPS is an expert
system platform, designed execution rule based reasoning. CLIPS provides methods of initiating facts and
rules and provides the process of reasoning. CLIPS is available as a Java Native Interface (JNI) and the rea-
soning engine can be managed from the Java code.
CLIPS is an expert system, which uses rules to deduct information about the prior knowledge. The knowledge
base is filled with the facts of the world. When it starts to run the reasoning, CLIPS will go over all the rules
that apply to the knowledge and update the knowledge base with the newly deducted information. The new
information can again trigger other rules and CLIPS continues to run the epochs, generally until no more
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rules apply. The CLIPS API allows us to perform these steps, as long as we provide the knowledge.
Facts with fixed structure can be defined using fact templates. The templates can be defined using the ’def-
fact’ command. Facts with defined template are sure to have the same structure. We used the fact templates
to ensure the Java classes and CLIPS facts could be exchanged.

4.3.3. JAVA Agent DEvelopment Framework
The design for the smart cameras will be implemented using an agent-based approach. JADE (Java Agent
DEvelopment Framework) provides the software framework for the management of the agent’s lifecycle and
communication [19]. It simplifies the implementation of multi-agent systems through a middle-ware that
complies with the FIPA specifications and through a set of graphical tools that support the debugging and
deployment phases. A JADE-based system can be distributed across machines (which not even need to share
the same operating system) and the configuration can be controlled via a remote user interface. The con-
figuration can be even changed at run-time by moving agents from one machine to another, as and when
required. JADE is completely implemented in Java language.

Agent platform
Besides the agent abstraction, JADE provides a simple yet powerful task execution and composition model,
peer to peer agent communication based on the asynchronous message passing paradigm and many other
advanced features that facilitates the development of a distributed system.
Within JADE, agents live on top of a platform that provides them with basic services such as message de-
livery. A platform is composed of one or more containers. Containers can be executed on different hosts
thus achieving a distributed platform. Each container can contain zero or more agents [19]. The agents can
communicate within the containers through local identification, but also across containers through global
identification. The containers can be connected, froming a cross platform multi-agent system. We use this
property to distributed the agents across the smart cameras. Even though the implementation will not run
on real cameras, the transformation from virtual to real smart cameras only requires effort in configuring and
addressing the containers on smart camera platforms.

Figure 4.4: Cycle types of behaviour

Agent behaviour
JADE provides a framework for the agents to act and process the information. All agents can have multiple
processes running simultaneously, known as behaviours. Behaviours are simular to Java threads, but have a
custom implementation of thread, optimizing them for large amount of threads. With respect to the cyclic
behaviour, there are three types of behaviour: one shot, cyclic and custom cyclic behaviour. The three types
are shown in figure 4.4.
The behaviours contains sequential actions, performed within the action method. The cyclic behaviour is
added with the use of a done property. The one shot behaviour runs once and is deleted after execution.
Cyclic behaviour is designed to run indefinitely. The custom cyclic behaviour can be implemented as the
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user prefers, but is particularly designed to be executed a finite number of time. Examples of such behaviour
is acting on a specific way until an environmental events or behaviour with multiple phases. All agents be-
haviours are added to the behaviour pool and scheduled by the JADE framework. The path of execution
applied by the scheduler is shown in figure 4.5.

Figure 4.5: Agent thread path of execution

4.3.4. JUnit testing
The simulation, virtualisation and lack of graphical user interface make the intended automatic suspicious
behaviour detection system a very abstract topic. To make the environment more tansionable and the project
more manageable, we will automate the testing of the system. The tests will allow us to validate the scientific
challenges set for this thesis. An often applied method for automatic testing of software is unit testing. JUnit
is a unit testing framework for the Java programming language. JUnit has been important in the development
of test-driven development, and is one of a family of unit testing frameworks collectively known as xUnit that
originated with JUnit [22].
JUnit testing framework uses test cases to test the functionalities of the developed system. Test cases provide
a starting point for the tests to perform and refer to what tests are performed within the test cases. The
annotation are used to tell the test runner what functions are used. The annotation include (amongst others):

BeforeClass
Function is called at the beginning of the test case.

AfterClass
Function is called at the end of the test case.

Before
Function is called before each test in the test case.
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After
Function is called after each test in the test case.

Test
Function is considered a test within the test case.

The tests are regular Java functions, will have the same relations with the classes under testing as the main
function with have in normal program. Within the tests, the test developer can use the provided overloaded
assertion methods for all primitive types and Objects and arrays (of primitives or Objects). The assertion
methods validates the calculated value against the expected value. Using a collection of the assertion meth-
ods, the functionalities of the system can automatically be tested.
Testing Multi-Agent Systems (MASs) requires a different technique for testing. For JADE, the JADE agents
will run on the JADE container on a separate application or even device. In [13], a framework is provided to
test JADE agents within JUnit tests. The framework uses mock agents to test the agents under testing (AUT)
through communicating the results over the normal channels. The test result is collected from the mock
agents and finally tells the JUnit test if the functionality is working properly. The communication between
the test environment and the mock agent is done with the JADE feature A2Ointerface, which stands for agent
to object interface. The use of this feature is discouraged for most application, since it works against the
autonomy property of the agents. In the suggested agent test framework [13] they make proper use of this
feature, since the mock agents is not part of the functionality of the MAS. The mock agents are used as an
entry point in the MAS and do not change the behaviour of the agents under testing. We will be using the
testing framework suggested in [13] to build our own extension to the JUnit testing framework and be able to
test the functionalities of the automatic behaviour detection system.

Figure 4.6: Responsibility and dependency of the tools

4.3.5. Interaction between the tools
We finish this section on software & libraries by describing the interaction between the software & libraries
and provide an overall view of each tool’s purpose. The diagram in figure 4.6 shows the used components
and their interaction.
Matlab will be used for the offline analysis of the map and gathers additional knowledge about the car be-
haviour in design time. The outcome of these analysis is exchanged with both the world simulation and
the automatic behaviour detection system. The world simulation uses the tracks generated by the Matlab
analysis to simulate either the approved or unwanted behaviour. Within the automatic behaviour detection
system, the knowledge about the parameters from the analysis are used to estimate the level of suspicion.
The world simulation (or NetLogo environment) acts out a test scenario and simulates a car driving along a
configured track. While the car is driving, images are created for each camera and broadcast over a specific
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TCP/IP port. In real world scenarios, the images would be send to the dedicated hardware within the smart
camera, using a similar interaction.
Finally, the intended automatic suspicious behaviour detection system will run the ’smart’ component of the
smart cameras and runs the distributed cooperative agent platform for processing and reasoning. Each pro-
cess linked to a camera will be assign the associating TCP/IP port and listens to the image stream arriving
from the NetLogo world simulation. It uses the knowledge from both the experts and the offline analysis to
estimate the level of suspicious and notifies the human operator of the findings by use of an graphical user
interface. The user interface is part of the intended automatic behaviour detection system, runs on a control
terminal, which for practical reasons is scheduled to be placed in the existing control room.

4.4. Simulation abstraction
The intended automatic suspicious behaviour detection is mainly created to study the processing structure of
cooperative smart cameras. It will not be applied in a real world environment. The practical challenges in real
life environments are beyond the scope of this research. At the same time, we saw how much the processing
pipeline and measurements device affect the classification performance. There for it is important that the
simulation environment represents as much of the case environment and goes through the same processing
steps as real life systems would. We will now look at the simulation abstraction made of the case scenario and
explain how the simulation represents the real world environment.
The real world environment is stripped to the essential components needed for simulating the behaviour we
want to detect. The first result of the simplification was the reduction from a three to a two dimensional map.
Previous work within the research group showed it was possible to map the 2-D images from the camera to
3-D coordinates [12]. Using the map given in figure 3.18, we composed a new map that would be easier to
simulate and would be able to represent the scenarios used in the case.

Figure 4.7: Simulation abstraction
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The components that remain within the simulated map are:

1. structures

2. roads

3. parking spaces

4. cars

Other components in the environment are small local variation with no structural impact on the be-
haviour of the car. The behaviour of cars are naturally affected by this simplification. The roads and parking
spaces are accessible for the cars, but the structures are not. The simulation environment must not only
support allowed behaviour, but also must be able to simulate unwanted behaviour. This is implemented by
giving all roads accessibility for the car. Roads in no entry zones (shown by the no entry symbols on the map)
can still be driven on. No parking zones have similar configurations.
In real world situations, the cars can drive on roads in any orientation. The simulated car can only have one
of eight orientations. When driving straight, the car is always heading north, east, south or west. Only when
the car is making a turn will the car have one of the four intermediate orientations. The map originally did
not have the grid like roads, so the map has been adjusted to fit these guidelines. Unfortunately, the access
gates are no longer a part of the simulation. This would both overcomplicate the simulation environment.
The intented VSS only contains visual information and multi modal sensory input is left out of the scope of
this research. Since the identification system used for the access gates is not part of the VSS, we decided to
remove the access gates all together. We also decided to keep the speed changes out of the speed for now. The
car will only move one step or be parked. The result of the simulation abstraction is shown in figure 4.7.

4.4.1. Camera installation
The cameras will be distributed equally over the map. The mapping from camera images to environment
map is more of a necessity than a scientific challenge in this research. We intended to keep the mapping as
simple as possible. This is solved by placing the cameras directly above the simulation environment, looking
down. The 2-D images map directly on the complete map of the environment, with the use of relative posi-
tions for each camera. The camera distribution is shown in figure 4.8. The JADE design with the containers of
different platforms and Java virtual machines allows us to be able to port the simulated environment directly
onto real environments.
We settled for 8-by-8 images for each camera, with cars the size of 2-by-1 pixels. The map is resized to a
matching 72-by-56 locations, which gave us complete coverage of the map with the use of 63 (virtual) cam-
eras.
In order for the simulation environment to properly imitate the situation in the real world environment, the
simulated cameras should have the same limitations as the hardware cameras will have. We assume the
cameras are connected to dedicated hardware that is able to stream the images, perform the processing and
communicate with other cameras through a standard TCP/IP network. Although the simulated environment
will not have this hardware, the software is designed to work on both the real world environment, as well as
the simulated environment.
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Figure 4.8: Camera distribution within the simulation environment
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Experimental Design

The intended automatic suspicious behaviour detection system will be tested using a collection of experi-
ments. Different scenarios will be acted out in the simulation environment and the response for the system is
tested. In this chapter, we describe the experimental design of the intended automatic suspicious behaviour
detection system. First the scope of the software will be defined by providing the functional design of the
intended automatic suspicious behaviour detection system. Once defined, we continue with describing the
experiment scenarios that will be used to test the system.

Figure 5.1: Wordcloud for experimental design
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5.1. Functional design
The knowledge gathered in the previous sections form the basis of the design for the automated multi camera
surveillance system. This section summarizes the basis of design by supplying a functional design. The use
cases of the automatic behaviour detection system are shown in the use case diagram, given in figure 5.2.

Figure 5.2: Use case diagram for the intended automatic suspicious behaviour detection system

5.1.1. Main use cases
The automated multi camera surveillance system has five main use cases, which will be implemented. These
include typical classification cases in the driving behaviour in the simulation. The typical cases are based on
the cases we also find in the security management of the driving behaviour on the officer training facility. The
classification use cases include:

Classify entry behaviour
This use case focusses on the detection of a car within a region of interest. Smart cameras that detect
cars in restricted regions must send an alarm to the security guard. Cameras must know where (within
their view) it is not allowed to enter and match the detection.

Classify parking behaviour
Not all locations are assigned as parking lots and such locations are marked as illegal parking. The track
must be analysed to detect parking actions and the behaviour must be validated for illegal parking.
Parking on the edge of the camera view requires the information to be shared between cameras. Smart
cameras that detect cars parking illegally must send an alarm to the security guard.

Classify heading behaviour
This use case is also known as the one-direction case, since it detects the illegal driving direction within
a one way street. The track must be analysed to detect the driving direction and the behaviour must be
validated for illegal headings. The behaviour can scope over multiple camera views and often requires
the information to be shared between cameras. Smart cameras that detect illegal heading behaviour
must send an alarm to the security guard.

Classify wandering behaviour
The environment expects visitors to know the environment and drive directly to their destination. Any
diverging behaviour raises suspicion and creates a threat. Since no explicit illegal actions are detected,
the system cannot raise an alarm. The system is expected to warn the security guard of the threat level
of the behaviour. The wondering car must raise suspicion and the system must warn the security guard.
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This behaviour typically happens distributed over many camera views. The system must have a method
of communicating the information between the smart cameras.

Backtrack car track
Even when no suspicious behaviour is detected, the storage of the track already can be of great as-
sistance to the security guard. Collecting the track information, requires a communication protocol
to gather the normally distributed data. The system must provide the track information in full detail,
which requires the communication protocol to gather it.

5.1.2. Supporting features
The main uses cases rely on supporting features to function properly. Because the main use cases are depen-
dent of these features, all of these features must be fully functional in order for the classification processes to
work. We define the following six features (in order of decreasing dependency):

Agent service communication
The cooperative intelligent cameras require a method of communication the information. The agent
service communication defines the method of communication.

Background separation
The process requires the separation of the objects and the background in the images.

Detection
Detect the cars on the camera images. The process requires the separation of the objects and the back-
ground in the images. The goal of the detection process is to find the shapes of the cars in the images.

Map to world map
The detections only finds the location of the cars within the image. The location has to be mapped
to the world coordinates in order to connect the detections on different cameras and apply location
specific reasoning.

Local car recognition
Tracks are formed using a collection of detections for each car. Local car recognition ensures the detec-
tions that belong to a specific car are linked together to form one track.

Track information extraction
Additional features are extracted from the set of detections and stored as meta data for the tracks. The
meta data is used to analyse the car behaviour.

Regional car recognition
Tracks involving multiple camera views require information on past detections from other cameras to
recognize the detections as one track. Through the agent service communication, the information is
distributed and the car should be recognized (again) on the follow-up intelligent camera. Additional
features are extracted from the set of detections used to analyse the behaviour.

Extracting the features, classifying the behaviour and communicating the information is the heart of this
system and thesis.

5.2. Experiments
We will perform tests to validate the performance of the automatic suspicious behaviour detection system.
The tests are designed to test individual features and overall performance. The feature tests will test the main
features described in the functional design. The reasoning tests validates the performance on the detection
of suspicious behaviour.
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5.2.1. Feature tests
The feature tests are designed to check individual features for the agents. The features are the building blocks
for the overall system to operate. All of the tests have to pass in order for the system to be fully functional. We
will describe what is tested and how the test validates the functionality.

Service communication (TEST-01)
Services are used to communicate between the software agents or cameras. It uses asynchronous procedure
calls to provide services from one agent to the other. The service system is responsible for the management
of the sessions. The feature tests for the service communication will show the system’s capacity to do so.
All tests involve a service providing agent and service calling client agent. These agents will be created for this
purposes. The service communication is tested with the following tests:

A - Call mock function without return value
The server agent will provide a mock service and the client will call the mock function. The service
system will provide the communication and calling of the procedure. The test succeeds when the mock
function is called.

B - Call mock function with return value
The server agent will provide a mock service and the client will call the mock function. The response
will be predetermined and send back by the mock service. The service system will provide the commu-
nication and calling of the procedure. The test succeeds when the expected response is received by the
client agent.

C - Call mock function with failing response
The server agent will provide a mock service and the client will call the mock function. The mock
service will be set to fail, leaving the client waiting for a never to receive response. The service system
will provide a fail safe mechanism to notify the client of the error. The test succeeds when the expected
error is received by the client agent.

D - Initiate reasoning parameters
A simplified version of the smart camera process will be created to test the initiation process. The
client process will start its behaviour by requesting initial parameters from the service providing pro-
cess. Once the parameters are received, the smart camera will start a dummy process with the use of
the initial parameters. The dummy process will show the system is able to initiate (and start) a smart
camera process.

E - Communicate perceived or extracted information between agents
This tests is designed to test the smart cameras ability to set up a peer to peer connection between to
smart cameras, based on the received initial parameters. The test succeeds when the second camera
received an example measurement from the configured camera.

Car detection (TEST-02)
Car detection requires all smart cameras to preprocess the images and detect the shapes that represent the
cars. This feature runs one each camera and does not require sharing information between the cameras. The
problem is the same for each smart camera.
The car detection process require a delegation process and a smart camera. In addition, this is the first test
that requires the simulation environment to stream the camera images to the automatic suspicious behaviour
detection system. The system communicate using the service communication feature. The following tests
will be applied to the car detection feature:

A - Detect car at random location completely covered in one camera view
Cars that are completely visible should be detected without any problems. The smart camera must
be able to separate the car from other (background) objects, pinpoint the location and map it to the
relative location. For the test, the simulation will park a car on a location within the camera image.
The test succeeds when the car is detected on the right location. The cars will be simulated at random
locations within one camera.
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B - Detect car at random location completely covered in one of multiple camera views
This test is similar to the previous test. The locations of the car can now be picked within any camera
view. They will still be completely visible within the image, but it is unknown on which camera the car
will present itself. The test shows that all the cameras are now functional.

C - Detect car at random location partially covered in one camera view
Cars that are partially visible are harder to detect and cannot be detected with the corresponding orien-
tation. The smart camera must be able to separate the car from other (background) objects. A margin
of error is to be expected in the (relative) location. For the test, the simulation will present a car on a
random location on the border of the the camera image. It is known beforehand, which camera will
have this image. The test succeeds when the car is detected within acceptable margin of the actual
location.

D - Detect car at random location partially covered in one of multiple camera image
Again, we perform the same test on the detections on the edge, but this time the simulation shows the
car at any random location on the edge. Here we test if all the cameras are able to perform the car
detection with cars on the edge of the camera view.

Worldmapping (TEST-03)
World mapping is applied the map the detection from the relative location within the image to the world
coordinates. The feature requires the car detection to function properly. The world mapping problem is the
same for each smart camera and only differs in initial parameters. Distributing the initial parameters is part
of the automated task delegation process. The car detection process requires a delegation process and a
smart camera. In addition, this is the first test that requires the simulation environment to stream the camera
images to the automatic suspicious behaviour detection system. The system communicate using the service
communication feature. The following tests will be applied to the world mapping feature:

A - Map coordinates of car detection of one camera
The smart camera must be able to map the coordinates of the detection within the image to the co-
ordinates in the world map. It uses the relative location of the camera to perform this mapping. The
test succeeds when the car is mapped to the world coordinates. The simulation will show the cars on
random location, within the view of one specific camera.

B - Map coordinates of car detection of all cameras
Now we pick a random location from anywhere on the map and present it to the MCS. The system
must be able to map the detection to the world coordination system, using the received parameters.
The difference with the previous test is again the number of cameras involved in the test.

Car recognition (TEST-04)
Detecting a car is immediately followed by matching the detection to specific cars. In the car recognition, the
gathered knowledge about the known cars is used to match the detection to the cars. It is the first feature that
requires the cooperation between smart cameras (in specific situations). For the car recognition tests, we use
two smart cameras and a delegation process. The feature is tested using the following tests:

A - Recognize car within one camera view
The core of recognition feature is tested by simulating a car driving through one camera view. The tests
succeeds when the car is created on the first detection and matched to the following detections.

B - Recognize car within one of multiple camera view
The core of recognition feature is tested by simulating a car driving through one camera view. The tests
succeeds when the car is created on the first detection and matched to the following detections.

Extracting tracking information (TEST-05)
The extracting of tracking information is heavy dependent on the recognition feature. But once a series of de-
tections are connected as a track, the series can be used to calculate additional features that represent the car
behaviour. The features discussed in paragraph 3.6.3 sum up the features used in the automatic suspicious
behaviour detection system. The tests for this feature are similar to the tests for car recognition, but focus
succeed when the parameters are calculated.
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A - Recognize car within one camera view
The system must extract the following features from the track: speed, acceleration, heading, rotation &
duration. The duration is calculated in both number of detections and time span. For this test, a car
will be simulated to drive through the view of one camera. The test succeeds when all the extracted
features are correct.

B - Recognize car within one of multiple camera view
The system will also be tested for all cameras, in staid of just one. The tracks will now be generated in
different camera views and the system MCS must be able to extract the information from all of them.

Recursive car recognition (TEST-06)
After the car leaves one camera, it will move over to the next camera. The cameras must share that informa-
tion and recognize the car, even though the latter never saw the car before. The regional car recognition test
validates the MCS’s ability to re-recognize the car, when it is driving across the view of multiple cameras. The
feature is tested using the following tests:

A - Recognize car within neighbouring camera views
The recursive car recognition feature is tested by simulating a car driving through two neighbouring
camera view. The tests succeeds when the car is created on the first detection and matched to the
following detections, including the ones in the latter camera view.

B - Recognize car over distant camera views
Cars can eventually navigated through the complete set of camera views. To test this feature, a car will
drive from one corner to the other corner with all the cameras initiated. The complete set of detections
should show up and collected as detections from one car.

Recursive extraction of tracking information (TEST-07)
Not only the recognition must be supported over multiple camera views, the extraction of the tracking infor-
mation must remain precise as well. The simulation will be similar to the recusive car recognition test, but
this time, the extracted track information is validated. The test case include the following tests:

A - Extract information from cars driving within neighbouring camera views
The system must extract the following features from the track: speed, acceleration, heading, rotation &
duration. The duration is calculated in both number of detections and time span.

B - Extract information from cars driving over distant camera views
The world mapping allows the system to track the car over multiple camera views. Because these coor-
dinates are all relative to the world coordinate system, the features can be calculated similar to features
calculated from the detections within one camera view. For this test, a car will be simulated to drive
through the view of two neighbouring cameras. The test is successful when the features are calculated
from a track covering multiple camera views.

5.2.2. Reasoning testing
The reasoning is the last feature in the pipeline and covers the main use cases for this thesis. All the use cases
are tested individually for their performance. In contrast with the feature tests, the reasoning tests evaluate
the performance and do not require to pass completely. We aim for a high detection rate for the unwanted
behaviour.

Illegal entry (TEST-08)
Illegal entry is the detection of cars within an assigned region of interest. For the test, we will select 5 regions
in which the car is not allowed to enter. 10 scenarios will be creates and for 5 of them the car performs the
illegal action. The performance is indicated by percentage of correct classification.

Illegal parking (TEST-09)
Illegal parking is the detection of cars parking within an assigned region of interest. For the test, we will select
5 regions in which the car is not allowed to park. 10 scenarios will be creates and for 5 of them the car per-
forms the illegal action. The performance is indicated by percentage of correct classification.
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Wrong direction (TEST-10)
Only in one region in the Den Helder case has an one direction street. For this use case, we will compile two
scenarios in which the car is driving the wrong direction. Eight scenarios are applied in which the car uses the
same road, but in the correct way. The performance is indicated by the percentage of correct classification.

Complex behaviour (TEST-11)
The previous tests validated the ability to detect unwanted behaviour. But when behaviour becomes more
complex, it looses the option of absolute detectability. The behaviour no longer is unwanted, but suspicious
and has a threat level. Suspicious behaviour is the set of events that combined arise suspicion. The perfor-
mance of the system cannot be evaluated using qualitative analysis. The following scenarios will be tested
and analysed.

A - Detect aimless driving
The test include 4 scenarios in which the car will be driving aimlessly through the environment. Sce-
nario 1: driving local circles. Scenario 2: driving alone the edges of the environment. Scenario 3: look-
ing for parking space. Scenario 4: Taxi dropping off student.

B - Driving near high risk structures
The KIM and armoury are considered high risk structure. Both will be tested with a car driving past it
multiple times and car parks near it.
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6
System & software design

This chapter focusses on the system design choices. It describes how the system components will work to-
gether in order to automatically detect and show the unwanted and suspicious car behaviour. We will first
review the system components, which the design is based on. Then we will look at the internal structure of
the agents and the processing pipeline. From there, we will continue by looking at the roles and services of
the agents. Finally we discuss the reasoning applied by the agents.

Figure 6.1: Blueprint of early photo camera
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6.1. System components
The first step in the system and software design is choosing the hardware components for the intended au-
tomatic suspicious behaviour detection system. The last paragraph of chapter 3 already hinted towards the
components found in the system. Figure 3.4 shows three components groups: cameras, reasoning system
and the terminal. The reasoning system will be the main topic for this thesis. It consists the collection of
intelligent cameras that together form the automatic detection system. The reasoning system is intended to
be an extention of the multi camera surveillance system and within the setup, the original and added func-
tionalities of the VSS are separated. In the following paragraphs, we will describe the system components and
the interaction between them.

6.1.1. Intelligent cameras
Multi camera surveillance systems have many cameras streaming images to the control room. To create a
system in which intelligent cameras cooperate to detect the suspicious behaviour, we need cameras with
reasoning and communication capabilities. When we speak about intelligent cameras, we refer to cameras
that are able to perform both tasks of capturing and reasoning. Intelligent cameras will have all required
components in one machine, but for the design it is easier to separate the two functions.

Figure 6.2: System components

The image capturing components will be referred to as the camera. The cameras are extended with rea-
soning and communication capabilities by assigning software agents to each camera. The software agents
requires a platform to operate on and thus intelligent cameras are equipped with additional hardware to per-
form the calculations. The camera stream images to the agent, which in turn start processing the images.
Future cameras may be equipped with dedicated hardware for these purposes, but for the course of this re-
search, we will assume the platform is any programmable platform, which supports a Java Virtual Machine
(JVM). The JVM will be the platform for the JADE container, discribed in chapter 4. A raspberry pi is a good
example of such a platform [26]. The system components are shown in figure 6.2. We will assume the cam-
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eras are connected in the same local area network (LAN), but the network could also be implemented over
the internet using Virtual Private Network (VPN). All the cameras are able to communicate directly to each
other. Many of the connections between the agent operating platform (AOP) are left out of the diagram to
avoid unclear overview.
The application will be build by using simulated cameras, meaning the image capture device will be virtual.
For the simulation it is important that the simulated input represent the real life output as much as possible.
We assumed a basic camera only produces images with a fixed frequency and no further meta data about
the image is available. The interface between the camera and the agent’s operating platform can differ from
device to device. We decided to use an UDP socket connection, because it can send the images to both an
existing terminal and the agent operating platform.

6.1.2. Terminals

The terminals are the gateway for the security guard to monitor the events in the environment. The camera
terminal is the existing monitor of the environment, often a series of monitors showing the camera streams.
The control terminal for the automated surveillance system contains both the visualisation of the detected
events and the delegation service. The combination of the terminals form the user interface as proposed in
figure 3.5.

6.2. Guardian agent framework
The developed software agents have an unified method of Digital Signal Processing (DSP), agent-to-agent
communication and internal data and event logging. For the purpose of this application, a framework was
developed to supply each of the agents with these shared features. In this section, the design of the guardian
agent framework is discussed. The next section will provide the design of the individual agents, using this
framework.

Figure 6.3: Agent components
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6.2.1. Guardian agent design
JADE agents are always created from the same base design. This design has been discussed in chapter 4
and can be summarized as extensions of the agent class, which have programmed behaviour. The intended
automatic suspicious behaviour detection system will contain different agents. Since all the agents process
information and communicate in a similar fashion, the generic guardian agent base class was developed to
supply each of them with the framework to perform these actions. The added features include the pipeline
structure, data and event logging and the services support system. An overview of the software components
in the base class are show in figure 6.3.
As previously discussed, the guardian agent is an extension of the JADE agent. The relations between the
guardian agents and JADE agents are represented in the UML class diagram given in figure 6.4. Using this
structure, any guardian agent can be executed as a JADE agent in the JADE platform. The initiation and be-
haviour model of the guardian agent is also similar to regular JADE agents. The guardian agent framework
uses JADE behaviours internally to execute the events resulting from the data transactions and services re-
quests. The framework provides DSP modules and services support to define the behaviour of the agent.
Since the framework is based on the JADE agent, it shares the same agent life-cycle.

Figure 6.4: Guardian agent class diagram

6.2.2. Digital Signal Processing Modules
The DSP pipeline is the heart of the design and passes through the agents. Each agent contains a pipeline,
in which data can be stored. The pipeline is setup to support a producer/consumer method for processing
blocks. Every processing block can subscribe to updates of variables and/or supply new values of variables.
The data distribution method is inspired by OLE for Process Control (OPC), where OLE stand for Object Link-
ing Embedding [24]. OPC is a technique to exchange data between systems. Every datasource is packages in
a subscription package and clients can subscribe to be notified of any changes in the datasource. OPC Data
Access (DA) clients will receive the latest value from the OPC DA server, while they are subscribed. Historical
data is considered an additional service and can be implemented in many different ways. We designed the
system such that every agent contains a pipeline, which processing blocks can subscribe on [30]. It is even
possible for processing blocks to be executed within different agents. Data update events that are send to
other agents, are communicated through services calls, which will discuss in the next paragraph. Historical
data is stored locally and together with the other agents form a distributed database. The data is accessible
through the query service.
The components used in the DSP modules are shown in the diagram in figure 6.5. The modules can pro-
duce data, consume data or perform both. The production of data is symbolized by the ’setValue’ operation
available through the guardian agent. The consumption of the data is performed on any set event of the sub-
scribed data. The operation follow a subscription design for event handlers. Each DSP module also needs a
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trigger policy. The system supports three types of triggers: periodic, time-out event and set event. The peri-
odic trigger is an event generated with fixed time-outs between the events, a time-out event is one-shot event
generated after a given number of milliseconds and the set event is a data-driven event. It is left up to the
implementation to choose the policy that fits best with the specific DSP module. Any DSP module that is not
triggered by an data set event, can use JADE Behaviours to trigger the processing.

Figure 6.5: The pipeline components provides both memory management and data-driven events. Every set value event is stored in
the agents memory and triggers the onSetEvent on the processing blocks. If needed the historical data can be queried from the agents
memory. In addition, the agents provides time events in the form of both periodic and one-shot events.

6.2.3. Agent-to-Agent communication
We decided to use services to communicate between agents. All guardian agents are expected to use this
method instead of the JADE communication protocol. Guardian agent services are asynchronous procedure
calls that are made available to other agents. A layered encoding system build on top of the existing commu-
nication method provided by JADE allows procedures to be called remotely. Each agent can support different
services. The services are registered with the agent’s service system, which will manage the triggering of call
events and sessions during runtime. Due to this extension, we now have a system on which every platform
can run any agent and any agent can support its own set of services.
The service management is responsible for managing the logistics involved in the service calls. It follows a
layered design pattern, which is often applied in communication protocols. The three layers involved in the
design, inspired by the OSI-model, are shown in figure 6.6. Building upwards from the bottom, the transport
layer is responsible for the distribution and receiving of the messages. It uses the communication channels
available within JADE to send the messages back and forth to the other agents. Among others, the JADE
communication channels allows Serializable Java classes to be send between agents [21][73]. This property
is used to send transport layer packages to the other guardian agents. The session layer manages the services
of the guardian agent. At the initiation phase of the agent, the supported services will be registered in the
session layer and incoming services calls will be redirected to these registered services. In case the service
generate a response, the session layer ensures the response is send back to the requestor. On the requestor
side, the session layer makes sure an event is triggered when the response is received. The session layer only
handles service requests and response. The translation from procedure call to service request has to be done
by the service itself. There is however a predefined process, which will be discussed in the implementation
chapter. By using the three layered design of communication, we are able to set-up processing streams and
distribute detected events. JADE provides many methods for communication, some very closely related to
our implementation. However, we felt these techniques were less suited for a DSP stream environment used
in this design.
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Figure 6.6: Service management layered design

6.3. Agent roles
We discussed the system components, the agent’s method of information processing and communication.
The next step is the design of the agents themselves. In this section, we will look at the roles of the guardian
agents. We describe how the tasks are delegated and list the expected DSP modules for each agent. The next
section will describe what processing is applied within these DSP modules.

Figure 6.7: Agent rules and processing flow
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6.3.1. Hierarchical reasoning
The processing pipeline of the automatic suspicious behaviour detection system follows a hierarchical de-
sign. Many agents perform local processing steps, while every layer in the hierarchical design has less mem-
bers. Automatically, the design is a mixture of homogeneous and heterogeneous agents. There are five differ-
ent types of agents. In alphabetical order these are: Alerting Agent, Delegation Agent, Global Reasoning Agent,
Local Reasoning Agent and Regional Reasoning Agent. Within the agent type, the agents has a homogeneous
design and the initial parameters only influence the conclusions, not the reasoning methods. These initial
parameters are assigned by the delegation agents, named as such because in doing so, it ultimately delegates
the tasks to the agents. Agents of the same type contain homogeneous behaviour and only differ in there
processing, based on the area they are in. An overview of the types of agents and relationship among them is
shown in figure 6.8.

Figure 6.8: Agent roles and communication. Each pipeline has at least 5 components: detect, map, recognize, extract features and
reasoning. Step 3 & 4 can be repreated to merge over tracks larger regions.

The processing pipeline for the automatic behaviour detection system runs through the local, regional
and global agents. Starting with the agents connected to the cameras, each agent processes the available
information and passes it on to the next process, creating an information flow. The local agents provide the
local track data, which the regional agent subscribes to using the tunnelling mechanism. The updates re-
ceived by the regional agents are stored in the agents memory and historical values are managed within the
agent, based on the functionalities of the agent. New features extracted by the regional agents in turn are
provided to the next layer of agents and finally end up in the global agent.
In our suspicious behaviour classification processing pipeline, agents perform five tasks: detect, map, recog-
nize, extract features and reason. The relation between these agents are design with an hierarchical model,
where each higher level gains a more global image of the car’s behaviour, as shown in figure 6.8.
Reasoning is performed at multiple levels and distributed over different agents. Conceptually each agent has
an area which it will have to guard. The larger the area, the more complex the behaviour of the cars will be.
Local agents look at high resolution images with an high frequency, while global agents look at almost binary
detections with low frequency over the subregions.
The hierarchical system uses one-way communication to form the distributed pipeline. It creates a dis-
tributed variation of the divide-and-conquer approach to classification [37]. The local agents are indepen-
dent of each other and can run in parallel. The following layer has to wait for the input from the local agents,
but once received, all the agents can execute the reasoning in parallel. The simultaneous executing of differ-
ent programs on a data stream is called stream parallelism [30]. The hierarchical mapping is a powerful tool
in parallel computing, but only applicable in specifically structured problems [30]. We designed the reason-
ing pipeline to ensure the hierarchical stream parallelism was possible, allowing the information processing
to run in parallel.



74 6. System & software design

Like every classification process, each pipeline contains a preprocessing, feature extraction and classification
step. The distributed design splits up this process and combines the processes within different agents. Every
type of agent has its own unique processing pipeline. In the following paragraphs, we will describe how these
classification pipeline utilizes for the local, regional and global reasoning agents. Once this picture is clear,
we will go into the technical details of how the features are extracted.

6.3.2. Local information processing
All the camera’s are equipped with a local reasoning agent. The processing steps are shown in figure 6.9.
The details of each DSP module will be discussed in the next section. For now, we only describe what each
step does. It is interesting to note that all the DSP modules run in parallel. The event mechanism creates a
sequential processing pipeline, but all the modules run on separate JADE behaviours. Each agent receives a
series of images over time. The pipeline starts with detecting the cars in the image. Once the cars detections
are known, the image coordinates have to be mapped to the environments coordinates. In real world envi-
ronments, the mapping step requires the mapping of both the two dimensional image to three dimensional
world and the relative location of the camera to the other cameras.

Figure 6.9: Local information processing

Once multiple detections are made, the detections must be combined to form a track. The recognition
algorithm is applied for every new detection in the camera image. The recognition fuses the individual detec-
tions to a track. It uses the behaviour of each track to select the most likely track for new detections, including
the option of creating a new track. This makes the tracking algorithm a classification process.
The final processing step extracts additional information about the track. The parameters calculated based
on the track are used to classify the behaviour of the car. The local feature extraction calculates the following
features from the track:

• Location x,y

• Heading

• Speed x,y

• Speed turn

• Acceleration x,y

• Duration

Almost all of these parameters can be extracted from the last three detections. The only exception here
would be the duration. The duration is an iterative property and is incremented with each new detection.
The local information stream continues to the local reasoning process. The local reasoning process checks
for locally detectable suspicious behaviour. Local reasoning components by design do not reason about im-
plicit suspicious behaviour outside the designated region & only reason about behaviour detectable within
the camera view. The local track and camera images hold only a small amount of information and the de-
tectable behaviour will not be of high complexity.

6.3.3. Regional information processing
The regional agents analysis behaviour over a small region with multiple cameras. It combines local tracks,
forms regional tracks and analysis the behaviour detectable within the scope of the cameras. Thanks to the
cooperation between the guardian agents, the regional agent does not need to perform the same processing
steps as the local agent. Several local agents go through the detection and tracking process described in the
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previous paragraph. The same local track information that is used for local reasoning is also send to the re-
gional guardian agent. The communication between the agents is done using a combination of a pipeline
and subscription technique. The process is shown in figure 6.10.

Figure 6.10: Regional information processing

The regional agent receives the local tracks from multiple local agents. As the car navigates through the
environment it passes from one camera view to the neighbouring camera views. Regional agents receive the
local tracks and merge them to form one long track. Combining the local tracks is a process similar to the
recognition of a car from individual detections. In fact, linking the tracks together is based on the same prin-
ciple that the car will continue on the same heading. However, we do not need the same information as the
local tracking used; we only need the information around the edges. Everything in the middle of the camera
is less informative and can be summarized in the features of the track. The extract feature process for regional
agents perform exactly the same process as the local agent version and extracts the features of the regional
track. This effectively reduces the data packages size with every hierarchical step. The packages reduction is
shown in figure 6.11.

Figure 6.11: Track data visualization. The dropped detections are summarized with the features extracted from the track.

The extraction process for the local reasoning component and the communication are slightly different.
The cooperation is optimised to maximize the available information within the system and minimize the data
communicated between the agents. The track within the local agent contains all the detections and has the
full resolution. But before the track information is communicated between the agents, the information is
stripped from its irrelevant detections. Only the edge detections are kept and the detections in the centre of
the track are dropped. This process is performed by an edge track module, which only sends the track infor-
mation when the last detection is on the camera’s edge. This optimizes the communication by both reducing
the message content and the frequency.
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6.3.4. Global information process
The global information process highly resembles the regional information process. It combines the track
from the different regions to one track through the complete region. Every new step in this track combina-
tion process looses more detail and tracks are considered with a lower resolution. The decrease in resolution,
also decreases the bandwidth of the data streams and avoids the bottleneck on the global agent’s datastream.
For this reason, the global information process connects regional tracks. The tracks are combined using a
chance model, including knowledge of the environment. The process is shown in figure 6.12.

Figure 6.12: Global information processing

Global reasoning is only applied when the track covers more than one segment of the map. As a result, the
global reasoner mainly focusses on the most complex behaviour, such as wandering cars. However, particu-
larly the edges of the regions form a problem area for the local and regional reasoners, since the behaviour is
only observed partially. For the model to optimally distribute the task load, the cameras and regions should
be installed in such a way that the main activities occur away from the edges.
The system described until now forms the basis of the hierarchical reasoning model. This process of com-
bining track information can be repeated both temporal and spatial. Over time, the tracks information is
reduced by the extract feature step and the track will have a limited data size. Spatially, the track segments
are fused to form larger tracks, but the data size does not increase. The combination of track segments can
be performed over and over again for every intermediate step between the local agent and the global agent.
With every step the agent is responsible for a larger region, has to detect more complex behaviour and will
have to base its detection on lower detailed information. Every behaviour classification problem will have to
be evaluated to determine at what level this detection has to be performed. The final choice depends heavily
on the application.

6.3.5. Track reconstruction
Throughout the layers, the tracks lose their precision to avoid the bottleneck in the higher levels of reasoning
agents. For the feedback to the guard, it is important that the track can be reconstructed on demand. The
data structure is adjusted to support this reconstruction, without storing the track in full precision on any
single node.
When combining the track segments, the precision of the original track segment is lost. The car gets a new
track (segment) for each layer with its own unique identifier. For the higher levels of agents, the track data
structure is expended with a list of children track segments. When the track segments are combined to form
the higher level track segment, the most of the content of the track is lost, but the reference to the original
track segment is stored. This process is shown in figure 6.13.
The track can be reconstructed using these children references. We created one track that will store all the de-
tections found in them. Using a divide-and-conquer approach, we can collect the details of the track, starting
with the global agent and recursively work our way to the local agents. Each layer queries the referred agent
for the child track segment. When the track segment is received, the track is combined and the track is recon-
structed in full detail.
Interestingly enough, the detections on the edges are less precise, since the car was partly outside the image.
But since the cameras have a neighbouring non-overlapping configuration, when one camera detects a part
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of a car, another camera is expected to detect the other part of the car (with the exception of the global edges).
Using these two detections, the regional agents are able to reconstruct the actual location of the car. To com-
bine the detections and link the track segments, the concept of stitches is introduced. Stitches are the parts
of the track that contain the overlapping detections. They contain new detections that will replace the less
precise detections from the camera and store the sink and source track by reference. These reference can be
used to reconstruct the track.

Figure 6.13: Track reference structure visualization

6.4. Digital signal processing modules
The images from the cameras tell the story of the events in the environment. But before the system can rea-
son and classify the behaviour, information has to be extracted. The system knows at least four processing
steps before the reasoning is applied: detection, mapping, recognition and feature extraction. This section
describes the techniques applied for these calculations.

Figure 6.14: Local information processing
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6.4.1. Detection
The detection step detects the regions in the image which contains the cars. For real cameras, this would be
an object detection process, including noise filtering and object classification. These steps all have a chance
of misclassification. For the current research, this process is out of the scope and we want to limit the mis-
classification as much as possible. The low error rate is ensured by simplifying the process of detecting with
the setup of the cameras, the resolution of the cameras and the simplicity of the classification process. As we
indicated earlier, the simulation environment allows us to configure the cameras such that they minimize the
error introduced by the detection process. Figure 6.9 shows how the real world detection problem is trans-
lated in the simulation environment. The virtual cameras will not encounter any noise and will be placed
straight above the environment.
The object classification will include two simple steps. A preprocessing step applies a well known technique
of background subtraction to find the dynamic components of the image. The background is sampled over
time and the average over a large set of samples is stored. The background than subtracted from the new
images and changes in color become visible. The remainder is any dynamic object in the image.
Then the cars are detected through template matching. A template car is generated and used as a two dimen-
sional filter. This cross correlation process will indicate where in the image a dynamic object most represents
a car. The process is repeated for multiple angles, using the templates shown in figure 6.15. The location
with the highest cross correlation is classified as a car, assuming the correlation is higher than the threshold
value. Even though the technique will detect the car in the simplified image, there still is a 180◦ symmetry in
the image, since it is unknown in what direction the car is driving. This information will have to be extracted
from the track. Therefore, every detection has both a low-angle and a high-angle, respectively representing
the angle less than 180◦ and more than 180◦.

Figure 6.15: Car templates under different angles

6.4.2. Mapping
Mapping from the image coordinates to the environment coordinates requires the transformation function.
The transformation function is a common problem in computer vision and can be done using the location
and angle of the camera. For the current system, the cameras are virtual and the transformation is straight-
forward. All detections contain the coordinates within the image of the Centre of Gravity (CoG) of the car.
The top right pixel in the image corresponse to the offset in the environmental map. Due to the specific angle
and orientation of the virtual camera, the transformation function only moves the image coordinates with the
same amount as the camera offset. The process is mainly included to simulate the real world situation, but
is currently trivial. It does show that every local agent requires its relative offset on the map. The coordinates
are provided in the initialisation phase by the delegator agent.

6.4.3. Recognition
The recognition process attempts to re-detect cars in new images. It uses the trajectory of the car, based on
previous behaviour, to estimate the chance of the new detection is the same car. The process is visualized in
figure 6.16. The model for recognizing local tracks based on detections and regional tracks based on track
segments uses the exact same model. The only difference between the modules is the trigger and fusion of
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the segments. We will first discuss the model and show the non-local adjustments afterwards.

Figure 6.16: Regional information processing

Recognitionmodel
The combining of individual detection or track segments is essentially the classification process of a detection
to a track. Every new detection is added either to one of the existing tracks or creates a new track with just the
single detection. This process is shown in figure 6.17.

Figure 6.17: Program state diagram recognition process

A common applied technique uses the knowledge of the behaviour of the object (in our case the car) to
evaluate if it is probable that the car would end up there. The classification process for the tracking calcu-
lates the chance that a new detection is part of an existing track (P (ωi |detection)). Like in many classification
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problems, this distribution is unknown and the Bayes rule is applied to compare the probability. We assume
the prior probability of the detections and the car is equal in all situation, which allows us to consider the
chance of the car proportional to the chance of detection, given the car. The track is assigned to the track that
is most likely to have the detected features as the added component.

Pr(ωi |detection) = Pr(detection|ωi )Pr(ωi )

Pr(detection)
Pr(ωi |detection) ∝ Pr(detection|ωi ) (6.1)

The likelihood of the detection is based on a model of the car behaviour. The model include the two
dimensional location and the angle of the car, extracted from the tracks detected in the past. Using this infor-
mation available in the track, the system predicts where it would expect the new detection. These predictions
are used to estimate the likelihood of the new detections. We apply the following predictors:

x∗(n +1) = x(n)+ vx (n) (6.2)

y∗(n +1) = y(n)+ vy (n) (6.3)

φ∗(n +1) ≡ (φ(n)+ vφ(n)) mod 2π (6.4)

x∗, y∗,φ∗ are the values from the detection. We assume the new location X ,Y and angle Φ are indepen-
dent and all of them consist of a normal distribution around the predicted value. The angle of the car uses a
Von Mises distribution, which is a normal distribution for circular data.

X ∼ N (x(n +1),σ2
x ) (6.5)

Y ∼ N (y(n +1),σ2
y ) (6.6)

Φ ∼ f (x|φ(n +1),σ−2
φ ) (6.7)

= eσ
−2
φ cos(x−φ(n+1))

2πI0(σ−2
φ

)
(6.8)

Due to lack of symbol, the Von Mises distribution will be represented as a normal distribution, unless it is
unclear from the context. The variation of the distributions are filled in empirically. It is dynamic over time
and the longer the track had no detections, the more the true value vary for the modelled value.

Non-local variations
The problem of combining track segments uses exactly the same principle as the combining of detections.
Every time a car reaches the edge of a region (camera or guardian agent region), the car is expected to appear
in the neighbouring region. In related work, we found this problem is often modelled as a source/sink prob-
lem, where the sink and source are connected. In our model, we know the coordinates of the environment
map. The recognition proces looks at the first detection of the new track segment (also referred to as the head)
and predicts the expected location of each car by the last detections in the track (also known as the tail). By
storing the head and tail of the track, the car can be recognized on a regional level in the same way the local
recognition is performed.
Regional recognition reasoning has multiple parallel processes and is a distributed system. Such systems
tend to grow in complexity in terms of the number of states the process can be in. To show this aspect and
gain insight in the possible states of the system, we analysed the system using the Linear Transaction State
Analyser (LTSA). The tool allows developers to script the individual processes and deduct what the processes
would do, once they they are runned in parallel. In designing a parallel process, it is important to analyse the
possible states and identify potential error states with the purpose of eliminate them.
As discussed earlier, the tracks will only be send when the latest detection on the edge of the agent’s region.
The regional agent that is receiving these track segments is expecting both a sink and a source track. However,
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as long as the source track is not yet recognized as the continuation of another track segment, the it is still
unknown if it is a new track or a source track segment of an existing track. On top of that, there are two excep-
tions to these situations. The first exception is when the car drives of out of the surveillance area. In this cases
there will be no source track (when leaving the area) or no sink track (when entering the area) available. The
second exception is when the car is when the car is parking on the edge of a region. When the car parks on
an edge, the stitch has to be extended, one detection at a time. These two exceptions can also occur together
and we find these cases back in the states of the track. The regional track recognizing states are generated
using the LTSA and given in figure 6.22 (see end of the chapter). Table 6.1 provides additional descriptions of
the state transaction events.
What we can conclude from the state machine is that the information always becomes available between
two time events. The system has to wait the sample frequency (in our case one second) until it can conclude
what the track segment(s) represent. The recognition step (which is left out of the state diagram) recognizes
an orphan track segment to be a source track. This happens for example the states sequences 0,10,11,3 and
0,10,8,9,3. Which path is chosen depends on the result of the recognition step. The setback of this method
is that there is a second delay with each increasing hierarchy level, because the delay propagates through the
levels. The good news is that it always is the same delay, no matter what state sequence is found. Higher level
agents can apply the exact same recognition method, without having to consider the delay.

Table 6.1: Description of the regional track states

Event Description
orphan Track segment is received, but it is unknown to which parent track it belongs
sink_track Track segment is received and recognized as the sink track of an existing parent track
source_track Track segment is received and recognized as the source track of an existing parent track
onTimeEvent Time-out event occurs and no more track segments will be received
new_track Create a new parent track with the given source track
append_track Add the new detections in the track segment to the parent track

append_stitch
Combine the latest detections from the track segments
to add a new detection to the latest stitch of the parent track

append_detection Add the latest detection from the only received track segment to the latest stitch of the parent track

stitch
Combine the last detection of the parent track and the source track
to replace the latest stitch detection of the parent track

stitch_edge Create a new stitch with a single track segment in the parent track

6.4.4. Feature extraction
Given the set of detection, the features can be calculated. The calculations of the features are straightforward
and contain the measured features and first and second order derivative of the features. In all cases the for-
ward Euler method is used to calculate the derivatives. Table 6.2 gives an overview of the features calculated
from the set of detections.

Table 6.2: Summary of extracted features

Feature Symbol Calculation
Location x and y Known
Speed vx,y x[n]−x[n −1]
Acceleration ax,y x[n]−2x[n −1]−x[n −2]
Heading φ atan2(vy [n], vx [n])
Change in heading vφ φ[n]−φ[n −1] mod 2π

Dependency between recognition and feature extraction
The fact that the extracted features are used in the recognition step shows the dependency between the two
steps. The required information is communicated using the historical database. As soon as the features are
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extracted, the track is stored in the database. The recognition process collects the already analyzed tracks and
uses them for the future detections or track segments.

Alternative recognition for small tracks
The calculation of the features depend on past detections. In the case of small tracks, these detection are
unavailable. We consider three states of small detections.

New track
No historical detections are available and none of the calculations are available. The recognition is
based on the ruling out of other tracks. The calculates features cannot be extracted and the detection
provides two possible headings.

Existing track with one detection
Since only one detection is available, the calculated features are unavailable. For the coordinates, the
variation is increased to counteract the missing information in the model. The heading at this point
is one of two options, based on the previous detection. The change in heading is kept at 0 and the
distribution is set on a mixture of the two Von Mises distributions as shown in equation 6.9. The feature
extraction is unable to calculate the acceleration and change in heading.

Existing track with two detection
The acceleration and change in heading are unavailable. The recognition based on the coordinates can
proceed as normal, but the change in heading is unknown. In this case, the recognition is performed as
normal, but the change of heading is set to 0. Once the detection is recognized as part of the car’s track,
the detection forms the third detection in the track and the feature extraction can proceed as normal.

Φdl ∼ N (φdl ,σ2
dl )

Φdh ∼ N (φdl +π,σ2
dl )

Φd = Φdl +Φdh

2
(6.9)

6.4.5. Stitches, distances & data reduction
The stitches combine two track segments by stitching (mostly) the last and first detections of the track seg-
ments into the parent track. The stitches serve two purposes. By storing the origin of both child track seg-
ments, the stitches are used to retrace the steps and find where all the detailed information is still stored.
Secondly, the stitches are used to store corrections made to the detection. Detections on the edge of the cam-
era, covering only parts of the car in the image, have a chance of error in the angle and center of gravity. When
two detections from different cameras are known to represent the same detection, the information from both
can be used to correct the error, as is shown in figure 6.18. Once corrected, the travelled distance also has to
be corrected, using the new findings. The correction is performed for the path leading up to the stitch and
the path after the stitch. This is performed with the following simple equations:

distance(t ) = distance(T1(t ))−distance(T1(t −1),T1(t ))+distance(T1(t −1),TS (t ))

distance(t +1) = distance(t )+distance(T2(t ))−distance(T2(t ),T2(t +1))+distance(TS (t ),T2(t +1)) (6.10)

6.5. Reasoning methods
Reasoning methods are applied ones the detections and track (segments) are available. In section 4.4.1, we
discussed the distribution of the cameras. Considered from the cameras, region size delegated to each agent
increase with every level in the hierarchical model. The reasoning method and delegated logical reasoning
for each agent is affected by level in the hierarchical model. We will briefly discuss how the reasoning meth-
ods are affected by the level. Afterwards we discuss the individual reasoning for the compiled scenarios and
finally we discuss the tasks delegation for all agents.
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Figure 6.18: Correcting detection error and distance on stitches

6.5.1. Reasoning scope
The features used in logical reasoning will include the latest detections, the detections in the memory and the
features extracted from the tracks. The further the reasoning includes samples from the memory, the larger
the track will have to be in order to be able to perform the reasoning. The processing pipeline in the hierar-
chical design only flows in one direction, meaning the agents do not know the history of the track outside of
the designated range. For example, cars that recently crossed from one camera to the next will only have a
few samples in the latter camera. Only the regional agent will know the history of the track and even there it
is possible only part of the track is known. The limitation of the track size force the logical reasoning methods
to be delegated to different layers in the hierarchical model. This is shown in figure 6.19. The figure uses an
example where the camera images are 8x8, the regional agents each have 2x2 cameras in its scope and the
global agent has 2x2 regional agents in its scope. The example shows that the local agents become less capa-
ble to reason and the MCS depends heavily on the global agents. This in turn makes the MCS less scalable by
creating a bottleneck.

Figure 6.19: Memory dependency reasoning delegation

Another problem with neighbouring regions is the precision of the detections. Detections made on the
edge of the edge of the camera are based on detections of parts of the car, in contract to the full contour of
the car. Higher levels of reasoners are able to combine information to reconstruct the true location of the
car. Therefor, some reasoning must be performed by the higher levels of agents, since they require the recon-
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struction of the detections.

6.5.2. Scenarios
Each scenario will have a different reasoning method. The reasoning is performed with the CLIPS expert sys-
tem, which is a rule based system. Since the reasoning is performed over multiple cameras, the classification
not only consist of the reasoning of agents but also with the cooperation between the agents. The reasoning
for each scenario is discussed in terms of the rules applied in the reasoning and the task delegation over the
different cameras.

Unwanted entry
Unwanted entry merely looks at the location of a car and correspond it to the restriction map. The reasoning
only applies to the current measurements and requires no further memory of the past detections. It is trig-
gered by any detection on any camera.

if the car is on location l
and l is a restricted area
then there is an unwanted entry at location l

The reasoning is performed on any camera that can restriction locations in its sight. The reasoning scope
only contains the local information and is performed by the local agents. No global or regional reasoning is
required.

Unwanted parking
For this scenario, we assign certain locations on the map that do not allow you to park. It is however impos-
sible in our simulation (and complex in a real life situation) to distinguish between a parked car from a car
that is only standing still. We simplified the problem by defining the locations where it is in fact unwanted to
stand still. The track information, received from the tracking process contains the speed of the car, based on
the last two detections. The rules applied in the reasoning are the following:

if the car is on location l
and l is a no parking area
and the speed of the car is 0
then there is an unwanted parking behaviour.

Restricted direction
The one-way street is similar to the unwanted parking, since it also needs one more detection from the mem-
ory to be able to use the heading of the car.

if the car is on location l with heading h1
and l is a one way street in heading h2
and difference between h2 and h1 is π
then the car is driving in the wrong direction

Aimless driving
The aimless driving only appears on longer tracks and is only applied in global agents. The reasoning consid-
ers a maximum track length on all locations. Once exceeded, the reasoner gives an alarm.

if the car is on location l with track length of t l
and l has a maximum track length of mtl
and tl ≥ mtl
then the car is driving aimlessly

6.6. Agent distribution
A key requirement of the scalability of the system is the equal distribution of processing demand over the
intelligent cameras. For the local agents, the distribution is obvious, but the higher levels of the hierarchical
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agents have not been assigned to any agent operating platform. In this section, we will discuss how the work-
load is spread over the levels of agents.
The local agents will each be assigned to one camera. The map created in section 4.4 is divided in size units
of 2 metres. The total map includes 72 size units (or 144 metres) in the x-direction and 56 size units (or 112
metres) in the y-direction. Each camera has a range of 8x8 size units, each representing one pixel in the im-
age. Each regional agent has 3 cameras in the x-direction and 3 cameras in the y-direction within its region,
including a total of 9 cameras. The most southern regional agents only include 3 local agents, since the map
does not include any more cameras in the y-direction. The global agents in turn communicates with all the 9
regional agents (3 in the x-direction and 3 in the y-direction).
The proof-of-concept application will run all of these agents on one JADE container, since the only differ-
ence between the real and simulated environment is the configuration of the containers. However, without
a method to distribute the agents, the processing demand distribution will not be equal over the intelligent
cameras. Therefore, we developed a distribution policy to equally distribute the processing power over the
agent operating platforms.
In real environments, the delegator agent will run on a separate platform in the terminal. The delegator will
create the other agents on the different cameras platforms. The delegator will keep track of what process is
where. Although not necessary for our implementation, we suggest a policy for the agent distribution over
the AOP. To validate of the distribution is optimal, we can check the maximum load balance. The maximum
load balance is defined as d1+ K

N e, where N is the number of cameras and K is the number of regional and
global agents. When the regions are distributed based on heuristics, it is hard to create a general policy for
the distribution of the agents and we advise to create the policy manually. However, when the hierarchical
model represents a balanced tree, we could apply the policy given in equation 6.6.

AOP (k, l , Nc ) =
{

k, if l = 1

kN l−1
c −N l−2

c , if l > 1

Here k represents the index of the agent in the layer, l represents the layer and Nc represents the number
of children nodes for each parent node. Basically the maximum load balance in the balanced tree case is

d1+
∑L−1

l=0 N k
c

N L
c

e = 2. By applying this policy, the higher level agents will never be placed on the same AOP twice

and the load balance will never be higher than 2.

6.7. Test environment
The system is tested using a custom made unit testing framework, named J2Unit or Java & JADE Unit testing.
The framework is an extention to the JUnit testing framework, used in many software development projects.
The framework is extended to fit the testing of multi-agent systems.

6.7.1. Challenges
Thorough testing is an art on itself and is essentially performing an experiment on every run. In our research,
we want to test the functionalities of the multi camera system as described in the previous chapter. Unit test-
ing can automate the experiments and provide insight in the flaws of the system. Although unit testing is a
mature technique for sequential coding, testing parallel processes or multi-agent system is still a challenging
topic.
Agent based systems assume the agents to perform autonomous. This greatly influences the testability of the
agents, since they are designed as a black box system. The only method to test the functionalities of an agent
is to communicate with it or analyse the result in the user interface or database. By design it is not allowed
to interrupt the process for any external purposes, including testing. The JADE framework starts the agents
by reference, meaning the JADE container is responsible for the lifecycle of the agent and initially only allows
the agents to be started from the main process. The challenge in testing agents is to make the agents into
testable processes, while at the same time honouring the autonomous property of the agents.
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Figure 6.20: Agent types in JADE test environment

6.7.2. Mock agents, actors & quality control
We developed a method that allows multi-agent systems to be tested, with minimal invasive techniques. A
commonly used technique in software testing is the use of mocking classes. The mocking classes perform
the same actions and share the same interface as their real counterparts, however they to not perform any
of the information processing that the real implementation would perform. They can be used for testing to
validate the functionality of other software components. By calling functions the mocking classes check if the
components under testing produce the expected results or can check if the components under testing call
functions at the right time (and with the right parameters). The mocking classes themselves form no useful
aspect of the final product, but can give insight in the functionalities of the components under testing.
Mock agents (MA) form a similar addition to the multi-agent system. Although they do not add anything to
the functionalities of the multi-agent system, they communicate with the agents under testing (AUT) using
the same methods the AUT use. The AUT have no method to check if the system is used for testing or for real
environment. It processes the information as normal. The mock agents in turn can validate the information
from the AUT and notify if the test has passed or failed.
Mock agents solve the problem of autonomy of the AUT, but the MA are agents themselves and by design
are autonomous. We need a method to listen in to the MA to check their conclusions and possibly set pa-
rameters. JADE does provide a method to do so. It is possible get the reference to the live agents through
the agent’s controller, provided the agent has a registered agent to class interface. Any agent that is called
from the unit test environment has to register and implement corresponding agent to class interface. This is
strongly discouraged, because it both changes the functionalities of the agent and reduces the autonomy of
the agent. For our mock agents however, this is no problem, since they are not the agents under testing and
their functionality is not in question.
Our design of the multi-agent unit testing environment uses two types of mocking agents: actors and quality
control agents. The actors only pretend to be agents that in the real environment would communicate with
the AUT. They are used to trigger an event in the AUT by communicating the scripted messages. The Quality
Control Agents (QCA) validate the result. Every QCA is responsible for performing one or more tests and val-



6.7. Test environment 87

idate if the messages from the AUT contain the expected information. A multi-agent unit test succeeds when
all the QCAs report a success in there tests. The UML Class diagram of the mock agent design is shown in
figure 6.21. The TestCollector interface is used internally to store the test result.

Figure 6.21: UML Class diagram mock agent design

6.7.3. Test components
With the mocking agents discussed, we have all the tools to define the test environment. Back in section 4.3.5,
figure 4.6 we already gave a sketch of the components and their interaction. Every feature test discussed in
section 5.2.1 will have its own unique composition of the following components:

Test data generation script
The car locations, car tracks and any test parameters used are generated for each test. This is automated
to ensure the data is valid for the test and randomly chosen to reduce the probability of a hidden bug.

Test data
The test data is provided to all the simulation and test components, to allow the test scenario to be
simulated and validated.

NetLogo simulation
The NetLogo simulation file is unique for each test, although it is similar in almost all situations. The
simulation plays the car locations, similar to a video is being played. The main difference for each
situation is the car location, which are given in the test data.

Quality Control Agents
Every test has one or more QCA. Each of these agents has a checklist of tests they have to go through
in order to validate the outcome of the AUT. The test only succeeds when all the QCA give a success
respond. The QCA interact with the AUT by means of the event log system. In the initiation phase, the
QCA subscribes to all the process events on the AUT to be able to validate the outcome. The validation
is also based on the test data given from initially by the test environment.
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Actors
The pipeline designed in the hierarchical model processes the data in one direction. Testing regional
and global agents would normally require all the predecesors to be functional before the agents func-
tionalities can be tested. The actors allow us to test the regional and global agents separate from the
local agents. The actors will pretend to be the local agents and send predefined information to the re-
gional agents. The QCA in turn will listen to the results from the processing and continue the test as
normal.

Agents Under Testing
Although isolated, the AUT must be configured the same way as it would in the fully functional system.
The test is only valid when there is no difference between the real situation and the test simulation.
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Figure 6.22: State representation regional track events





7
Implementation

The focus moves from the plan and design to the actual implementation of the MCS. The chapter implemen-
tation discusses how the design was realized, what problems were found during the implementation phase
and how they were solved. Going through all the lines of code would defeat the purpose of this thesis. Instead,
we will discuss key aspects of the implementation and show the complications (and solutions) found during
the implementation.
A key element in the implementation is the way the agents communicate with each other. A major part of this
research is focused on the task delegation. Only through well defined communication between the agents
would it be possible to setup the required information flow and allow the agents to perform there tasks. We
start the implementation description with the method of communication. Once established how the agents
communicate with each other, we will continue by looking into the data processing and implementation of
the pipeline components. The pipeline is the beating heart of the implementation, which runs through the
local, regional and global agents and analysis the stream of data to reason about the perceived behaviour. We
divided this topic into three parts: initiation, tracking and reasoning. What remains is the implementation of
the alerting agent.

Figure 7.1: Classes remote function call

91
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7.1. Guardian agent behaviour
The guardian agent design in section 6.2.1 shows the concept of a new generic agent, including the compo-
nents used in the generic camera behaviour agents to communicate, process and log data & events. The new
generic agents is created as an extension of the JADE agent and contains all the components required for the
new features. Because it is the central component for all the processes that happen in the agent, it is designed
as the central switchboard for internal communication between the components. Creating a new agent from
the basis of the guardian agent instead of the JADE agent equips the new agent with all the features discussed
in section 6.2.1. All the agents within the design of the MCS are developed as guardian agents. This relation
is shown in the UML class diagram of figure 7.2.

Figure 7.2: Guardian Agent uml

The following sections will discuss the generic components within the new generic agent. But before
we continue with this description, we want to quickly refer to appendix A & B. These appendices describe
two well-known techniques, which both are used intensively in the guardian agents. Appendix A describes
the subscription model, which is used to create an event-driven environment throughout the system. The
subscription model is used in all generic components to trigger (amongst others) processing blocks, event
validation and service calls. Appendix B describes the chosen solution for generating unique identifiers in
distributed databases. Although there are other methods to solve this problem, we feel this solution was both
easy to implement and sufficiently solved the problem. The identifier generators are used for both the local
databases within the agents, as well as the session identifiers used in the service calls.

7.2. Agent services
The agents are designed to support features and services. The services are implemented as Java classes with
functions that are made available to all agents (including itself) and can be called remotely. The main differ-
ences between services and regular classes are the asynchronize and serializable properties. All the function
calls of a service are encoded to a standard data structure and communicated using a three layered com-
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munication protocol. We will describe the implementation of the services and communication using a top
down approach. First we will discuss the procedure and classes required to build a service. Then we continue
by describing how the service layer uses sessions to handle the logistics and process control. Finally we will
shortly describe the transport layer and packaging method.

Layer principle
The communication is build up from three layers. The layer principle states that each layer supplies features
for its parent layer and communicates only with its child layer. In our case, we define the application layer,
the service layer and the transport layer. The three layer communication is implemented in every agent and
every message from one agent is encoded top down through the layers and decoded bottom up on the receiv-
ing end. The layer principle implicates that the layers on the same level effectively communicate with each
other, without the knowledge of how the lower layers encode and decode the messages. As a result, the trans-
port layer communicates with the transport layer, the service layer communicates with the service layer and
most important of all, the application layer effectively communicates with the receiving application layer.
Essentially the layer principle allows two agents to communicate with each other, without knowing how the
message ends up on the receiving end.

7.2.1. Building services
Any Java class can be converted to a service, but requires more components than just the class itself. Inter-
faces in Java can be used to separate the external functional description from the internal implementation
of the features. They can even be used to dynamically change the functionalities of classes by instantiating
different implementations of the interface, based on the state of the process. For the services we apply the
interfaces to separate the functionalities from the actual process that will perform them. At the moment of
the service call, the client process has no idea what process will perform the requested service. It only knows
it will be handled. We will discuss how a regular class can be converted to a service in our system. The pro-
cedure unfortunately grows more complicated when functions have a return value and for clarity we will first
discuss the procedure for functions without return value and later extend it.

Figure 7.3: Template classes involved with agent communication

Building a service requires at least four new components, which are shown in blue in figure 7.3. The
service layer is present in all agents and will be discussed in the next section. Building a service starts with
the definition of the functions of the service. The service functionalities are defined using a service inter-
face, which is known on both the server and client side. The service interface is a (Java) class interface which
shows all the functions included in the service. Any service provider must implement these functions, which
is also the second component. The service provider ultimately executes any of the functions when they are
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requested. The service provider is registered with the service layer to indicate it can handle any requests for
this service.
Before remote agents can call the service functions, the call has to be encoded to and decoded from a message
of the type that can be send between the agents. The encoding at the client side is performed by the stub com-
ponent. The stub component implements the functions of the service interface, but instead of performing
the service, the stub encoded the request into a request message. The request message is send with the use of
the service layer to the known agent that provides the service. The service layer is present at both the client
and server agent. When building a service, the service layer is considered to be the gateway to the services on
other agents and will send the messages on the client side and receive them on the server side. On the service
providing side, the agent uses a skeleton to decode the message and call the appropriate functions on the
service provider. The cooperation of these five components allow the call for functions of services on remote
agents. However, when the functions have a return value the service layer becomes more complicated, which
will be discussed shortly. First, we will look at how the messages are encoded and decoded within the stub
and skeleton.

Encoding
The goal of the encoding is to communicate all the information required for the service provider to know
which service must be called and with what parameters. The data structure used for communicating the
request information is given in figure 7.4.

Figure 7.4: Data classes to represent the call and result

A service request contains the information of the function it was to call, the value of the parameters and
the sending and receiving agent. The Agent IDentification (AID) is used as destination and origin address.
The service, function and parameter description are currently only used as reference, but may be used in the
future for validating the data and converting the values. The translation from Java classes to the data structure
is shown in figure 7.5.

The approach for that functions with response value will be explained in the next paragraph, but for now
it is enough to state that the response value from the function call is also wrapped into a message. The impor-
tant elements in the response message is the response value and the indication of success of the call. If the
service request was unsuccessful, the response state is set to "failed" and the response value remains empty.
In order to trace back what the original request was, the request itself is added in the response, including
the request identification. This identification number is generated by the service layer and tracks the request
from original request up until delivery of the response to the client. The main objective of the stub and skele-
ton is to translate the original request and response into these data structures.

Service function response
We discussed previously that the complexity of the service request handling and building of the service in-
creases when the function call include a response value. Now that we have laid the groundwork for building
services, we will explain how the services also can support functions with response value.
We start with pointing out that all service calls are asynchronous. A consequence of this property is that the
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Figure 7.5: Information translated into function descriptions

function call by the client is non-blocking and the client process will continue, while the server handles the
service call. In some cases it is possible to emulate the synchronized property by blocking the client thread,
but this is not supported in our implementation. The client process will continue and service functions with
response values will be received and handled after the call is processed and communicated. Meaning all
functions with response value will be handled using event handlers.
Every function within a service that has a response value, will have an event that can be triggered when the
response is received. For example, the example service given in figure 7.5 will have an event when the re-
sponse value of exampleFunctionWithResult is received. This particular function actually could never be
implemented this way, since the response will not be available directly after the function call. It is given in the
example with the purpose of explaining the principle. If we wanted this particular function in our function, it
would have to be defined with an event handler as shown in figure 7.6.

Figure 7.6: Remote function call with reponse event listener

The event handler is implemented differently on the client side and on the server side. On the client side,
the client code is responsible for implementing the event listener interface on a class. The functionalities
of this implementation is up to the client application, since there are no restrictions on what the client ap-
plication wants to do with the data. As long as an entry point is provided by the client code. On the server
side, the event listener is implemented with the task to encode the response value to a message that can be
communicated and send back to the origin of the request. The response is send back with a reference to the
original request, through the service layer. The UML diagram of the classes needed to build a new service
with response value is given in figure 7.22.

Factorymethod
Building the components is vulnerable to configuration errors when the services are build on different places
within the code. By using a factory method, the code ensures the service is always created and configured the
same way. It has become good practice for building a service to add a factory method, that builds the service
provider, stub and skeleton for each service.

7.2.2. Service layer
The services have different implementation for each service, but they all run on the service layer as service
providers. The service layer is essentially a library of service providers, which manages the life cycle of the ser-
vice calls. The registration of services uses a subscription method. The incoming messages feature as events,
which are classified by service and send to the corresponding service provider. In the case of a response value,
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a session is started and managed by the service layer.

Service behaviour
Sequential implementation of the service layer would hold any processing until the service function is pro-
cessed. Other service requests cannot be processed for the duration of the function. The performance of the
service layer is best kept independent of the performance of the service itself. Long durations, process holds
or crashes of the processing of the service in a sequential implementation would cause bad performance of
the service layer. In the implementation, this is avoided by applying the JADE behaviour system. The JADE
behaviours create further parallelism within an agent. The service layer starts a "OneShotBehaviour" for each
service request. The service processing is performed on a separate thread and the service layer can continue
independently.
The services can be executed remotely, but because of it, all the functions are performed in a non synchro-
nized manner. Functions with return values cannot be returned to the requesting agent directly and require
an asynchronous approach. Returning data within an asynchronous approach apply event listeners to be
called when the process is finished. These service listeners component are added to the service package.
Any service that has functions with return values must have an interface defining the handler functions to
be called in case of a service function request response. In the case a service function with a return value is
called, the requesting party must provide a handler for the response value. On the server side, the returned
value now has to be sent back to the agent that requested the function.

Sessions
Once the service layer is operational, many clients could make a service request simultaneously. When the
response is available, the response has to be send to the client. For the purpose of bookkeeping, each ser-
vice request start a session and the service layer generates a unique identication number to track the session.
This unique identification number is generated at the initiation of the request on the client side. The session
number is used in multiple agents and faces the same problems as in a distributed database. For this reason,
we used the unique number generation technique, described in appendix B.

7.2.3. Transport layer
The transport layer is responsible for transporting the messages from one agent to the other, without any
session management. JADE already provides a communication system that allows agents to send serializable
messages to each other with the use of the AID as an address. We have build a transport layer on top of this
communication system to work with our own messages. We had to decide how we were going to encode the
messages and how the system would manage the received messages. We will discuss both items.

Encapsulatingmessages
JADE provides a method of sending serializable objects between agents. The layered communication method
has different messages on each layer. Each layer uses a message structure of header and content seperation.
The transport layer for example has the unique identification and the receiving address in the header. The
content can be any serializable object. The session layer uses this to create session messages with differ-
ent headers, including the information it needs to operate. Each inferior layer encapsulates the message
and adds the information it needs in the header, creating a nesting doll effect. The result is shown in figure
reffig:message-encaptulation.

Transport layer behaviour
The transport layer has the task of sending and receiving messages. This already straightforward task is made
even more simple by JADE, since it allows serializable objects to be send between agents. The implementa-
tion of the receiving procedure is adjusted to the JADE environment by the use of JADE behaviour. This way
the process of receiving message can be run in parallel with other processes. The transport layer does re-
place the existing methods of communication provided by JADE. In order to support the traditional method
of communication, we implemented a subscription system, which calls all subscribed observers when the
message is not recognized as a transport layer message.
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Figure 7.7: Nesting doll effect for messages

7.3. Agent event log
Initially the event log was a method of debugging the system, but it soon proved to be the best method to au-
tomatically test the MCS. We first build in a subscription system to connect different log event listeners, such
as console output and file output. The local log event listeners have different levels of notification: debug,
info, warn & error. The agent event log classifies the incoming events and only reports to the appropriate log
level.

Figure 7.8: Event log UML class diagram

The event log is extended with the report scope. There are only two type of report scopes: local & global.
The event listeners situated locally within the agents are notified of all events, whereas external listeners are
only notified when the event has a global scope. External listeners are made possible through the services
discussed numerous times already and the event listener service is implemented using the same technique.
All the components involved in the agent event log are shown in figure 7.8. Finally, the separation between
local en global events are represented using the report and shout function. The idea behind the shouting
mechanism views the agents as a cooperative group. When an event wants to make a personal note, it creates
a small report. When it wants everybody to know about the event, it shouts to everybody who is listening.
The shouting mechanism is mainly used by the test environment, but can be used for any event that needs to
be logged or notified to other agents. Our quality control agents subscribe to the global events of the agents
under testing to validate the event with the expected test results.

7.4. Agent data processing
The processing structure described in section 6.2.2 contain a distributed processing pipeline. On this pipeline
we find multiple processing steps, which starts with the images from the cameras and finally classify (suspi-
cious) behaviour of the cars. The pipeline implementation is based on the same principles as OPC. All the
values are stored on a databus and provided with a subscription algorithm. This section discusses the im-
plementation of the pipeline, including the implementation of the distributed pipeline. But the pipeline is
extended with data logging components, which allows not just the current data to be stored, but also the his-



98 7. Implementation

torical data. The data logging and corresponding database structure will be discussed as well. And finally,
CLIPS uses a different syntax to store the data (or known in CLIPS as facts). We developed a mechanism to
convert the data objects used in our implementation to CLIPS fact syntax. This mechanism is discussed at the
end of this section. The knowledge on the data processing will be used in section 7.6 to discuss the concrete
implementation of all the processing blocks.

7.4.1. Pipeline
The pipeline uses a data bus as a memory storage. It is designed to standardize the data distribution and
changes the system to an event-based processing system. Typical for the data bus is that every variable only
stores the latest value of the variable. By default, the historical values are not available. The data bus compo-
nents are given in the UML diagram in figure 7.9.

Figure 7.9: Data bus components

Immediately we recognize the subscription design discussed in appendix A and used already in the ser-
vice model and event log model. Exactly the same principle applies: observers can subscribe to the events
on the changes of a field value. Because the data bus only stores the last value, it is always a new value event.
Bus event listeners are able to subscribe to state change events on individual variables. With the use of the
data bus all components in the pipeline now become data driven calculators, which transform input values
into output values. A component subscribes to all the input values, to get an update on each new value of
the variables and the components themselves produce new values for the output variables. Using this imple-
mentation, we create a chain of calculators that form the pipeline. The data bus uses the JADE behaviours
to call in the state change event listeners, similar to the technique used in the service layer. As a result, all
components run in parallel, but are also running sequentially, because of the data driven triggers for each
component. The technique is inspired by the streaming concept in massive parallel programming [23].
The data bus implementation supports local processing pipelines within an agent, but can also support dis-
tributed pipelines by implementing the bus listeners as a service. Shown in figure 7.23 is the UML class
diagram used for the implementation of the bus listener as a service. Since the bus listener already is an
interface and each pipeline component handles the data input differently, the skeleton does not use the con-
crete service, but only knows the bus listener interface of the pipeline component. The databus and service
component form the basis for the distributed pipeline.
The only missing information is the name of the variable the listening agents wants to listen to. The delegator
agent provides this information during the initiation phase of the agents. It is the only process that has to
overview of all the agents and tasks, so all hierarchical agents will receive these variable names in the initia-
tion phase.

7.4.2. Agent database & data logging
Every guardian agent is equipped with memory in the form of a database. The data bus only include the latest
value for each variable bus and also has the historical data available, we need a form of memory. We decided
to use a data logger system for the data bus to store the past variables. The database creates one table for each
variable and has no prior knowledge about the data structures of the values themselves. But the table entries
do need unique identifier or primary keys to separate between the entries. In this section, we while discuss
the data log system, the identifier generation and the table query mechanism. The features are summarized
in the UML class diagram given in figure 7.10.
The concept of the data logger is to store all the values that pass through the data bus. This is realised by
creating a database that acts like a process block, meaning it subscribes to all variable store events. Every
variable gets a seperate table in the database and is stored as a primary key and value tuple. All the values
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will be of the type UidData, representing this tuple. Because of the map structure, values with new identi-
fication are added to the table, will values with existing identification will replace or update the values. The
dependency of the UidData type affect the flexibility of the data logging system, since the data bus does not
require the data to be anything other than a plain old java object (POJO). The flexibility returns by introducing
an UidData wrapper. Any values received by the bus listener is checked if it is an instance of the UidData. If
indeed it is, then the value is stored as described. If the value is no instance of the UidData, a wrapper class is
created with a new identification. The value can be stored as normal, but since the identification always is a
new number, the value is never replaced. In the current system, the detections are tracks of the type UidData
and will be updated based on identification. All other variables will simply be stored as new values every time
it stores a new value in the data bus.

Figure 7.10: Datalogger UML class diagram

The unique identification generation uses the method discussed in appendix B. Every variable has its
own identifier generator, which can be collected by the process blocks that create new values. Currently the
queries only work locally, but the system is designed to be combined to create a distributed database. Each
local database has part of the complete database and the identification will always be unique. Future versions
will be able to query the databases using the distributed implementation. The local queries are shown in the
IDataLogger interface in figure 7.10. These queries are used by the process blocks to gather the historic data.
Through these queries, the database becomes the memory for all process blocks and avoids the necessity to
have memory in the process blocks themselves.

7.4.3. Event-driven processing blocks
We mainly discussed the data driven events for the processing blocks, but we also mentioned the support of
time-driven event. In fact, processing blocks can have multiple triggers configured. The UML class diagram in
figure 7.11 shows how the processing blocks are implemented. The trigger holds all the information required
for the agent to know want events the processing block should be subscribed to. Instead of subscribing man-
ually, the guardian agent allows registration of processing block and based on the trigger information, the
guardian agent subscribes the processing block to the different events. In the case of the periodic time-event
trigger, the guardian agent adds a TickerBehaviour to the JADE agent behaviours, calling the "onTimeEvent"
function for each periodic time event. The time-out event can be registered by the processing block itself at
any time during the process.

7.4.4. CLIPS reasoning blocks
CLIPS environment has its own method to define variables and execute rules. We created a processing block
that adapts the CLIPS procedures and data representation to the guardian agent model. We will discuss these
steps and conversion in this section. For the encoding and decoding from Java code to CLIPS facts, we created
a custom protocol to automatically convert the information. We will start with a short general introduction
of the CLIPS concepts, continue with the adaption to the process blocks and finally discuss the conversion
protocol.
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Figure 7.11: UML processing block template

CLIPS is an expert system, which uses rules to deduct information about the prior knowledge. Initially CLIPS
has knowledge about the environment, such as the detection within one camera. When it starts to run the
reasoning, CLIPS will go over all the rules that apply to the knowledge and update the knowledge base with
the newly deducted information. The new information can again trigger other rules and CLIPS continues to
run the epochs, generally until no more rules apply. The CLIPS API allows us to perform these steps, as long
as we provide the knowledge.
The CLIPS processing blocks have an initiation phase and an execution phase. The latter is triggered by the
set event from the data bus. In the initiation phase, the processing block defines the facts that are static in
the environment. The feature ’deffact’ allows us to define facts that are asserted in the knowledge base, every
time the environment is reset. The rules are independent of the knowledge and will not be forgotten by the
environment, unless they are specifically removed by using the clear or undefine command. What remains is
the syntax of facts themselves.
Before we can exchange the JAVA Plain Old Java Objects (POJO) from Java to CLIPS, we need to ensure that
the two environments understand each other. By defining the fact templates in CLIPS, we follow the same
principle as the class definition in Java. Each POJO we want to include in the reasoning process needs the
fact template before it can be exchanged with the CLIPS environment. The conversion of the object itself is a
straightforward process of storing all the values on the designated position in the string. Our protocol uses a
CLIPS converter for each POJO that is used in the CLIPS reasoning. The components involved in the conver-
sion are shown in figure 7.12. The CLIPS manager provides a look-up function for the supported classes.

Figure 7.12: CLIPS conversion model

Using these components, we can initiate the environment to reason about every cycle. The rules and
initial facts are defined, including the parameters received from the delegator to indicate the regions where
actions are illegal. Once stored, the CLIPS can reset to this initial state and run the reasoning again. The facts
that apply for the current cycle are converted in every new cycle and added to the fact base before the reason-
ing starts. Finally, when the CLIPS reasoning concluded there have been an illegal action, the alarming fact
is collected from the CLIPS environment and converted back to the POJO. The Java wrapper uses these facts



7.5. J2Unit test framework 101

to notify the alert agents of illegal facts. This summarizes the CLIPS conversion process. The specific imple-
mentation for each reasoning processing block is given in the description of the reasoning block themselves.
The general process is shown in the UML sequence diagram, shown in figure 7.13.

Figure 7.13: CLIPS conversion model

7.5. J2Unit test framework
The J2Unit test framework was invented during the implementation phase of the multi camera system. The
name is derived from the well known JUnit framework and extends it with the management of the JADE
agents. The point of the J2Unit framework was to create a test framework for JADE agents and use it to test
the multi agent features. It is inspired by the framework proposed in [13] and adjusted to suit the needs in the
multi camera surveillance system. The design is described in chapter 6, but here we show the implementa-
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tion and problems we found during the implementation.

Figure 7.14: Bus listener as a service

Figure 7.14 shows the classes involved with the J2Unit framework. The CgaTestEnvironment is the JUnit
test cases and every test case inherent the properties. The JADE and NetLogo environments are automatically
created so they only contain the case specific properties.

7.5.1. JADE manager
The name of the JADE manager is fairly misleading, since technically it is the manager of the JADE agents. The
closest representation of the real environment has a separate JADE instance running and our JADE manager
would add the JADE agents on this platform. Particularly, the JADE instances would run on the agent oper-
ating platform. But an implementation with multiple JADE instances would be unnecessary complicated for
our simulation and we only used one JADE instance. The JADE manager connects to this JADE instance and
commands it to instantiate the agents.
The agents are managed by collecting the agents required for the test case and then start all the agents. The
mock agents (which include the actors and the quality control agents) can be initiated using initiation pa-
rameters. After the creation of agents, the initiation parameters are passed through using the Agent to Object
(A2O) interface provided by JADE. Since the mock agents are specifically designed for the test environment,
we can use the dangerous method of sending it as common Java Objects and cast them within the agents.
This would be bad practise for any other case, but since the mock agents only exist for test purposes, this
does not create any problem.
Running the JADE agents unfortunately create some challenges in the JUnit test environment. Since the
agents run as seperate threads, the junit test continuous the sequential code without considering the run-
ning agents. Once the test function is done, it simply stops the test and through the Java garbage collection,
the agents also stop. In order to halt the junit test from finishing early, the JADE manager has a build-in fea-
ture to wait until the tests are finished. It also includes a fail safe to check if the test is taking too long to
complete. But the halt feature waits until all the QCA reported the results of their tests. The test results are
combined and returned as the final verdict of the test. By combining these features, the JADE manager wraps
the JADE environment in the junit test framework, hence the name J2Unit test framework.

7.5.2. Mock agent structure
The mock agents are agents used in the test environment to control the states of the simulation or test the
events in the AUT. There are two types of mock agents as shown in figure 7.15.
Normally, Java environment cannot control the JADE agents directly and only see the state of the agents
through the controller. It is possible to use the A2O interface, but this is strongly advised not to use it, since
it goes against the autonomy constraints of agents. But since the mock agents are create only for test pur-
poses, the autonomous constraint does not apply. Applying these interfaces to the AUT must be avoided at
all cost, that is why we decided to make services to listen remotely to the event logs of the AUT. We now have a
framework that both meets the autonomous constraints and have enough insight to test the MAS using junit
testing.
QCA often use the event log system to test the features of AUT. By subscribing the event log of the AUT, the
QCA received all the events in the AUT. The QCA searches for the specific events it needs and checks the pa-
rameters. When testing the logical reasoners components, the QCA acted as Alert agents, which is essentially
the same technique. Essentially, the QCA has a set of tests that have to succeed. All QCA call either the "Test-
Succeeded" function or "TestFailed" function and in both cases the QCA sets its state to done. This state is
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detected by the JADE manager and the test result is collected as described earlier.

Figure 7.15: UML Class diagram mock agent design

7.5.3. NetLogo manager
After researching the topic, we found it was possible to start our simulation environment, written in NetLogo,
from the test environment as well. However, the ease of which the NetLogo environment can be controlled
from the test environment is far less than for instance the JADE environment. The NetLogo environment can
start once per test, but is able to switch to difference scenarios by loading environment files. These com-
mands are possible from the JUnit test environment, so instead of loading the NetLogo environment every
time, we decided to load the NetLogo environment once and create different environment files for each test.
Because every scenario has their own environment file, we decided to hard-code the simulated car location
file reference in the environment file. Every test now has a NetLogo environment file, the car detection file
(used by both NetLogo and the J2Unit test environment) and a test function in the JUnit Test Case. The Net-
Logo simulation now becomes an advantaged movie player that "plays" through the detections in the car
detection file. We seperated the simulation step and the sending of the camera image step to increase the
manageability for us. The "next-detection" command would update the simulation to the new car location
and the "go" command would generate the images and send them to the individual cameras.

7.5.4. Environment state model
Combining the three components (JUnit, JADE and NetLogo) creates a sequence of events for each test. The
steps in the J2Unit test framework are shown in figure 7.16. The steps have to ensure all the components and
agents are ready at the same time and can perform the test.
The J2Unit test environment contains the NetLogo simulation, JADE agents and JUnit test case that would all
run simultaneously. The timing of these test cases become a serious issue, since the detections are expected
only when the simulation shows the car at that location. The processes are synchronized by introducing
cyclic behaviour to the components. The cyclic behaviour in the test environment is different from the JADE
cyclic behaviour. In the JADE environment, JADE schedules the cyclic behaviours of the agents. The test en-
vironment uses the cyclic behaviour to synchronize the actions between the three environments. The three
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environments implement a on-tick function. The function is used to move the simulation or perform the
next step in the mock agents. Again, the AUT are not influenced by these actions, since the synchronization
step cannot be controlled from the JADE manager. But the synchronization step allows the control of the
scheduling from the test environment to ensure that the results from the AUT can be validated.

Figure 7.16: UML Class diagram mock agent design

7.6. Processing pipeline
Now that we have discussed the implementation of the supporting features, we can look at the processing
pipeline and implementation of the specific processing blocks. To keep the blocks themselves simple and
ordered, we sometimes broke up the DSP modules from the original design into multiple blocks. The track
extraction has been replaced as a DSP module with properties of the track object or are calculated during the
track building phase at the end of the recognition blocks. We will first discuss the distribution of the agent
pipeline properties. Once established, we will go over each module one by one, explaining how they are im-
plemented. Finally, we will discuss the reasoning applied by the CLIPS reasoning blocks.

7.6.1. Delegation and pipeline configuration

The cameras each see designated part of the environment. Although the cameras are implemented homo-
geneous, their location implicate different relative location, rules for approved car behaviour and regional
agent they report to. These dynamic components that make each camera unique are combined in the cam-
era parameters. The delegator agent is in charge of assigning each set of parameters to each camera, since
the assigning determines the behaviour of the cameras. The initiation process for each camera consists of
three phases: creation, collecting camera parameters and starting the pipeline. In the first phase, the agent
is created. For this project, we created an extension of the regular JADE agent, which also starts the com-
munication process. Once all the agents have completed the creation step, there is a stable communication
possible between the agents. Since the agents are created in parallel and it never is certain when this process
is finished, the agents are instructed to wait a while before going into phase two. Phase two collects the pa-
rameters. The parameters can be collected though a service running on the delegator agent. This is shown in
figure 7.17. The IDelegator interface is given the service template, which means all the components needed
for a service is also created. Finally, in the third step of the initiation, the pipeline components are initiated
(based on the parameters) and started.
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Figure 7.17: Delegator camera parameters UML class diagram

7.6.2. Detection and mapping
The detection and tracking components contain many decisions on the method of implementation. An
overview of the processing pipeline is given in figure 7.18.

Figure 7.18: Detection pipeline components

The NetLogo environment is programmed to send matrices of images, representing the current state of
the environment. For each camera a matrix is generated, encoded and send over a unique UDP socket. Any
process listening on the port can pick up the messages. Each camera agent is provided a port number in
the initiation process and a TickerBehaviour is started to periodically listen on the port. Once received, the
message is decoded and converted into a specially designed DImage class. The timing of the camera images
is unpredictable, due to the many processes that run simultaneously and the lack of guarantee of when the
images will be send. A buffer is implemented to allow the pipeline to have a more stable sample frequency.
The image receiving process stored the image in the buffer and a separate camera behaviour periodically
samples the buffer to start the processing pipeline.
The first process to look into the images is the background sampler. The background sampler estimates the
background by locating the static elements in the images. Taking the average over time will find the static
elements in a picture and dynamic elements will be erased. An increasing method is applied to find the
average of the images over time.

µI [n] = n −1

n
µI [n −1]+ 1

n
I [n] (7.1)

where n is the last time index, I [k] is the image at time instance k and µI [k] is the mean of the image at
time instance k.
The next components on the pipeline is the background subtraction. The background found in the back-
ground sampler is subtracted from the original image. This straightforward process is complicated by a tim-
ing issue. The background subtraction requires both the original image and the background image. Since
the background image is based on the original image, there is a slight delay before the background image is
available. The process is unable to start without both images, however it receives an event from both of them
individually. This problem is again solved by using a buffer. The event of the original image only stores the
image in the buffer. Only on the event of the storage of the latest background image will start the subtraction
process.
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Car detection
The car is detected using a template matching. The matrix functions required for these calculations are im-
plemented in an extended math class and include well-known operations, such as summations and cross
multiplications. The process block calculates the most likely position for each orientation and then picks the
most likely orientation. The configured threshold decides if the most likely is in fact a detection. This thresh-
old is found empirically during the debugging process.
The detections are implemented using a specific data structure. The data structure is shown in figure 7.19.
We seperated the Detection class and UidDetection class to be able to perform generic calculations on de-
tections, such as distance, angle difference and similarity. The UidDetection is situated within an agent,
containing an unique identification and origin. The origin is particulary interesting for the detections at the
edge, since they may be replaced by detections on the stitches. The unique identification also helps us during
the stitching processes to validate which detection is new and which was already received.

Figure 7.19: Detection data structure. Generic properties and situated detections are separated for processing purposes.

We found that the classification method was sufficient for the detections were the car was fully visible.
The detections on the edge of the camera image were slightly more complicated, since multiple orientations
would give the same likelyhood. After several attempts, the best method to detect these cars was to average
the orientations that were likely enough. This gave us sufficient precision, but would have to be corrected by
the higher layer agents.

Detectionmapping
The implementation of the mapping is the simplest processing block of the collection. Once the camera off-
set is received from the delegator agent, the local agent is spatially aware and the mapping is nothing more
than an addition of the image coordinates and the offset. This transforms the relative location to the global
location.

Local recognition &meta-data extraction
The local recognition attempts to match the new detection with the already known tracks. The known tracks
are gathered from the data logger with the use of the function "findElementsOfVariable(String)". For each
track, the module creates a prediction model as shown in figure 7.20. The probability of a detection is calcu-
lated with the density function. The prediction model design allows us to create different prediction models
in the future, but we found that the first order prediction model was sufficient for our purposes.
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Figure 7.20: Track prediction model

The track data structure has changed the most during the implementation. This is not too much of a sur-
prise, considering it is the data structure that is used the most over multiple components within the multi-
camera surveillance system. The track component is used in almost all DSP modules, is communicated be-
tween the agents and is used in most of the CLIPS reasoning components. But the main reason the track data
structure has changed so much during the implementation has been the regional recognition of the tracks.
Before we get to the regional recognition, we will first discuss the final representation of the track, local recog-
nition and meta-data extraction. Afterwards, we will look at the track distribution and regional recognition.
The final version of the track data structure is shown in UML class diagram of figure 7.21. The first thing
we notice it that the track is of the type IUidData, which means every track will have a unique identification
number and it will be created and updated with the set data logger mechanism. The ITrack interface start
with numerous properties to trace the origin and reconstruct the track by its subtracks. For the local recogni-
tion, we will be using the leaf track, which means there are no subtracks and we will discuss this topic further
with the regional recognition. Following the path down through the ITrack interface, the track shows prop-
erties that can be expected from a ordered collection of detections. All the known detections in the track can
be collected and specific detections, such as the first and the last, have dedicated functions to collect them.
We emphasize on the known aspect of the detections, because as the tracks are distributed to higher layer
agents, specific detections are dropped to reduce the message size. Finally, we stumble upon the track prop-
erties such as sample size, duration and speed. Although the original design included the feature extraction,
during the implementation we found that these features can be calculated as needed, as long as we stored the
right detections. The speed and acceleration is calculated the moment is requested, instead of the result of
the feature extraction module. The sample size, distance and duration are also calculated immediately when
the recognition has taken place and the replacement track is being build. We found that this was the best
time to perform these calculations, in contract to what we designed earlier.
During local recognition, we will always be using leaf tracks. Leaf tracks are not build out of subtracks from
other agents and initially store all the detections that are added to the track. We developed a track builder to
create the updated tracks, which we will discuss further with the regional recognition topic. Building a new
leaf track simply adds one detection at a time, so the creation process is straightforward. The builder also
ensures the sample size, duration and distances is adjusted accordingly. The local agents ends up with the
track in full detail with the corresponding features, without the use of an explicite feature extraction process-
ing block.

Regional recognition & track distribution
Regional recognition proved more complicated, even though is follows the same principle. After trying differ-
ent policies for distributing the tracks, we decided to distribute the tracks, every time the last detection of the
track was on the edge of the agent’s scope. This had the following effects on states of the regional recognition
processing block:
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Figure 7.21: Track data structure with leaf and parent tracks. Stitches are also stored as tracks

• The first detection would immediately be distributed to all layers

• All detections on the edge of the lower layer agents and not on the edge of the higher layer agent would
has two agents sending its subtrack. One from the sink track and one from the source track.

• All detections on the edge of both the lower layer agent and higher layer agents would have only one
subtrack (the sinktrack). After processing on the higher layer agent, the updated track would in turn be
propagated upward, because it is the edge of the agent’s scope.

• Parking on the edge would mean the agents will send the track for every new detection. An advan-
tage would be that the subtrack is already recognized as the source track and takes away the need for
predicting over and over again.

The found effects on the states of the regional recognition processing block allowed us to analyse the
states of the process with the LTSA. On the one hand, we used the LTSA to model the states of the regional
recognizer, which we already saw in chapter 6, figure 6.22. We also used the LTSA as a tool to create the
parent track builder. The state machine given in figure 7.25 shows the possible options during the building
of the track. Based on this state machine, we created a track builder that would guarantee the track would
be created as it should. The UML class diagram of this track builder is given in figure 7.24. The goal of the
builder is to end up with a consistent track. Each state has specific actions that can or must be done to reach
the consistent track. If an action is not possible in a stage, it will throw an exception. If an action is possible,
the state of the builder often changes, so after the action is performed, the new state is returned. The Parent-
TrackBuilder acts as the central builder. It updates the pointer to the active builder (state) after each action.
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The TrackModel is used to store the data so far and will be used to create the track, once the build action is
called.
Parent tracks contain subtracks, which together from the full track. These subtracks are stored in stitches.
The stitches contain all the information of the original tracks and the original detections on the edges. These
original detections often have a some error in them, because the car was only partly visible in the image. If we
recall the method of reconstructing the detection on the edge (figure 6.18), we find that we also need the last
detection before the detection(s) on the edge and the first detection after, to be able to correct the travelled
distance. This is why all of these detections are stored in the stitches. On top of that, the stitches also contain
the origin and subtrack identification of the sink and source track. This effectively contains the reference
needed for the track reconstruction.
Most of the techniques discussed so far, all keep as much of the known detections as possible. However,
we want to minimize the data communicated between the agents. The minimization step is performed by
stripping the track of the obsolete detections before the track is send. When stripping the track of the un-
necessary detections, we need to know which edge is the outer edge of the current scope. The track always
needs the first and last three detections. On top of that, we need the first detection after the edge and the last
detection before the edge, in order to correct the distance. All the other detections (including the untouched
stitches) can be dropped before the track is send to the other agent. The function stripTrack of the Track-
Builder performs this filtering. Ofcourse the sample size, distance and duration remain untouched. Every
agent’s pipeline includes an edge distribution processing block, which checks the last detection of new tracks
to see if it is on the edge. If it is on the edge, the track is stripped of the obsolete detections and send to the
superior agent. All of these components combined form the regional recognition process.

7.6.3. Distributed database query
Now that we know how the agents store the track and subtrack reference, the distributed database query
mechanism can be explained. When a track has to be reconstructed, the client uses the global parent track
identification to collect all the detections. Starting at the global agent, the parent track of that specific iden-
tification is queried from the agent’s database. This track contains subtrack information, both the origin (in
terms of the agent) and the identification number. The global agent uses this information to query the tracks
from the regional agents. These regional agents in turn has the subtracks in their database, but has miss-
ing detections. But these subtracks have the original subtracks origin and identification available and query
these agents to collect the remaining information. This process is continued recursively, until the process has
reached a leaf track. The leaf track is returned without stripping the track of any detections. Once received
by the regional agent, the track can be reconstructed and in turn be send to the superior agent(s). Finally,
the track is complete reconstructed in the global agent and send back to the client. This shows how the track
can be reconstructed completely, while at the same time minimizing the communication between the agents.

7.7. Reasoning components
The final component left for the processing pipeline is the CLIPS reasoning processing blocks. We designed
the reasoning blocks to create there own CLIPS environment, to keep them as simple as possible. Each CLIPS
environments needs a few things, including:

• Fact templates (class definitions).

• Rule definitions.

• Initial facts

• Current facts

• (Optional) support functions

We designed a converter mechanism to convert our Java data objects to the CLIPS syntax and back. We
will start by discussing how we exchange the data between Java and CLIPS. Then follows the support func-
tions used in some of the CLIPS reasoning environments. Finally, we will discuss the reasoning of the CLIPS
environments themselves.
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7.7.1. CLIPS conversion
The facts that are supported by CLIPS are Alarm, Detection, GridPoint and Track. The facts in CLIPS will have
a subset of the properties on the Java variation, based on the needs in the reasoning. The data structures
of the detection and track have already been discussed earlier. Listing 7.1 and 7.2 show the CLIPS template
definition of these two classes.

Listing 7.1: Detection template

1 (deftemplate Detection (slot x (type FLOAT))

2 (slot y (type FLOAT))

3 (slot lowAngle (type FLOAT))

4 (slot highAngle (type FLOAT))

5 )

Listing 7.2: Track template

1 (deftemplate Track (slot xSpeed (type FLOAT))

2 (slot ySpeed (type FLOAT))

3 (slot heading (type FLOAT) (default -1.0))

4 (slot duration (type FLOAT))

5 (slot distance (type FLOAT))

6 (slot sampleSize (type INTEGER))

7 (slot xStart (type FLOAT))

8 (slot yStart (type FLOAT))

9 (slot lowAngleStart (type FLOAT))

10 (slot highAngleStart (type FLOAT))

11 (slot xLastM1 (type FLOAT))

12 (slot yLastM1 (type FLOAT))

13 (slot lowAngleLastM1 (type FLOAT))

14 (slot highAngleLastM1 (type FLOAT))

15 (slot xLast (type FLOAT))

16 (slot yLast (type FLOAT))

17 (slot lowAngleLast (type FLOAT))

18 (slot highAngleLast (type FLOAT))

19 )

Alarm and gridpoint are data structures that are only used by the reasoning process and Alert agent. The
alarm is used to indicate where the suspicious or unwanted behaviour is detected. The template of the alarm
data is given in listing 7.3.

Listing 7.3: Alarm template

1 (deftemplate Alarm (slot centerX (type FLOAT))

2 (slot centerY (type FLOAT))

3 )

The gridpoint is used in the configuration of the reasoner. Every reasoning is situated in a different agent
and has different points where specific behaviour is not allowed. The gridpoints are distributed by the del-
egator agent as part of the initial parameters. The represent where specific behaviour is not allowed and, in
some cases, what heading is not allowed. The template is given in listing 7.4.

Listing 7.4: GridPoint template

1 (deftemplate GridPoint (slot centerX (type FLOAT))

2 (slot centerY (type FLOAT))

3 (slot width (type FLOAT)(default 1.0))

4 (slot height (type FLOAT) (default 1.0))

5 (slot heading (type FLOAT) (default -1.0))

6 )

The templates are collected as needed at the initiation of the reasoning blocks and defined before the first
reasoning cycle. Every CLIPS environment has these templates available once the reasoning begins.
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7.7.2. CLIPS support function
Next to the facts and rules, there are some commonly used calculations developed in CLIPS. We will quickly
discuss the two developed for this project.

Listing 7.5: Calculate distance

1 (deffunction distance (?x1 ?y1 ?x2 ?y2)

2 (bind ?dx (- ?x1 ?x2))

3 (bind ?dy (- ?y1 ?y2))

4 (sqrt (+ (* ?dx ?dx) (* ?dy ?dy)))

5 )

The distance between two points is a feature that was used multiple times during the reasoning. Of course
we use Pythagorean theorem to calculate this distance. The implementation in CLIPS is given in listing 7.5.
Another property that is used in the reasoning is the different between angles. Be aware that when calculat-
ing with angles, the value is always represented between 0 and 2π. In the case the difference is negative, we
simply add 2π. This procedure is given in listing 7.6.

Listing 7.6: Difference in angle

1 (deffunction angle_distance (?a ?b)

2 (bind ?d (- ?a ?b))

3 (bind ?tp (* 2 (pi)))

4 (min (abs (- ?d ?tp)) (abs ?d) (abs (+ ?d ?tp)))

5 )

We now have all the required components to reason about the car behaviour. We finish the implementa-
tion chapter with the rules applied within the CLIPS reasoning processing blocks.

7.7.3. Illegal entry
Illegal entry means the car is at a position where it should not be. The unwanted behaviour can be detected
with just the one detection and does not need the track information. The reasoning attempts to match the
car detection with the configured illegal entry locations and raises an alarm when they match. The rule is
given in listing 7.7.

Listing 7.7: Illegal entry alarm

1 (defrule illegal -entry

2 (Detection (x ?dx) (y ?dy))

3 (GridPoint (centerX ?cx) (centerY ?cy))

4 (test (<= (distance ?cx ?cy ?dx ?dy) 1))

5 (not (Alarm (centerX ?dx) (centerY ?dy)))

6 =>

7 (assert (Alarm (centerX ?dx) (centerY ?dy)))

8 )

7.7.4. Unwanted parking
Unwanted parking is similar to the illegal entry reasoning, however the speed of the car is needed to check if
the car has stopped. The speed is only available in the track and so the reasoning requires the track to detect
the unwanted parking behaviour. If the car is at the unwanted parking location and the speed is low enough,
the alarm is raised. The rule is given in listing 7.8.

Listing 7.8: Illegal parking

1 (defrule parking -alert

2 (Track (xSpeed ?mxs0) (ySpeed ?mys0) (xLast ?mx0) (yLast ?my0))

3 (GridPoint (centerX ?cx) (centerY ?cy))

4 (test (<= (distance ?cx ?cy ?mx0 ?my0) 1))

5 (test (<= ?mxs0 0.001))

6 (test (<= ?mys0 0.001))

7 (not (Alarm (centerX ?mx0) (centerY ?my0)))



112 7. Implementation

8 =>

9 (assert (Alarm (centerX ?mx0) (centerY ?my0)))

10 )

7.7.5. Restricted direction
For the restricted direction, we have to know for each location, what is allowed in terms of heading. The initial
configuration includes the illegal heading and the CLIPS environment include the rules to validate if there is
a track that is driving in the illegal direction. The rule is given in listing 7.9.

Listing 7.9: Illegal direction alarm

1 (defrule illegal -heading

2 (Track (heading ?mh0) (xLastM1 ?mx1) (yLastM1 ?my1) )

3 (GridPoint (centerX ?cx) (centerY ?cy) (heading ?gpa) )

4 (test (<= (distance ?mx1 ?my1 ?cx ?cy) 1) )

5 (test (<= (angle_distance ?mh0 ?gpa) (/ (pi) 4)) )

6 (not (Alarm (centerX ?mx1) (centerY ?my1)) )

7 =>

8 (assert (Alarm (centerX ?mx1) (centerY ?my1)) )

9 )

7.7.6. Track length
Finally, the wandering behaviour is detected with the use of the travelled distance. If the car has covered too
much distance, the system detects the behaviour as being suspicious. The CLIPS reasoning uses a straight-
forward comparison, but the distance is only validated in the global agents. The travelled distance in the
regional and local agents only represent the travelled distance within the agent’s scope. The rule is given in
listing 7.10. Since this is complex behaviour and the behaviour is not technically illegal, the system sends a
warning to the security guard.

Listing 7.10: Aimless driving warning

1 (defrule track -length

2 (Track (distance ?md0) (xLastM1 ?mx1) (yLastM1 ?my1) )

3 (GridPoint (centerX ?cx) (centerY ?cy) (distance ?gpa) )

4 (test (<= (distance ?mx1 ?my1 ?cx ?cy) 1) )

5 (test (<= ?gpa ?md0)

6 (not (Alarm (centerX ?mx1) (centerY ?my1)) )

7 =>

8 (assert (Alarm (centerX ?mx1) (centerY ?my1)) )

9 )
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Figure 7.22: Classes remote function call with response
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Figure 7.23: Bus listener as a service
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Figure 7.24: Track builder states data structure.
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Figure 7.25: States during track building (analysed with the LTSA)
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Tests & Conclusions
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8
Experiments

The automatic suspicious behaviour detection system has been implemented and can be runned to detect
particular unwanted behaviour. The performance of the system will validate with several tests. The tests in-
clude test both the individual features of the system and the reasoning capabilities. This chapter discusses
the findings of the tests, based on the criteria discussed during the orientation.

Figure 8.1: Real-world equivalent of multi-camera surveillance

119



120 8. Experiments

8.1. Guardian agent components tests
The guardian agent framework relies on a generic design for the agents, including components for com-
munication, data storage, image processing and reasoning. During the orientation, we already saw that the
autonomy properties of the JADE agents prohibited us from unit testing these components, while the were
situated within the agents. We will shortly describe how we tested these components and what the results
were.

8.1.1. Manual testing
Testing multi-agent system has been an important part of this thesis and as such, manual testing was con-
sidered a last resort. But as explained in section 2.4.2, testing software agents on the implementation level
was not possible without voilation of the autonomy property. We attempted to build the generic components
independently of the software agent. However, large portion of the components dependent on the event-
driven system within the guardian agent. Particulary, the JADE behaviour implementation was hard to re-
place within a test environment. Replacing the JADE behaviour with custom test processes would practically
mean creating a whole new agent platform and would create too much overhead. We ended up manually
testing most of the components, including data storage, processing blocks and event log. Results of the tests
would be displayed in the console and log files.

8.1.2. Invasive tests
In one particular case, we were able to automate the testing process by ignoring the autonomy property of
the software agent. Testing service communication would create a bootstrap problem. The design test frame-
work is dependent on the service communication to send the events from the Agent Under Testing (AUT) to
the Quality Control Agent (QCA). Although the calling of a remote method would be possible, the communi-
cation of the success event relied on the correct implementation of the very same component. Ironically the
more complicated feature of calling methods with return value could be tested non-invasively, since the QCA
would be the agent receiving the response message.
The service communication protocol, present in all agents is essential for the functioning of all the agents. It
is technically tested every time two agents communicate, but also the reason why it is important to verify that
the service is functioning properly.

Table 8.1: Test parameters service communication test

w/out input parameters w/ input parameters
w/out return value void foo() void fooWithInput(double param1)
w/ return value int fooWithResponse() int fooWithResponseAndInput(double param1)

We created four tests to check the functionality of the service communication. The tests increase in com-
plexity and show relative to each other, were potential bugs are present. The simplest test checks the calling
of a mock function without return value or input parameters.
We ran both the invasive and non-invasive tests to see if the service communication component was work-
ing properly. The tests showed the service communication worked in all the scenarios. This gave us the
confidence to build the remainder of the components based on this communication. Ofcourse, every test in-
cluding communication between two agents would test the service communication again, but without these
tests the potential bugs would be much harder to detect.
As predicted, we were not able to create unit tests without violating the autonomy property. This mend that
the custom build test framework work with the much slower and much larger integration tests.

8.2. Integration tests
After all the components were manually tested, we could turn to the integration tests. The integration tests
were knowingly sorted in dependency. Features that would present itself early in the processing pipeline were
implemented and tested early in the process. This allowed us to iteratively build the system, knowing that the
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dependent component would work on reliable data.

8.2.1. Car detection
The ability to detect cars was tested by generating random locations for the car to appear and QCA checked
to see if the intelligent cameras were able to detect them at the right location. We tested the detection of
cameras within one camera, throughout multiple cameras and on the edge of cameras. The locations were
generated using the Matlab script, specifically created for this purpose. The sample size and scope were set
for each test as given in table 8.2.

Table 8.2: Test parameters car detection test

Single camera Multi camera

Within camera view
10 random locations
in single camera view

63 random locations
in different camera views

Edge of camera view
10 random locations
on the edge of single camer view

63 random locations
on edges of different camera views

We conducted four tests on the subject of car detections, combining the amount of cameras and the lo-
cation constrains. An event labelled "NEW_DETECTION" was created in the event logger to notify the QCA
of the detection in the camera. The detections within the camera were expected to detect the exact location
of the cars; the detections on the edge were expected to have a small amount of error in them, due to the
missing part of the car that was out of sight of the camera. Particular for the test with multiple cameras and
edge locations, the QCA had to be configured to anticipate multiple cameras detecting different parts of the
same car. This created timing issues, due to the uncertainty which camera would report the detection first. It
was sorted by building a sight tolerance for the order in which the test locations were validated.
The car detection tests showed the system was able to detect the cars in the location. The system was able to
find the centre point of the car and the heading. As expected, the system was unable to find the front and the
back of the car from one detection, so the heading always consist of two angles: the actual heading and the
reversed heading. Since it is unknown, which is the actual heading, the system stores these headings as "low
angle" and "high angle", referring to the lowest angle and the highest angle. The difference between these
two angles is always π.

8.2.2. Detection mapping
Mapping the detections from the local image location to the global map is the first feature that required the
agents to communicate with each other and use the shared knowledge in their reasoning. The tests per-
formed for this feature where very similar to the tests on detection as seen in the test parameters of table 8.3.

Table 8.3: Test parameters car mapping test

Single camera Multi camera

Within camera view
10 random locations
in single camera view

63 random locations
in different camera views

Edge of camera view
10 random locations
on the edge of single camer view

63 random locations
on edges of different camera views

A new event labelled "NEW_MAPPING" was picked to broadcast to the QCA. The same margin of error in
the detection on camera view edge was anticipated here, but due to the global location, the results are more
precise. The test validation in the car detection tests checked if the locations were equal in the modulo, where
as here, the tests where on the exact location.
The mapping of the detection from the local position to the global position shows the systems capability to
collect the relative offset from the delegator agent and make the appropriate transformation. It represents the
task for real cameras to transform the 2D images to a coordination system that is shared within all cameras.
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Once the parameter initiation was working, the mapping tests succeeded effortless.

8.2.3. Local recognition
Local recognition is the ability to re-detect a car in a new image. No communication between cameras was
necessary for this test, but in staid it needed cars to drive around within the view of one camera. We devised
a Matlab script to generate random walker tracks. The script ensured the track would stay within the view of
the camera and the path was a minimum of two detections. In the style of the previous tests, we first tested
the tracks within one camera and later tested the tracks to appear in any camera view. This is shown in table
8.4.

Table 8.4: Test parameters local recognition test

Single camera Multi camera

Within camera view
3 random walker tracks
in single camera view

10 random walker tracks
within different camera views

The QCA know the detections in full detail, using the FullTrack representation of the track. The local cam-
era agents used to event "EDIT_TRACK" on every change in the track. As a reminder for the next test, this
is more often than the tracks are communicated between the agents, since these are only send when the car
reaches the edge of the camera view. The QCA checked every state of the track with the test tracks given by
the Matlab script.
Car driving around within one camera shows it is able to connect multiple detections. When the start position
of the following track was too close to the previous track, the detection was often recognized as the previous
car. This showed the system is able to recognize a car, but needs a different technique for multiple cars. The
second test with tracks appearing in different cameras was no bigger challenge than the single camera test
and gave the same results.

8.2.4. Regional recognition
The regional tracking proofed a bigger challenge than originally anticipated. The chronological order of the
received track segments became critical to the systems ability to stitch them into one track. The tests showed
the cameras were capable of combining the detections.
A comment should be made on the chance model used for combining the tracks. Although the system was
able to chose between creating a new track and extending an existing track, the model is never thoroughly
tested, since the simulation only contained one car. The results in that sense are not bad, but would require
additional research in the case that it would be applied in practise. But for the single car track it got a perfect
score.

8.2.5. Meta-data extraction
The implementation of the track feature extraction already showed that the extraction within a process block
was deprecated. The features were extracted on the fly, when the get functions are called. The effect of this
new approach is that the testing is no longer required. The features are always calculated the same. No test
was designed for this feature and the extraction is considered to be functional.

8.2.6. Recursive track recognition
The key functionality of the hierarchical model was the combining of (local) track segments to from the overall
track. The hierarchical approach requires a stitching method to combine track segments to form one com-
plete track. In the design, we mentioned that the reasoning method to combine the tracks would be similar
for all the higher levels in the hierarchical model. The experiments have proven that the stitching is indeed
capable of combining tracks on different levels using the same reasoning for each level. The final test showed
the smart cameras were able to track all the way from entering on one side of the environment to exiting on
the other side of the environment.
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We performed two types of test. One test singled out a regional agents and used actors to act as if the local
reasoning agents would track a car within view. This allowed us to validate the stitching process of the re-
gional reasoning agent. It proofed the agent is able to track the car over multiple camera views, including
exceptional cases where the car would park temporarily on the edge of the camera(s). In all cases, the track
was recognized correct, stitched and stored. The second test applied the full multi-camera system with the 63
cameras, 63 local reasoning agents, 9 regional reasoning agents and the single global agent. A car would drive
a long track with the goal to drive through multiple local and regional reasoning agents’ scopes. All the de-
tection and recognition processes would have to work in order to stitch the track segments to one track in the
global reasoning agent. The test showed the system is in fact able to track a car over multiple regional agents,
proofing the complete recognition system within the multi-camera surveillance system works as intented.

Increasing delay issues
Even though the multi-camera surveillance system was able to track the car over the complete environment,
the recursive track recognition design has a delay issue. Because the regional recognition requires one or two
subtracts in order to combine them into one full track. Since the local and regional reasoning agents run as
separate parallel processes, the order in which the track segments are received varies. In fact, when the car is
located on the edge of the region, only one track segment is received. These properties force the process to
wait for period of time, until it is certain all the track segments are received. (It also is the cause for the many
possible states, but this has been discussed often in the design.) Particular the track segments that will be
communicated to the next level will have the full delay. They will always be on the edge of a region and the
last detection will always be in only one track segment within the region. This delay propates to the next level
again and again. Since we are using one second delays, the highest level will have a build up delay equal to
the number of layers minus 1. The good news is that it does not affect the regional recognition. All the track
segments are delayed with the same amount of time. The recognition process is not aware of the delay build
up by the previous layers and reasons as if it is happening right now. The bad news is that it affects the scala-
bility of the process. When the system contains many cameras with many layers, the build up delay between
the cameras and the global reasoning agent will be significant and may cause synchronization issues when
the track is reconstructed.

8.3. Reasoning testing
The reasoning tests applied a different approach to the relation between the test agents and the agents under
testing. The feature tests were designed to test specific features, which did not need the full system to work in
order to be tested. The reasoning tests on the other hand focuses on the fully functioning system with all the
agents working together to solve the classification problem. For the reasoning tests, we would start the com-
plete environment, including the local, regional and global agents. The events we wanted to look for, were
all present in the alert collection agent. Every time the behaviour is classified as suspicious or unwanted, the
alert collection agent is notified through the alert service. We figured we may as well replace the existing alert
agent with the QCA during the tests. All of the following reasoning tests are performed with all the agents in
the design present, except for the alert agent, which is replaced by the QCA for the test.

8.3.1. Classify entry behaviour
The setup for the entry behaviour was to drive into a restricted area and validate if an alarm would be raised
on the location. The simulation has several locations where the cars are able, but not allowed to drive. The
best location would be the courtyard, used for gatherings and ceremonies. It is accessible by car and could
be a shortcut to the sleeping quarters. In exceptional cases, cars are allowed to load and unload resources,
but generally it is not allowed to enter the region. A perfect scenario for our test case. We manually created
a track and stored it in a track file. The simulation ran the scenario and the QCA listened for any alerts when
the car drove into the courtyard.
The test showed the camera was able to detect the illegal entry of the courtyard and raised the alarm on the
first detection.
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8.3.2. Classify parking behaviour
Our focus for the parking behaviour tests soon turned to the region around the armory. Parking in this area
is the most threatening scenario in the case of the Den Helder training facility. Parking near the armory may
indicate people attempting to steal weapons or ammunition. We manually created a track and stored it in a
track file. The simulation ran the scenario and the QCA listened for any alerts when the car parked near the
armory (in the restricted regions).
The test showed the camera was able to detect the illegal parking around the armory and raised the alarm on
the first detection.

8.3.3. Classify heading behaviour
The original case of the Den Helder training facility had one case where the cars are only allowed to drive in
one direction. The abstraction of the environment for the simulation moved the one way lane slightly to ease
the simulation. But the essence is still the same and drivers can still be temped to drive against the driving
direction as a short cut to get off the premisses faster. Again, we produced a track file with this hypothetical
case and see if the MCS was able to detect the heading.
We soon found out the location was exactly on the edge of two cameras and two regions, meaning the de-
tection would have to be performed on the global level. We decided to alter the simulation and increase
the length of the one way street. This way the classification of the heading behaviour would be possible on
both local and global level. The local level succeeded in detecting the heading violation. However, later test
revealed the global reasoning agent is also able to detect the violation. The tests proofed the multi camera
surveillance system is able to detect heading behaviour, including the exceptional cases.

8.3.4. Classify wandering behaviour
The wandering behaviour is detected by the travelled distance of the car. This is considered complex be-
haviour, since it required information about the complete track and will be detected in the global reasoning
agent.
The test proofed the system is able to detect tracks with exceptionally long distance and send a warning.

8.4. Model evaluation
During the orientation phase, we developed a number of criteria on which to compare surveillance systems.
We have evaluated the current work, based on these criteria. These are the findings.

Scalability
The proposed model is more scalable than the previous systems. The recursive design of the regional
agents allows the model to be scaled with the addition of new agents or new layers. The bottleneck of
the global agent is reduced with the frequency and data size of the packages. The limitation of the scal-
ability is primarily based on the message delay between each layer, but will be significantly more than
the previous models.The proof-of-concept contains 63 cameras (with local agents), 9 regional agents
and 1 global agent. In total the system ran 73 reasoning agents, without performance or memory prob-
lems.

Modularity
The proposed model is very modular. The combination of common programming languages, virtual-
ization of the agents and adjustment to the existing system allows the system to be easily installed as
an extension of existing systems. Common cameras can quickly be converted into smart cameras and
agents can be assigned to any smart camera, allowing equal distribution of processing demand.

Multimodal fusion
In terms of combining information from different sensory types, the current model has no particular
mechanism to handle it. The generic agent components or pipeline allows future projects to quickly
include this feature, since it will only require new processing blocks to be developed. The current model
does combine track information from different cameras.



8.4. Model evaluation 125

Centralised versus decentralised
The hierarchical approach combines the best of both worlds. All the agents can run in parallel and
create a processing stream. The global agents is still a potential bottleneck, but is reduced significantly
from the centralized approaches.

Vigilance
The current system is has real-time tracking and detection of unwanted behaviour. Most systems per-
form tracking of past information and are not able to detection complex behaviour in real-time.

Human model
The automatic suspicious behaviour detection is designed using the guardian angel approach. The
agents will only assist the user. This can only be done if the reasoning model is based on the human
reasoning model and in fact partly mimics this reasoning behaviour.

Implementation on current camera networks
The current system can be applied to any IP-based camera surveillance system and only requires small
investment and time.

Local/global detection
The main focus of the model was to reason about both local and global behaviour. In the tests, we saw
that the system is capable of both detection local unwanted behaviour and global unwanted behaviour.

Reasoning technologies
Only rule-based reasoning was applied in the current model. Some statistic methods were used to
combine detection into tracks and track segments into larger tracks. However, the pipeline is ready for
future implementation of more complex reasoning models. The modular approach increases the man-
ageability and reduces the development time of the system. But the current implementation mostly
relies on rule-based reasoning to detect the unwanted behaviour.

Experiments
The simulated environment and custom agent test framework allowed us to reduce the duration of
the tests (as compared to real-life testing). This allowed us to test more scenarios and perform more
thorough tests.

The findings are summarized in table 8.5, using the same notation as the evaluation of the previous
models.

Table 8.5: Summarizing table
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9
Conclusions

We started the thesis with a vision: "We envisioned cooperative intelligent cameras, working together to as-
sist the guard to survey the area. Imagen a building where the cameras communicate with each other and
the security guard is only alerted when countermeasures are needed. Intelligent cameras could get rid of the
need for centralized servers and proof to be more scalable than traditional systems." At the end of the thesis
we want to gather our thoughts and see how much of the vision has been realised throughout the work. In
the conclusions we want to summarize the work and see how far we have gotten in achieving our vision.

Figure 9.1
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9.1. Summary

In “Automatic Suspicious Behaviour Detection, a distributed approach to multi camera car surveillance” we
research how to create a decision support system for multi-camera surveillance systems, using cooperative
intelligent cameras. Commissioned by the Royal Dutch Navy, we set out to design and implement a dis-
tributed reasoning model for analysing car behaviour within the officer trainings facility.

9.1.1. Orientation

During the orientation phase, we found that visual surveillance systems have evolved from single low res-
olution analogue cameras to networks for digital high resolution intelligent cameras with automatic event
detections and sophisticated database models. The focus of designing visual surveillance systems has shifted
over time from improving single camera images to the design of data distribution and processing load bal-
ance. Once the camera images where digitalized, it became possible to automatically analyse the images and
detect objects within them. As the capacity of the intelligent cameras increased, they became able to analyse
behaviour and automatically detection abnormalities. But the processing power demand of such systems
were rarely scalable and stayed within fixed sizes of the system.
The reasoning model designed for the multi-camera surveillance system follows the guardian angel concept,
which means the goal was to assist the human operator, rather than replacing him. In the context descrip-
tion, we used the cognitive models of the human mind to design the automatic reasoning model. By including
the human reasoning model, we were able to design the automatic reasoning model such that it would both
optimally assist the human operator and make a distributed system inspired by human reasoning. Using Ras-
musses levels of cognitive reasoning, we adjusted the design such that automatic hierarchical model would
process simple instinctive information at the local levels and perform complex analysis at the global level.
The human operator would be assisted by receiving alarms on small local incidence, while at the same time,
presenting the car’s track at real time. Using this cooperation between man and machine, the intelligent cam-
eras would stay vigilant for the human operator when he may have trouble doing so and help the operator to
quickly gain insight in the car behaviour when usually this would require a heavy mental workload, keeping
track of all the cars.
Further orientation in the available software & libraries, we decided to separate the project into fout aspects:
behaviour analysis, world simulation, the designed system and the functional tests. Since the research is part
of a general research in automatic behaviour analysis, this research only focusses on the distributed reason-
ing of the automatic visual surveillance and does not discuss the practical problems associated with real-life
camera environments. The proof-of-concept is build on top of a simulated environment, which is simplified
version of the actual case scenario. The advantage of the simulation it that it allows us to study the coopera-
tion between the intelligent cameras. The disadvantage is that the simulated environment does not provide
any insight in the typical behaviour. The expert knowledge about the typical behaviour in the environment
is programmed into the simulation, rather than that the behaviour naturally occurred. Based on the expert
knowledge, we devised certain heuristics about the car behaviour and ran simulations in order to adjust the
parameters. Because the proof-of-concept is a balance between the scientific research and the commissioned
case scenario, we applied unit testing to show exactly what the final system is capable of. Although unit test-
ing is a mature developers method for sequential processes, unit testing of multi-agent systems is still being
developed. Based on the mock agents testing framework proposed in [13], we decided to create an unit test-
ing framework for the multi-camera surveillance system.
The experimental design closes the orientation phase of the thesis by defining the use cases and test method
of the multi-camera surveillance system. The multi-camera surveillance system will support five main use
cases: classify entry behaviour, classify parking behaviour, classify heading behaviour and classify complex
behaviour. The use functionalities will only be possible of the supporting features are fully functional. The
supporting features follow directly from the orientation in the related work and include: agent service com-
munication, background separation, car detection, world mapping, local car recognition, track information
extraction and recursive car recognition. All of these features would also be present in the implementation of
visual surveillance systems in real environments, however may be easier in the simulated environment. The
tests will show the performance of each feature and functionality.
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9.1.2. Building the system
We started by building an event based pipeline structure acress the agents. A new generic agents was in-
troduced (named the guardian agent) which unified communication, data processing, memory and event
logging. This is realized by using the subscription method in combination with the service method of com-
munication.
The hierarchical agent model creates a chain of agents, sharing a processing pipeline until the logical rea-
soning components. Local information processing detects, maps, recognizes cars and extracts behaviour
information from the tracks. The behaviour information is used to reason about the events that occur locally.
The regional information process reuses the extracted behaviour information to combine track segments into
larger tracks. Here the car is recognized again over different track segments and the behaviour information
from this combined track is extracted. This information is then used to reason about the regional events,
which tent to be more complex, but less dependent on details. The process of reusing extracted information,
combining track segments and extracting new information is recursively applied in the hierarchical model.
Each step reasons about more complex tracks, while bottlenecks are avoided by reducing the resolution of
the tracks.

9.1.3. Experimental results
Test results showed the cooperative reasoning model of intelligent cameras was capable of detecting differ-
ent types of behaviour. The local agents were able to detection the cars in the images, map the locations to
the world coordination structure, recognize the car over multiple images and extract information from the
tracks. Local behaviour classification proved able to detect entry behaviour, parking behaviour and heading
behaviour.
Also the agents were able to cooperate with success, the recognition process introduced a slight delay in the
stitching process. The delay propagates through the system and each level will have to wait longer then the
previous level. This stops the system from being truly scalable, since every level requires a definition of all the
exceptional behaviour that could occur during the delay.

9.2. Addressed problems
At the beginning of the research, we set the scope for the project. We will discussed the problems individ-
ually and evaluated the findings for each problem. The main problem for the research was to design of a
distributed model for reasoning about car behaviour, using multi-camera surveillance systems. The topic is
divided over the following subproblems:

• Design of a model for automatic suspicious behaviour detection for multiple camera system as a deci-
sion support system for an human operator.

• Implementation of the model using JADE for multiple agent system and CLIPS for reasoning.

• Simulate the environment for the implemented scenario using NETLOGO.

• Application for specific environment of the defence academy at Den Helder.

• Design an automated agent test framework to validate the performance of the proof-of-concept in the
different scenarios.

• Testing different scenarios of one car travelling over the military area using different routes and show
different behaviour.

9.2.1. Distributed reasoning model
The first problem was to design the distributed reasoning model. The model would later be tested in the
proof-of-concept system, but the intention of the reasoning model was to set a standard for reasoning over
multiple cameras. Using the cognitive model of human reasoning, we were able to design an hierarchical
model that was both inspired by and adjusted to assist the human operator. The model would simultane-
ously assist the human operator in keeping attention during tasks that required heavy mental and help the
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operator stay vigilance when small detailed events occurred that would easily be missed. The model would
support real-time tracking of cars to give quick insight in the complex behaviour and detect minor mishaps
that would otherwise be lost in the sea of information. Following the guardian angel principe, the reasoning
model helps the human operator to perform better, in contrast to attempting to replace the guard altogether.
The reasoning model included a unique approach of separating many simple classification tasks and few
complex classification tasks by solving the tasks in the scope on which they occurred. By distributing the
tasks over multiple agents, the processing load balance was kept close together over all the intelligent cam-
eras. It provides a new approach for designing scalable multi-camera surveillance sustems.

9.2.2. Implementation of the proof-of-concept
The next problem including building a proof-of-concept in a multi-agent system and show the reasoning
model could be applied to solve multi-camera surveillance tasks. The implementation is done in a simulated
environment. We found that is was possible for the multi-agent system to implement the simple classification
tasks and reason about local behaviour. The functional tests showed the local agents were able to detection
the cars in the images, map the locations to the world coordination structure, recognize the car over multiple
images and extract information from the tracks. Local behaviour classification proved able to detect entry
behaviour, parking behaviour and heading behaviour.
Collecting the track information from a distributed database was designed in theory, however were where
unsuccessful in creating an automated test scenario for this case.

9.2.3. Simulation & real application
Using the expert’s knowledge, we were able to create a simulated environment, including key scenarios of un-
wanted behaviour. We were able to design a test configuration which had agents receive images in a similar
fasion as one would expect in the real scenarios.
The representation influences the conceptual model and reasoning on behaviour. The simulation allowed us
to catch the essence of the reasoning, but the exact same reasoning could never be applied in real environ-
ments, since the raw data and conceptual model would be different and the behaviour would present itself
different. The distributed reasoning model, like the cognitive model of the human mind can only serve as
an inspiration for implementing the real multi-camera surveillance system. In terms of the pipeline, how-
ever the simulation represents the same information processing as was commonly found in the related work.
Eventhough the calculations themselves will most likely be different in real environments, the hierarchical
task delegation proved capable of performing the same reasoning steps as required in real environments.

9.2.4. Testing scenarios
The tests validated the developed multi-camera surveillance system was able to detect, recognize and reason
about the behaviour of the car. The local reasoning agent was able to reason about the behaviour within the
camera view and detect simple behaviour, such as unwanted entry or illegal parking. The regional agent was
able to link the track segments into one track and use the information to reason about behaviour on the edge
of the camera view, taking the first steps in the multi camera surveillance systems. Finally, the combined
effort of all the agents were able to track the car over the complete environment. The complete track allowed
the multi-camera surveillance system to reason about complex behaviour, such as wandering behaviour.

9.3. Conclusions
We have arrived at the conclusions of the thesis. The conclusions are drains based on the scientific challenges
and research questions we composed at the start of the research.

9.3.1. Scientific challenges
We will start with an evaluation of the progress in the scientific challenges we defined for the thesis. We will
go over each challenge and discuss how far we have met the challenge.
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Probabilistic reasoning framework for detection and recognition of cars.

The proposed model showed how we could use the car behaviour in a probabilistic reasoning framework to
detect and recognize the car from the raw images. The proof-of-concept in turn proved the model would
work. However, only one car was used and the tests were performed in a simulated environment. Introduc-
ing more cars will most likely also introduce detection errors. The problem with the misclassification is that
the remainder of the system is not flexible enough to correct the misclassifications. Any error in the detection
process will propagate through the pipeline and increase. Even though the proof-of-concept was functioning
and the probabilistic reasoning framework works, more research is needed to cope with the inevitable detec-
tion error.

Share information and data fusion.

The hierarchical reasoning model is based on cooperative agents, working together to detect suspicious be-
haviour of different complexity levels. It is fundamental for this model to share and combine track segments.
The proof-of-concept was able to track a car over the complete environment, including the scope of multiple
local and regional agents. This proves the system is able to share information and combine them to form new
information.

Distributing tasks over multiple cameras.

We choose to apply a hierarchical reasoning model with simple behaviour reasoning at the lower levels and
complex behaviour reasoning at the higher levels. During the orientation we found that the model has par-
allels to the method used during human reasoning, where simple behaviour is performed instinctively and
complex behaviour uses cognitive reasoning. We decided to separate the tasks based on the amount of in-
formation needed to make a valid analysis. Simple behaviour needed one or a few detections and could be
performed locally. But before each local reasoning agent would be able to reason about the behaviour, it had
to become spatially aware and understand what behaviour is allowed per location. The delegator agent sup-
plied this information. Complex behaviour analysis needs an overview of all the detections. This analysis is
assigned to the global reasoning agents, which had all the required information. The cooperation between
the local, regional and global agent with the assistance of the delegator agent allowed the tasks to be properly
distributed across multiple cameras.

Design a scalable reasoning system.

The proposed hierarchical reasoning model is highly distributed and all components work in parallel. The
result was a system that is far more scalable than the traditional centralized approach used in suspicious be-
haviour detection systems. However, the implementation of the model showed a delay in the distribution of
the tracks. The delay is not problematic and won’t be a problem until many layered are applied, but it is a
known limitation.

Communicate findings with security guards.

During the orientation we found that the most valuable features was to track all the cars to be able to give a
quick overview and warn or alarm the guard about unwanted behaviour. The goal was to assist the guard, not
to replace his or her task with automated systems, which was performed best by keeping the guard vigilance
and quickly presenting the track of each car. The proof-of-concept was able to track the car. Through the use
of an alarm agent, all the suspicious and alarming behaviour that was detected by the reasoning agents are
collected, enabling the system to warn and alarm the security guard.

Automate agent testing without violating the autonomy property of the soft-
ware agent.
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The custom build agent test framework was able to perform automated integration tests. It was not possible
to test the software components within the agents without violating the autonomy property. These compo-
nents were tested both manually and using invasive techniques. The test framework did proof able to perform
the integration tests and allowed us to iteratively develop the processing pipeline. Although these tests were
slower and had a larger scope, the custom test framework allowed us to reduce the development time for the
processing components and create reliable code.

9.3.2. Research questions
Finally, we will evaluate the results based on the research questions. We will discuss them in order as given in
the introduction.

Can a system detect cars from raw images and recognize the track within and
between cameras?

The design of the system is based on a multi-camera surveillance system and although it focused on a simu-
lated environment, it can be portable to real-life environments and the pipeline in the simulation forms the
basis for the pipeline in real scenarios. The proof-of-concept started with two dimensional images contain-
ing structure and representations of the car. The system was able to separate the dynamic components from
the image and detect the car within the image. Using the past behaviour of the tracks, the system was able
to recognize the individual detections as part of a track. This proves a system is able to detects cars from raw
images and recognize the track within and between cameras.

Is it possible to design a reasoning model in a hierachical way starting from
multiple simple agents with limited view of the world at the bottom up to com-
plex reasoning with global overview at the top?

The designed cooperative agent model includes separating the simple and complex behaviour reasoning. We
found that the historical dependency directly influenced the level in which the reasoning would have to be
performed. The further the reasoning dependent on the past samples, the higher the level of reasoning must
be applied. This is directly related to the complexity of the reasoning.
The clustering of cameras is still a manual process. The reasoning currently only happens when the cars cross
borders of regions, which may not always be enough and the designed model has timing issues, preventing
it from having a quick reaction to new tracks. But what it showed is that it is possible to design a reasoning
model in a hierarchical way with the separation of simple and complex behaviour.

Is it possible to design an automated surveillance system for multi camera surveil-
lance system?

We consider the reasoning model capable of performing surveillance tasks automatically in a multi camera
surveillance system. The simulation showed the reasoning model would be able to perform the same reason-
ing steps as were found in the real multi camera surveillance systems. The proof-of-concept implementation
showed that the agent were able to detect cars, map to a world coordinate system, recognize the car over
multiple images and extract information from the series of car detections. On a local level the agents were
able to reason about unwanted behaviour and alarm the guard in the case of an unwanted event.

Is the developed model scalable?

In terms of processing load, the model is scalable. The model can be optimised by finding the processing load
of each step and distribute the processing load as much as possible. This is dependent on the specific case
and must be investigated for each new application. The processing delay introduced in the recognition step
is the main limitation to the scalability. More research is required to solve te delay found in the communica-
tion of the track segments.
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Is it possible to apply the developed model to real-life specific environments?

Using the expert knowledge, we were able to create a simulated environment, including key aspects of the
unwanted behaviour in the rea-life environment. The model proved capable of reasoning about the envi-
ronment. The simulated environment represented the objects in the environment differently than the real
environment and the camera topology eased the recognition process. Yet, the model seemed capable of per-
forming the same processing steps as is expected in the real environment and was able to detection local
behaviour. Although the implementation of the processing blocks would have to be adjusted to fit the situa-
tion of the cameras, the method of reasoning would be applicable for real-life specific environments.

Is it possible to automatically test the software agent’s reasoning capabilities
without violating the autonomy property?

We proved there are definitely options for automatic software agent testing, without violating the autonomy
property. However, there is still room for improvement. The test environment could be configured to be
able to test generic components on a separate test bench. By applying dependency injection, the processing
blocks could be tested individually, which would lose the dependency of the other agent’s components. We
decided to leave that, because of the dependency of the JADE behaviour mechanism. Replacing this with
mocking objects would practically mean rebuilding the JADE agent principle. We leave the development of
such a testbench to future work. We were able to automate the integration tests. By using an iterative experi-
mental design, we were able to, in each step, build on reliable code.

9.3.3. Model comparison
We conclude this chapter by evaluating the model proposed in this thesis with the previous work of the re-
search group. The comparison is made in table 9.1. We can see that the proposed model have made progress
on almost all criteria for multi-camera surveillance systems.

Table 9.1: Summarizing table
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10
Future work

After all the work that has been done, we like to take some time to look at future research. We asks ourselves,
where do we go from here and how can we use the findings of this thesis in future projects. In this chapter, we
summed up recommendations for future work. We divided the recommendations in two parts. The internal
improvements discusses the actions that can be done to improve the automatic surveillance system, such
that it would better fit the request of the Royal Dutch Navy. In the application scope, we ask the question
what else can we do with the findings in this thesis?
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10.1. Internal improvements
The internal improvements discusses the actions that can be done to improve the automatic surveillance
system. The system is original request to design an decision support system for surveillance systems was
intended for the specific scenario in Den Helder. But building the whole system is too much to build for one
humble thesis project and contained too many scientific challenges. Throughout the thesis, we only focused
on a selection of the scientific challenges, but we never let go of the idea that the result of the thesis would
help in the design of the surveillance system for the Den Helder training facility. In the spirit of assisting the
Royal Dutch Navy, we listed the key aspects that would be the best next step in the development of the auto-
matic surveillance system.

10.1.1. Multiple cars
Currently, the automatic behaviour detection system is tested with only one car. Although the data model
supports multiple cars, the detection of cars is expected to fail when multiple cars are in each others proxim-
ity. The problem with the template matching technique is that it is unable to detect the exact location and
orientation of two neighbouring cars. The current approach would suffer detection errors, which would only
increase with every step in the processing pipeline.
Related research in behaviour of ships near the harbor was able to track large numbers of ships and did
not suffer this problem [68]. The advantage in this research over the multi-camera surveillance system is
the Automatic Identification System (AIS) on board every vessel. Each vessel kept track of its own location,
speed, heading and size. Information had the chance of not reaching the destination, but had no trouble with
confusing ships within an image. Recognizing ships over different samples was easy, because of the unique
identification.
For the VSS to support multiple cars in the view, it should at least improve the car detection. One might
consider equipping each car with unique identification. Cars already have license plates mounted on them,
however such features require license plate recognition. The Dutch government is considering wireless li-
cense plates that can be detected, like the AIS system, however there is no guarantee these systems will be
applied within a reasonable time frame [1].

10.1.2. View edge track distribution triggers
The delay problem found during the testing phase greatly affect the scalability of the cooperative camera sys-
tem. For the success of the approach it is important to find an approach that does not suffer the delay.
An alternative approach would be to send the track information when the car is near the edge of the region.
The current approach uses the beginning and end of a track as the trigger to send the track segment to the
next level. By changing it to every detection on the edge of the region, the higher level would no longer be
sure the track is ended on one camera and would be more of an continuous flow track segments. The default
case would still be just the start and and of the track, but it is possible for cars to stay on the edge longer. The
worst case from the communication load point of view would be if cars drive over the edge for long periods
of time. However, the delay problem would be reduced, since the track segment is send in the same cycle as
the detection is made on the edge of the image. The region still has to wait one cycle to collect all the track
segments from the local agents. This delay is reduced to one cycle for each layer.

10.1.3. Camera topology
The simulation allowed us to pick the camera configuration ourselves, which gave us the option to choose
the camera topology that suited our needs. Real camera environment usually do not have the luxury of such
configuration. Camera views tend to overlap of leaf unseen corners. We recommend further research to be
done in reasoning about the overlapping and non-neighbouring camera views. Different topology of cameras
(overlapping, non-neighbouring) also affect the hierarchy and reasoning on combining track segments. For
example, the heuristic used in the current system of tracks appearing in one camera followed by the disap-
pearing in the other camera is no longer applies to the situation. Future research should investigate how the
camera topology affects the track combining process and find the best suited hierarchy for this topology.
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10.1.4. Dynamic workload distribution

In the current research, we only assumed the hierarchy was defined at design time. The choice is justified,
since the camera configuration does not ìncrease suddenly. Extensions tend to be scheduled investments
that would allow the developers of the automatic surveillance system to re-evaluate the hierarchy and task
distribution over agents. However, the rearranging of the tasks over the agents is a time consuming job and
automatic dynamic workload distribution is generally a NP-complete problem [30]. It can only be optimally
solved for small problems and only has known faster methods in certain special cases, such as balanced trees.
Future work could investigate the automatic management on the hierarchical agents. This would allow the
system to adjust to the addition and removal of cameras in the network, making it more scalable.

10.1.5. Bayesian networks suspicious behaviour detection

The reasoning methods applied in this thesis are still based on expert systems, a technology dated from the
70s. Since then, new artificial intelligence techniques have been introduced and many of them were also al-
ready applied in the visual surveillance domain [58]. The analysis of behaviour could be greatly improved by
younger artificial intelligence techniques, such as Bayesian networks. Bayesian networks is already succes-
fully applied in the analysis of ship behaviour by other researches within the research group [68]. We decided
to apply the logical reasoning method, due to the already unpredictable behaviour of cooperating agents. We
were afraid that introducing statistical reasoning methods, the manageability of the system would be nega-
tively affected, due to the many new possible outcomes of the agents reasoning. But we agree that the use of
Bayesian networks would allow the system to cope with more complex behaviour patterns.

10.1.6. Online learning behaviour parameters

It is possible to learn the behaviour patterns online in contract to relying on expert knowledge to set the
threshold parameters on design time. For car recognition, the system could be implemented using a Kalman
filter, which would gradually find the best relation between the cars previous location and the expected new
location [33]. The behaviour analysis could be extended with atypical behaviour detector. The system could
learn the typical behaviour patterns by monitoring the cars during the learning period. As the system gain
more knowledge about the typical behaviour, atypical behaviour could be detected, based on the distribu-
tions. The simulation environment stopped us from creating any online learning patterns (with the exception
of background separation). But implementation in real environments would be able to apply these online
learning methods for finding the behaviour parameters.

10.1.7. Build processing block test bench

For the current system, we decided to test the processing blocks, using integration tests. All the agents (and
their components) are required to be fully operational during each of these tests. The design of the processing
blocks allow for them to be tested separately, without the need for software agent in which it is situated, to
be running. This would require a processing block test bench that would simulate the events otherwise gen-
erated by the agents. We decided not to include the test bench in the current work, due to the dependency
on the JADE behaviour. However, we feel such a test bench would greatly improve the manageability of the
software and reduce the development time. Future work could be done to develop such a test bench.

10.2. Application scope
We believe that the hierarchical model of cooperating agents in surveillance system has wider potential then
the training facility in Den Helder. We feel that with some adjustments, the model would be a starting point
in designing other surveillance systems. In this section, we broader our horizon and see what other research
could be done after learning of the results from this thesis. We give our recommendations for future research
in environments.
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10.2.1. New behaviour scenarios
The most obvious recommendation is to apply the hierarchical reasoning model to other scenarios with dif-
ferent behaviour. The can be adjusted to fit highway patrol, parking garages management or (flood) evacua-
tion management. For these research topics, the logical reasoning model would have to be adjusted accord-
ingly. The hierarchical reasoning model would search as a guideline for the design, but the research focus
would be mainly on the programming the expert knowledge in these cameras.

10.2.2. Advanced cameras
Cameras themselves become more and more versatile and the cameras mounted in a fixed position these
days are only one variation of the many options. We define two types of cameras that we feel would greatly
affect the reasoning model: Active panning, tilting & zooming (PTZ) cameras and mobile cameras.
PTZ cameras have the ability to rotate around the mounted point with two degrees of freedom and are able to
zoom in. The cooperation between cameras would change significantly due to this ability. First, the camera
view range would constantly change, changing the relative locations between two cameras. Neighbouring
camera view could become overlapping or non-neighbouring. World mapping becomes dependent of the
orientation of the camera and recursive recognition would have to incorporate the dynamic relative loca-
tions between the cameras in the reasoning for combining the tracks. These situations would complicate the
processing blocks, but the hierarchical model would still be sufficient in coordinating these detections. When
the cameras cooperate to zoom in on suspicious behaviour, the one-directional processing pipeline may no
longer be sufficient. The coordination may require the cameras to communicate directly to each other to
smoothly follow the suspicious movement. We would recommend to research the effects of PTZ cameras on
the cooperative reasoning of the cameras and evaluate whether it would be better to allow direct communi-
cation or apply the same hierarchical reasoning model.
Mobile cameras have similar effects on the hierarchical reasoning model, since the camera view is constantly
changing. But in addition to the viewpoint, the hierarchical reasoning model is based on the assumption that
clusters of cameras are located within one region. Locations of mobile cameras are dynamic and could end
up in different regions altogether. It would be interesting to study the effects of mobile cameras in hierarchi-
cal reasoning environments.

10.2.3. Multi-sensor environment
Cameras come equipped with many new features. Suspicious behaviour detection can be done based on
many different measurements, for example shouting, radio-frequency identification (RFID) or even heat sen-
sors. The main challenge for surveillance systems is to combine all of this knowledge in multi-modal data
structure. We recommend a study in the effects on multi-modal data in a distributed reasoning system. The
focus would mainly be in fusion the raw data types and event types within one environment.

10.2.4. Multi-object environment
Finally, we advise to study the effects of incorporating different type of objects in the system. Pedestrians
have different behaviour compared to cars or cyclists. Obviously, the detection would be different, but more
interesting, how would the system reasoning about the behaviour of these different objects. And what could
we say about the interactions between the two? For the future work, we would advise to look into the mixture
of different types of objects, which have unique behaviour patterns and interactions between them.
Include other entities, such as pedestrians or cyclists.
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A
Publish–subscribe pattern

The guardian agent framework is designed as an event-driven system, where data event and time events trig-
ger processes within and between agents. The multi-agent system is a collection of independent processes
that should not be affected by the functionalities of other agents or other processes within the agent. We
needed a method that would separate the functionalities of certain processes from the consequences of that
event. Since each guardian agent is build out of numerous components that would have to be designed this
way, we discuss the applied method once here. The problem is solved using the publish–subscribe pattern.
In this appendix, we will briefly discuss the publish–subscribe pattern and the application within the guardian
agent framework. We will start with the design goal of the model, followed by the method of implementation.
Finally, we will discuss the applications within the guardian agent framework and the different variations
used.

A.1. Design goal
The goal of the publish–subscribe pattern is to decouple the publisher and subscriber. The functionalities
of the publisher should not be affected by the processing of the subscriber. By generalizing the trigger event
and standardizing the subscription method, the publisher has no further knowledge of the actions triggered
by its event. There could be any possible actions triggered by the event, ranging from none to many actions.
As a result, the process is more scalable and manageable. The decoupling separates the functionality of the
components and allowing them to run on any thread or even agent. Publishers and subscribers can be tested
individually and independently. A disadvantage could be that the components must be designed as indepen-
dent processes, no longer allowing communication between the components. [28][14]

Figure A.1: Conceptual UML class diagram of the publish–subscribe pattern

A.2. Method
The design goal is achieved by introducing the concepts of the subject and the observer. The subject is any
process that has events that we wish to publish to the observers. In order for the subject to notify the ob-
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servers, it will have to manage the list of observers. Observers can subscribe to the subject, ensuring a place
in the list of observers. The moment the subject has the event in question, the subject goes through the list of
observers to notify them. The subject is decoupled from the observers, since how to notify the observer of the
event. What actions the observer will perform based on this event is hidden behind the generalized interface.
The UML class diagram of this model is shown in figure A.1.
Specifics of the notify function is left up to the system architect. The approach is either topic-based, content-
based or an hybrid from the two approaches. Topic-based systems will publish all message based on the
specific topic. The subscriber knows based on the topic what exactly has happend. Content-based sets spe-
cific constrains to event it wants notification from, but as a result will have to classify the message.

A.3. Applications within the guardian agent framework
The model is used often in different software components throughout the guardian agent framework. An
overview of the applications is given in table A.1.

Table A.1: Application within the guardian agent framework

Publisher Classified by publisher Classified by subscriber
Event Log Report scope Event
Pipeline Variable name Record ID
Transport layer Message type
Service layer Service Function

The event logger uses the publish–subscribe pattern to separate local and global report of the event. Sub-
scribers can be any type, from console output to automated testing objects. Some events can be handled
within the agent itself, such as debug output. But for automatic testing purposes, we designed a service that
distributed specific events to quality control agents. the publisher only knows the report scope of the mes-
sage in order to decided to send it locally or globally to any subscriber. The subscriber will have to classify the
content of the event message in order to validate the test.
The processing pipeline is the core of the car behaviour reasoning model. Processing blocks are linked to-
gether to form a processing chain, each triggered by its predecessor. The processing block will only be trig-
gered by the predecessor and not by any other variable data change event. The publisher uses the variable
name in order to notify the corresponding subscribers of the event. For the subscribers, the record identifi-
cation allows them to identify what instance received an event.
Finally, two layers in the communication component use the publish-subscribe pattern. The guardian agent
framework is intended to be an extension of the original JADE agent(s). We wanted to work alongside JADE
and avoid removing features from it. JADE allows for different type of messages to be send between agents.
Since our original design replaced the method of communication completely, we decided to implement the
publish-subscribe pattern and have the transport layer identify the message type. Any messages supported
by the guardian agent framework is send to the service layer and all other to the remaining observers. The
service layer in turn, uses the publish-subscribe pattern to the corresponding service handler. Services are
registered with the service handler in the same way the observers subscribe to the data events. Services are
collections of functionalities and it is up to the service handler to identify the right function call.



B
Distributed key management

Distributed key management creates new challenges for information architects to manage data created over
multi-processes systems. Decentralised assignment using for example incremental or randomly generated
keys have the possibility of assigning the same identifier multiple times in different agents. We wanted a
method to generate unique identifiers, without centralized approval for every new identifier. In this appendix,
we would like to go over the chosen method. We will start with the design goal of the model, followed by the
method of implementation. Finally, we will discuss the applications within the guardian agent framework.

B.1. Design goal
Data stored in rational database require field(s) that form an unique identification for each element, known
as the primary key. The constrains set to the primary key are such that the unique identifier always represents
one record. The generation of the unique identifiers has to ensure that two instances of the same primary keys
are never generated. A simple procedure for generating unique identifiers is increasing the unique identifier
for each new record. For single process databases with a few thousand records the mechanism works fine,
but with it creates a problem with distributed databases.
We consider distributed databases to be multiple storages of data with the same structure, which combined
form the full dataset. For example, a database could contain tables with track information or detections. Each
database follows the same data structure and may contain a selection of all the records. If there are different
clients that are allowed to create new entries at different, each of the individual databases could create new
records and the generation of unique identifiers. When all the individual databases would follow the same
routine for creating this database, we will most likely end up with non-unique identifiers.
Alternatively, the system could work with reservations of identifiers. Every new identifier is communicated
with the other processes and reserved. This centralized method introduces a bottleneck in the communica-
tion and could slow down the process. Optimally, we would have a mechanism that requires as little commu-
nication as possible, while ensuring generation of unique identifier.

B.2. Method
The problem is solved by generating a number that is always unique. The identification generation process
combines two numbers to end up with a unique identification. We will start by simply writing out this desired
property. We are attempting to find the mechanism to combine the two fields (origin n and local identifier
m) that creates the unique identifier in one field f (n,m). The fundamental theorem of arithmetic shows us
that any number can be decomposed into a unique multiplication of prime numbers. Whatever is the result
of f (n,m), we know is will follow the fundamental theorem of arithmetic. Because the numbers are unique,
the multiplication is also unique. We are able to split the multiplication in two set, for example in low prime
numbers and high prime numbers. As long as we pick a non-zero value for the two numbers, we have found
a method of generating the unique identifiers, as is show here in equation B.1.
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f (n,m) =
L∏

k=1
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k

= n ∗m (B.1)

We find that if we pick a set of L prime numbers, sort them and split them into two groups, we have a
simple mechanism to generate unique identifiers. We assign an unique number to each process and pick an
unique number from the other group for each new record. The result is always a unique number.
Similar result can also be achieved by including the origin in the primary key. Some database allow multi-
ple fields to be used to form the primary key of a record. As long as the identifier generation creates unique
fields within one process, the combination of the two fields is always unique within the complete database.
Although the two fields allow the system to generate unique identifiers with no communication, there are
some setbacks to the use of multi field primary keys. Multi field primary keys increase the data size of each
record and generally have slow queries. The search for a records based on two columns have no speed-up
and search will have to be performed individually.
Although the proposed method does not require any communication for new identification numbers, the
origin numbers still need to be assigned in a centralized manner. The main constrain for the origin field is
that is it unique for each origin and the only method to achieve this seem to be validation from a centralized
point. For this reason, every new database has to go through an initialisation process, which includes reserv-
ing the origin number in a single process.

Figure B.1: Agent based distributed database

B.3. Implementation within guardian agent framework
The mechanism for generating unique identifier within a distributed agent network is applied for each situ-
ation in which the agents communicate information. For ease of programming, we decided to simplify the
mechanism even further by only using prime numbers in the set of unique numbers. Every agent is assigned
their own prime number and knows all the prime numbers between 1000 and 10000. The UML class diagram
for the involved components in the generation of the unique identification numbers is given in figure B.2.
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Figure B.2: Unique identifier generator

The distribution of the prime numbers is performed through the delegation agents. Once created, the
agents will request the initial parameters from the delegator agent, including the agent’s base prime.
The unique identification generation is used for creating new database entry, session identification in the
service layer and the individual messages in the transport layer. The database entry start a new table for each
variable. The session identification is initiated by the requesting party and is used until the the response is
send to the corresponding requesting process. The transport layer currently only gives the messages a unique
identification for debug purposes.
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