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Abstract

Machine Learning (ML) is a rapidly growing field,
therefore ensuring that students deeply understand
such concepts is of key importance in order to cer-
tify that they are prepared for the challenges and
opportunities of the future workforce. Despite this,
literature on teaching ML and assessing students’
understanding with regard to this field is scarce.
Hence, this research aims to provide an extensive
analysis of the best practice within the ML field,
with the main focus of the study being the decision
trees and random forests classifiers. An analysis
of learning outcomes is conducted using Bloom’s
taxonomy, guidelines for creating assessments that
reflect students’ understanding levels are provided
and a series of interviews and surveys are con-
ducted in order to analyze the need for certain ques-
tions during the course examination. The results are
then analyzed and key findings such as the need to
structure the course such that decision trees are as-
sessed as a prerequisite for learning random forests
are further discussed. The research is concluded
with a set of recommendations that could be inte-
grated into future editions of the course in order to
assess student progress in a more efficient manner.

1 Introduction
According to the IBM Global AI Adoption Index (2022) [7]
Machine Learning (ML) is rapidly changing almost every in-
dustry and currently impacts numerous aspects of our lives.
However, teaching students ML effectively is not a trivial
task. ML algorithms are very complex and require students to
understand multiple related subjects, such as Linear Algebra,
Probability and Statistics, as well as being able to write high-
quality code. In order for teachers to be able to effectively
teach students ML, good pedagogical approaches, efficient
assessments that measure student understanding for each par-
ticular sub-topic, and ways to create and provide constructive
feedback are recommended [8] [18].

Naturally, teachers should be able to accurately assess stu-
dent progress in order to uncover common misunderstandings
amongst students as well as provide better feedback and more
accurate grades. The focus will be on the decision trees and
random forests classifiers module of the course. We chose
this module due to the fact that decision trees are believed to
be easier to understand by learners [5], they are efficient for
large quantities of data [14] and have practical uses in fields
such as Data Mining [15], which is also part of the Com-
puter Science & Engineering curriculum at TU Delft, hence
students would benefit of the possible module’s structural im-
provements throughout their studies. Yet another reason for
choosing this module is the fact that decision trees and ran-
dom forests are closely related, with the latter extending on
the complexity of the concepts presented by the former, hence
making decision trees required for effectively learning ran-
dom forests, which essentially encapsulates the background
motivation for the research in a more accessible manner:

How can teachers ensure that students present the prerequisite
knowledge for being able to proceed to learn more complex
concepts that extend upon the previously learned material?

Formally, this research will focus on answering the follow-
ing question:

How can we programmatically review the decision
trees and random forests module such that teachers
can efficiently ensure that students thoroughly un-
derstand the most important concepts and are pre-
pared to use the learned material in the future?

Previous research has been conducted on this topic and
showed potential designs of ML courses that facilitate teach-
ing. Wangenheim et al. [6] showed potential ways to teach
ML to students within primary and secondary school. Al-
though this research is relevant and reveals important infor-
mation, our aim is to study the progress in learning ML for
university students, therefore we will use and extend upon
this research. Sulmont et al. [17] uncovered how teachers
can make use of the SOLO taxonomy in order to facilitate
student learning. The research presents useful guidelines that
can be used in order to use taxonomies to analyze, improve
and create new learning objectives. Nonetheless, we advocate
for the use of Bloom’s taxonomy instead of the SOLO taxon-
omy, hence we will adapt this research to match our choice
of taxonomy. Further justification for this choice is described
more thoroughly in the ”Evaluating learning objectives” sec-
tion.

Formally, this paper will focus on answering sub-questions
such as:

1. What are the current formulated learning outcomes of
the decision tree and random forests classifiers module
and how can they be programmatically analyzed and ex-
tended in order to better show the teachers’ expectations
from students?

2. How can the formulated learning objectives be used to
create and redesign exam questions and assessments in
order to measure student progress more efficiently?

3. What are the opinions and insights of both teachers and
teaching assistants and how can we use them in the as-
sessment redesign process?

The main contributions of this article are to provide a repli-
cable analysis of the decision trees and random forests mod-
ule while extending upon the formulation of learning objec-
tives and providing systematic means for the assessment cre-
ation process. Another key contribution is providing valuable
survey insights, followed by discussions and possible propos-
als based on the results.

In order to achieve the previously defined goals of this
research, the paper is structured as follows: The Methodol-
ogy section provides more details regarding the chosen meth-
ods for this research and how these methods can be used to
recreate it. The Evaluating learning objectives section dis-
cusses the reasoning behind choosing Bloom’s taxonomy as
the main analysis framework and how it can be used, while
also proposing possible additions to the existing list of learn-
ing objectives previously defined by the ML course staff. This
section aims at answering the first sub-question mentioned



above. The Designing effective assessments section provides
guidelines for a systematic way of creating assessments based
on the learning objectives of the course. This section also
discusses different possible assessment question formulations
which are later analyzed by Teaching Assistants (TAs) with
the help of surveys. Hence, by the end of this section, the sec-
ond sub-question is answered. The Interviews and Surveys:
Setup and Results section provides an overview of the ques-
tions professors and TAs were asked and analyzes their re-
sults. The Discussion section further analyzes the results and
yields possible interpretations, while comparing them with
related previous work. By the end of the last two aforemen-
tioned sections, the third and last sub-question is answered.
The Responsible Research section reflects on the ethical as-
pects and concerns regarding this paper. The Future Work
section proposes future research that is needed on this subject
as well as discusses future possible improvements. Lastly, the
Conclusion section summarizes the most important aspects
and findings of this research.

2 Methodology
This section discusses the methods used for collecting and
analyzing data. The aim of this section is to provide a sys-
tematic overview of the methods used in order to complete
this research, such that the process is as repeatable as possi-
ble in future studies.

2.1 Learning objectives review
The first method used within this research was using Bloom’s
taxonomy as a framework for analyzing the learning objec-
tives for the modules in discussion. This was the preferred
framework for conducting this type of analysis since it pro-
poses six levels of understanding which can be easily and
consistently correlated with the learning outcomes formula-
tion. Further justification for choosing this framework is de-
scribed in the ”Evaluating learning objectives” section. As
such, the initial part of the process involved making use of
the cognitive levels defined by the framework in order to ana-
lyze and extend the learning objectives already defined by the
course staff. Therefore, after thoroughly analyzing the lec-
tures and material presented during the course with regard to
Bloom’s taxonomy, we suggest a series of additions that we
believe, based on related literature [16] [8], that would sup-
port the teachers in creating a better-defined overview of the
knowledge that students should possess in order to be consid-
ered sufficient.

2.2 Designing alternative exam questions
The second phase of the research consists in creating new
assignments and exam questions in order to support profes-
sors in recognizing student progress with regards to the deci-
sion trees module more efficiently. The creation process was
based on previous research in this domain. Although research
discussing assessment design specifically for ML courses is
scarce, there is enough research conducted on teaching Com-
puter Science as a whole [11], [16], [3], hence it was reviewed
for the scope of this paper. In doing so, we present a map-
ping that can be used to programmatically correlate the most

efficient exam question type, given the learning objective de-
scription.

2.3 Conducting interviews and surveys
The third and last phase of the research involves conduct-
ing and analyzing interviews and surveys with professors and
Teaching Assistants (TAs) who have taken part in helping stu-
dents understand the concepts taught in the ML course. The
surveys were designed to assess the reliability and validity of
possible alternative exam questions and assignments that we
have previously created throughout this research. We decided
that both the interview and survey questions must be included
in their corresponding Appendix sections of this paper and the
anonymized answered transcripts will only be made available
upon request. This decision is further discussed in the ”Re-
sponsible research” section.

3 Evaluating learning objectives
According to D. Kennedy [8], learning objectives are used
to clearly define what the professors expect from students in
order to consider their learning successful. Students can also
benefit from having clearly defined learning objectives as they
can understand what is going to be expected of them through-
out the course as well as have a better overview of their over-
all preparedness. Naturally, learning objectives can have dif-
ferent levels of difficulty. For example, students might only
be required to remember certain concepts of the course, while
having to be able to implement others by themselves. There-
fore, it is important that we understand and are able to ana-
lyze different learning objectives in order to be able to cate-
gorize them based on how ”deeply” students need to under-
stand certain topics. This analysis can later be used in order
to create effective assessments that test whether students were
able to meet professors’ expectations, a process which is fur-
ther discussed in the following section. A thorough analysis
of the current learning outcomes is, therefore, recommended
since, according to C. Starr et al. [16], creating quality learn-
ing objectives can help create effective assessments program-
matically, while also improving communication amongst aca-
demics working on curriculum development.

Several frameworks have been proposed in order to effec-
tively categorize learning objectives based on the levels of
understanding that students need to reach in order to achieve
the expected knowledge. However, most literature suggests
that Bloom’s taxonomy should be used in order to achieve
this goal [12] [8] [11].

Bloom’s taxonomy [1] is a collection of three hierarchical
models used to categorize educational learning objectives into
levels of complexity and specificity. The learning objectives
for the cognitive, emotional, and psychomotor domains are
covered by the three lists. The cognitive domain is typically
used to organize curricular learning objectives, evaluations,
and activities. Hence, this research will also make use of the
cognitive component of Bloom’s taxonomy in order to cate-
gorize and analyze the learning objectives presented by the
ML course staff.

As explained in the Introduction section, only the decision
tree classifier and the random forest classifier will be taken



Figure 1: Visualisation of Bloom’s taxonomy [4].

into consideration and analyzed from the non-linear classi-
fiers module of the course.

The learning outcomes taken from the ML course material
are the following:

1. Explain when and why non-linear classifiers are needed
(Synthesis)

2. Explain the basic concepts of the decision trees classi-
fier (Comprehension)

3. Explain the underlying algorithm of decision trees and
how they are trained (Comprehension)

4. Implement a decision tree (Application)

5. Explain why and how one can combine multiple classi-
fiers (Synthesis)

6. Contrast a decision tree and a random forest (Analysis)

Figure 1 includes the verbs used to describe learning out-
comes corresponding to each category. The verbs used to
match the learning outcome with its corresponding Bloom
category have been written in bold font, while the category
has been added after the learning objective within parenthe-
ses.

Although Bloom’s taxonomy provides a relatively consis-
tent framework for analyzing the learning outcomes, there
are certain inherent limitations to it. For example, the verb
”Implement” is not part of the figure, however, we decided it
would belong to the Application category, since, in order to
implement a classifier, students are essentially required to be
able to apply previously gained knowledge within an actual
program/situation, which precisely matches with the defini-
tion of the Application cognitive level. This is also consistent
with K. Cakıcı’s work regarding learning objective analysis
within the ML course at TU Delft [20], as the same deci-
sion has been made throughout his research. Another limi-
tation is the overlap of certain verbs with multiple cognitive
categories. The word ”explain” belongs to both the ”Synthe-
sis” category as well as the ”Comprehension” category. It

can be seen that both the first and the second learning objec-
tives make use of the verb ”explain”, however, these objec-
tives aim to test different levels of understanding. In order
to correctly determine which cognitive category each objec-
tive corresponds to, we consulted with an experienced profes-
sional within the teaching staff of the ML course.

While using this framework in analyzing the learning ob-
jectives presented in the module material, we uncovered sev-
eral factors that could be improved. For example, there is also
only one learning objective that focuses on students’ under-
standing of the random forest classifier. Moreover, the initial
learning outcomes did not include any objectives regarding
key elements that define how decision trees work, such as the
information gain function. Hence, we propose the addition of
the following learning objectives:

• Explain the basic concepts of the random forests classi-
fier.

• Implement a random forest classifier.

• Describe the information gain function.

• Describe different node-splitting criteria (Misclassifica-
tion, Entropy, Gini Index)

• Compute the confusion matrix for a decision tree.

Therefore, the complete list of learning objectives, with the
verb matching the objective to one of Bloom’s taxonomy cat-
egories is the following:

1. Explain when and why non-linear classifiers are needed
(Synthesis)

2. Explain the basic concepts of the decision trees classi-
fier (Comprehension)

3. Explain the underlying algorithm of decision trees and
how they are trained (Comprehension)

4. Implement a decision tree (Application)

5. Explain why and how one can combine multiple classi-
fiers (Synthesis)

6. Contrast a decision tree and a random forest (Analysis)

7. Explain the basic concepts of the random forests classi-
fier. (Comprehension)

8. Implement a random forest classifier (Application)

9. Describe the information gain function (Knowledge)

10. Describe different node-splitting criteria such as mis-
classification, entropy, and Gini Index (Knowledge)

11. Compute the confusion matrix for a decision tree (Ap-
plication)

This list will be used throughout the rest of the research in
order to design effective assessments.

4 Designing effective assessments
According to ”The Student Assessment Handbook” by L.
Dunn et al. [11], designing effective assessments is one of
the most difficult tasks for every professor when designing a
course. Different assessment types can be used in order to



test students’ knowledge, however, each type has specific ad-
vantages and disadvantages.

The book by L. Dunn et al. introduces multiple types of
assessments that can be used to test student knowledge. For
the scope of this research, we will only focus on summative
assessments and performance-based assessment types. The
former type is generally used in order to test students’ knowl-
edge at the end of the learning period, usually through an
examination at the end of the course. The latter focuses on
evaluating students’ ability to apply knowledge and skills to
real-world tasks or scenarios. For example, students would be
asked to complete an implementation assignment that simu-
lates the need of using the decision tree classifier for a given
problem. We will only focus on these particular assessment
types since we believe they are the most feasible within the
context of the ML course, given the relatively short amount
of time students need to learn and prove their understanding.
Factors such as the large number of students participating in
each edition of the course and the limited number of Teaching
Assistants to help with the process have also been taken into
consideration when choosing to only focus on these types of
assessments.

After combining the possible question types provided by
both summative assessments and performance-based assess-
ments, four types of questions [11] were extracted. Interviews
with the responsible professors of the course and the exist-
ing literature on teaching Computer Science courses [3] [9]
helped uncover and validate our initial presumption based on
personal experience that these are the most effective types of
questions that can be used in order to measure undergradu-
ates’ knowledge. Thus, each question will belong to one of
the following types:

1. Multiple-choice question (Summative assessment): This
type of question is used to test the lower-end of the cog-
nitive levels. Students only need to choose the correct
answer and the grading process is very time-efficient, as
it can even be automated.

2. Open-ended questions (Summative assessment): This
type of question is used to test students’ understanding
of more complex learning outcomes. Students are re-
quired to explain concepts in short sentences or para-
graphs. However, this type of question can sometimes
be time-inefficient.

3. Implementation exercise during the exam (Performance-
based assessment): These questions are particularly
great for assessing objectives corresponding to the Ap-
plication cognitive layer. Grading can be automated to
some extent, however, students are generally required to
spend a large amount of time to complete them.

4. Homework assignments (Performance-based assess-
ment): This assessment type can be useful since the
assessment process is mitigated throughout the course,
rather than only being done during the end examination
period.

Throughout this research, the terms reliability and validity
are used in order to describe the ”fitness” of the questions.
The term ”reliability” refers to how accurate and repeatable

test scores are [19]. In other words, a question is only con-
sidered reliable if different students with equal understanding
levels receive a similar grade for their answers and the grade
reflects their actual knowledge as accurately as possible. Fur-
thermore, the term ”validity” refers to how meaningful, use-
ful, and appropriate the test scores are. Conventionally, valid-
ity is defined as the amount to which a test actually measures
what it is intended to assess [19].

Intuitively, one might be inclined to believe that open ques-
tions uncover students’ understanding levels in a more re-
liable and accurate fashion. However, recent studies sug-
gest that this belief is not necessarily true and it depends
on the level of understanding that is tested. Literature [13]
[2] suggests that there are no significant differences between
multiple-choice questions and open-ended questions when
the knowledge, comprehension, and application cognitive do-
main levels are tested. We also asked the opinion of TAs re-
garding this matter, and we found that 57% of ML TAs agree
that, indeed, students generally perform equally when given
either one of these question types. The survey results for this
statement can be found in Appendix B and further discussions
regarding the survey setup and results can be found in Sec-
tions 5 and 6. However, for open-ended questions, it is also
important to take into consideration the fact that the grading
process becomes more difficult and time-consuming. This is
important to note because, due to the limited time and strict
constraints of the grading process imposed by the TU Delft
board of examiners, assessment questions should be created
such that the grading process is as time-efficient as possible.
Therefore, learning outcomes are ideally mapped to test ques-
tions being structured as multiple-choice questions whenever
possible and they will be preferred when the description of
the learning objective allows it.

Mapping the learning objective with the most efficient type
of assessment question is done based on each learning objec-
tive’s usage of verbs from Bloom’s taxonomy. We will con-
sider that the question type is the ”most efficient type” when
the grading process cannot be done in a more time-efficient
manner, without significantly reducing the reliability or valid-
ity of a question. Table 1 depicts the mapping of each learn-
ing objective to its corresponding preferred question type, ac-
cording to the literature on this subject [13] [2], combined
with the time-efficiency requirements described above.

Verb used Cognitive level Preferred question
type

Explain Comprehension Multiple-choice
Explain Synthesis Open-ended

Implement Application Implementation /
Homework

Contrast Analysis Open-ended
Describe Knowledge Multiple-choice

Compute Application Multiple-choice /
Open-ended

Table 1: The mapping of verbs corresponding to Bloom’s taxonomy
cognitive levels to the preferred assessment question type.

In order to prove the validity and reliability of the map-



pings within the ML context, we decided to create a set
of possible question formulations containing both multiple-
choice and open-ended alternatives. In particular, we decided
to test whether multiple-choice questions can reliably and ef-
ficiently be used for assessing students’ understanding at the
level of ”Application” within Bloom’s taxonomy. We decided
to test the fitness of multiple-choice questions for this partic-
ular cognitive level, since, the literature suggests that it can
generally be reliably tested with multiple-choice questions,
however, it depends on the domain of the question. This is
also the reason for Table 1 listing both summative question
types as the preferred type. Thus, we decided to ensure that
the ”Application” cognitive level is, indeed, assessable with
multiple-choice questions within the ML domain. Therefore,
the set of questions has been created based on learning objec-
tive number 11.

The questions designed are all formulated as follows:
Given the following sample data and the following decision
tree, what would be the resulting confusion matrix?

1. Open-ended question: Write down the complete confu-
sion matrix as seen during the lectures

2. Alternative open-ended question: Only write down the
number of false-positives.

3. Multiple-choice question: Pick the correct confusion
matrix from the following options: ...

Assessing the reliability of these different possible ques-
tions was done from the ML course staff’s perspective (teach-
ers and TAs). Interestingly, 57% of the survey participants
believe that the multiple-choice question formulation is the
best formulation out of the three. More information about the
survey’s setup can be found in the following section, while
the results of this question can be found in Appendix B.

It is also important to analyze potential homework assign-
ments when creating different assessment methods. Accord-
ing to M. Moravec et al. [10], learning before lectures can
significantly improve students’ performance and knowledge
retention. Therefore, the introduction of such assignments
would, in theory, benefit students in understanding the taught
modules more effectively. These assignments would be espe-
cially useful in order to teach random forests. This is due to
the fact that the random forest classifier is defined based on
the decision trees classifier. Hence, students are required to
understand key concepts of decision trees in order to be able
to progress. Further discussions regarding this assignment
proposal can be found in Sections 5 and 6.

5 Interviews and Surveys: Setup and Results
In order to gain more valuable insights regarding this topic,
we initially orchestrated a series of interviews with the head
teacher of the ML course. We additionally conducted a series
of surveys with another set of 7 TAs in order to supplement
our findings about the subject in a more time-efficient man-
ner. In order to create the list of TAs asked to complete the
survey, we searched through the public records of TAs, given
by TU Delft, for the 2021-2022 and 2022-2023 editions of
the course. Every person found in these records was asked

to complete this survey. While data from 7 TAs could indi-
cate interesting underlying patterns, the results should mostly
be considered as indicative and further research is needed in
order to finalize the results and reach a better level of under-
standing about the topic.

5.1 Interviews
We started the experimental work by conducting a series of
interviews with the responsible professor of the course. The
questions asked during the interviews can be found in Ap-
pendix A of this research. The resulting data has mainly
been used to further improve the learning objectives of the
course, as well as to better understand assessment require-
ments. However, we also received valuable feedback during
this process. One of the key ideas uncovered by this step is
that assessments could also be structured as assignments that
students are required to complete during the course. There-
fore, these assignments could be used to measure the progress
of students for the decision trees module in order to be able
to progress to learning random forests, since the latter mod-
ule uses similar concepts and essentially expands upon the
former module. This idea is consistent with the literature
found on this topic [10], which has also been mentioned in
the previous section. Using these insights, we designed the
surveys such that TAs could select the most important con-
cepts learned throughout the decision trees module. We refer
to the ”most important” concepts as the concepts which are
later used during the random forests module and that usually
cause the most difficulties for students.

5.2 Surveys
Surveys have been used to further improve our understand-
ing of assessment creation and best practices, while also in-
creasing the efficiency and decreasing the time required by
participants to answer the questions, as opposed to organiz-
ing interviews with them. Although the nature of surveys
restricts us from asking follow-up questions for interesting
ideas, we were able to obtain a relatively significant amount
of participants willing to answer the questions. We also in-
cluded feedback sections where participants were allowed to
share other thoughts or ideas in order to minimize the neg-
ative effects bound to surveys. The survey questions can be
found in Appendix B, together with the image containing the
complete overview of the visualizations for the obtained data,
as produced by the Google Forms website.

The participants of the survey were selected such that they
meet the following predefined requirements:

• Participants need to be enrolled or have graduated the
Computer Science & Engineering Bachelor’s degree
from TU Delft.

• Participants are required to have previous experience
with being a TA for the ML course.

• Participants are required to have previous experience
with grading exams or assignments for the ML course.

It is important to ensure that participants meet these require-
ments, therefore, they were specifically selected from the on-
line records of Machine Learning TAs posted by TU Delft.



Participants were also asked if they meet these requirements
during the survey, and responses that did not meet the criteria
have been removed from the final results.

In order to test the veracity of the interview findings, par-
ticipants were asked their opinion regarding the need for stu-
dents to fully understand the key concepts of decision trees
before being able to proceed to learn random forests. Fig-
ure 2 depicts the results for this question. It is interesting to
note that approximately 86% of participants believe that it is,
indeed, better if students’ understanding of the decision tree
classifier is tested before being able to continue with the lat-
ter.

Figure 2: The visualization of survey results for the question
”Should students be able to implement decision trees before being
able to proceed to learn random forests”.

Naturally, there are certain concepts within decision trees
that are more important than others. Hence, the participants
were asked an additional question in order to understand
which concepts are more relevant. A wide majority of partic-
ipants (85%) believe that understanding the information gain
function is of key importance when learning the decision tree
classifier. Node-splitting criteria and evaluation metrics also
appear to be important, with 71% and 42% of participants
selecting them, respectively.

Figure 3: The most important concepts within decision trees.

These results help us better pinpoint what students should
be able to understand before ”overwhelming” them with ad-
ditional information, such as random forests. In the following
section, we further discuss how these results can be used to
create a homework assessment that should be used to test stu-
dents’ understanding before teaching them random forests.

6 Discussion

Taking into account all of the data mentioned above, we pro-
pose the following addition to the course; an assignment
in which students are asked to implement parts of a deci-
sion tree, such as node-splitting criteria and the information
gain function. Only after successfully completing the mini-
mum amount of points in this assignment should they be al-
lowed to start learning and completing the afferent random
forests assignments and learning objectives. This course de-
sign has been seen before in other courses within the Com-
puter Science curriculum of TU Delft, where assignments
were mandatory and ”unlocked” based on a predefined or-
der of importance that aimed at maximizing students’ under-
standing of particular topics (for example, the Concepts of
Programming Languages course, during the 2021-2022 edi-
tion). Figure 3 indicates that TAs believe that certain parts of
the assignment are less important than others, such as con-
fusion matrices, hence we propose that these parts should
be given as ”boilerplate code” within the assignment. This
should theoretically help students complete the assignment
faster, while still learning these concepts by reading the given
code and trying to use it in order to create the functions for
the concepts deemed as more important. Of course, this re-
quires further research in order to get a better understand-
ing of whether the hypothesis actually holds. This proposal
would also be consistent with the feedback we received from
the survey, where TAs noted that the different node-splitting
criteria are more important to learn as concepts and their pos-
sible applications, rather than purely as formulas. This feed-
back can also be found in Appendix B. We suspect that, by
creating this assignment, students would see a possible appli-
cation and understand the concept better. However, further
studies are, again, required in order to prove this. This is also
discussed in the Future Work section of the paper.

In conclusion, we propose the following assignment for-
mulation: Students should be asked to complete a Python pro-
gram that implements decision trees. In this assignment, they
would be given already-implemented functions that calculate
the confusion matrices and pruning strategies to prevent over-
fitting, while being asked to implement the information gain
function and different node splitting criteria. Essentially, stu-
dents would be asked to create an algorithm that is efficient
enough at predicting data, given predefined training and test
data sets. By comparing students’ algorithm predictions to an
optimal implementation of the decision tree classifier, teach-
ers would theoretically be able to approximate student solu-
tions’ closeness to the optimal algorithm, hence grading them
accordingly.

7 Responsible Research

When analyzing the response data from interviews and sur-
veys, it is important to consider the ethical implications of
the research and discuss how the research can be conducted
in a responsible manner. This includes ensuring that the data
collected is accurate and unbiased and that the privacy of the
teachers and TAs is protected.



7.1 Ethical considerations
Responsible research in assessing students’ understanding of
ML concepts involves addressing ethical considerations. It
is essential to obtain informed consent from participants and
ensure their privacy and confidentiality. Teachers and TAs
should be made aware of the purpose, risks, and benefits of
the interview and survey process. Additionally, efforts should
be made to minimize potential biases and ensure that no harm
is caused to the participants.

7.2 Data Privacy and Security
In collecting and analyzing the interviews and surveys, data
privacy and security must be safeguarded. Collecting and
storing response data should adhere to established privacy
regulations and institutional policies. Anonymization and de-
identification techniques have been employed to protect indi-
vidual personnel identities. In this sense, survey participants
were not asked to complete their names since the forms pro-
vided by Google Forms are not believed to be particularly
safe with regard to data security. While the results aggre-
gation for surveys is provided in Appendix B, individual re-
sponse registrations will not be presented in order to mini-
mize potential identification based on the list of responses.
Access to individual response data is restricted to authorized
personnel only, and appropriate measures have been imple-
mented to prevent data breaches. As such, the individual
anonymized response data will only be made available for
further inspection and analysis upon request.

7.3 Fairness and Bias Mitigation
Responsible research in assessing response data requires ad-
dressing issues of fairness and bias. Results must be unbi-
ased and free from any discriminatory factors such as gender,
race, or socioeconomic background. Steps should be taken
to ensure that the response data and scoring criteria do not
disadvantage any particular group of TAs.

8 Future work
The main goal of this research was to provide guidelines and
review the assessment techniques used to measure students’
progress for the decision trees module within the ML course
of TU Delft. Due to the very limited time constraints of this
research, further work is recommended in order to deeper an-
alyze certain aspects of the course.

First, different modules must be further analyzed in or-
der to improve the course as a whole. While the improve-
ments proposed by this research can improve the decision
trees and random forests modules and there is previous liter-
ature [20] which aims to improve the non-parametric classi-
fiers, it is not yet sufficient in order to completely restructure
the course based on the provided guidelines. Modules such
as linear classifiers, perceptrons, etc. need further studying
and their corresponding learning objectives and assessments
require further independent reviewing and analysis.

Although this research used different questioning tech-
niques that aim at revealing professionals’ opinions such as
the teaching staff of the course, the collected data only repre-
sents a fraction of the possible data. As such, a higher number

of teachers and TAs should be interviewed in order to gain
better knowledge and possibly more accurate and complete
results regarding this subject.

Yet another suggestion for further research on this subject
would be to also take into consideration the students’ opin-
ions regarding this matter. We believe that it could be pos-
sible that students might perform better if the course would
focus more on designing homework assignments that can ac-
curately reflect student knowledge without the very high time
pressure students face within the exam period. However, this
hypothesis needs further studying, and controlled groups of
students should be tested in order to complete such experi-
ments.

9 Conclusions
This research provides an extensive analysis of the de-
sign of assessment questions that accurately measure student
progress within the decision trees and random forests classi-
fiers modules of the ML course.

Learning outcomes were reviewed and extended upon such
that they better reflect teachers’ expectations regarding stu-
dent knowledge. The process is based on Bloom’s taxonomy
of learning, which provides a framework for analyzing the
cognitive levels of understanding. Each learning objective
was individually matched with its corresponding level of un-
derstanding in order to gain a better overview and be able to
provide more valid and reliable assessments.

Based on the cognitive level of understanding assigned to
each learning objective, a series of possible assessment ques-
tions and guidelines for creating effective questions were de-
vised. The proposals are consistent with existing literature on
similar subjects.

Further insights from professionals such as teachers and
TAs within the teaching staff of the ML course have been
compiled, analyzed, and discussed during this research.
The aforementioned professionals have been interviewed and
asked to complete a survey designed to unveil a series of as-
sessment requirements, expectations, and experience-based
opinions. Based on the unveiled information gained by this
process, we proposed a set of alternative assessments, includ-
ing a homework assignment that can be used to assess student
knowledge regarding only the decision tree module, rather
than the complete course.

Altogether, this research provides a replicable process of
analyzing, improving, and extending the predefined learning
objectives of the decision trees and random forests modules
using Bloom’s taxonomy of learning. This research also pro-
poses a series of viable multiple-choice questions that can
be used as a template for questions created for future exams.
Last but not least, we provide valuable insights from profes-
sionals in the field of teaching ML to undergraduate students
and give an alternative assessment method that focuses on
measuring students’ progress during the course, rather than
only during the final examination period.



A Interview questions
The following questions were asked during the interviews
with both the course coordinator and TAs:

1. How do you create assessment questions? How does the
process look like?

2. Are there any predefined mappings that match the learn-
ing outcomes’ cognitive levels to the type of question?
For example, if the learning outcome is ”Contrast a de-
cision tree classifier with a random forest” do you auto-
matically create an open question since the verb contrast
requires a deep level of understanding or do you attempt
to create a multiple-choice question, and if unsuccessful
you fallback to the open-ended type?

3. Which of the following questions do you think would
reflect the students’ understanding levels better?

• Question 1 (Multiple choice): Choose the correct
formula for the entropy node-splitting criteria:

(a) −
∑

c pc log(pc)

(b) maxc(1− pc)

(c)
∑

c pc(1− pc)

(d)
∑

c pc log(pc)

• Question 2 (Open question): Explain in one sen-
tece what node-splitting means and write the for-
mula for entropy.

4. How good is the question chosen above to assess under-
standing of the following learning objective: ”Describe
different node-splitting criteria such as: missclassifica-
tion, entropy and Gini Index?” (Likert scale)

5. Why did you rate the question this much? What is the
rating based on? Any feedback?

6. What type of question would you choose for this learn-
ing outcome: ”Compute and analyze the confusion ma-
trix of a decision tree”?
The question would be structured like this: ”Given the
following sample data and the following decision tree,
what would be the resulting confusion matrix?”
Possible question options could be something like:

• Pick the correct answer (Multiple-choice question).
• Compute the number of true-positives. (open ques-

tion - partial testing of understanding)
• Compute the full confusion matrix. (open question

- testing full understanding)

7. Based on your experience with grading, do students usu-
ally perform better when asked multiple-choice ques-
tions or open-ended questions? (Possible answers are:
Multiple-choice, Open-ended, no noticeable differences,
they perform equally good/bad)

8. Are you familiar with Bloom’s taxonomy? If so, would
you say that learning objective ”Explain when and why
non-linear classifiers are needed” rather has the depth of
’understanding’ or ’synthesis’?

B Survey questions
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