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A B S T R A C T

Meeting climate and air quality targets, while preserving the focus on the reliability and cost-effectiveness of
energy, became a central issue for offshore wind turbine engineers. Floating offshore wind turbines, which
allow harnessing the large untapped wind resources in deep waters, are highly complex and coupled systems.
Subsystem-level optimisations result in suboptimal designs, implying that an integrated design approach is
important. Literature saw a few attempts on multidisciplinary design analysis and optimisation of floating wind
turbines, with varying results, proving the need for an efficient, and sufficiently accurate, integrated approach.
This paper reviews the state-of-the-art approaches to multidisciplinary design analysis and optimisation of
floating support structures. The choice of the optimisation framework architecture, support platform design
variables, constraints and objective functions are investigated. The techno-economic analysis models are closely
examined, focusing on the approaches to achieving the optimum accuracy–efficiency balance. It is shown that
the representation of the fully coupled system within the optimisation framework requires the introduction of a
more complex multidisciplinary analysis workflow. Methods to increase the efficiency of such frameworks are
indicated. Non-conventional support structure configurations can be conceived through the application of more
advanced parametrisation schemes, which is feasible together with design space size reduction techniques. The
set of design criteria should be extended by operation and maintenance cost, and power production metrics.
The main technical limitations of the frameworks adopted so far include the inability to accurately analyse
a diverse range of support structure topologies in multiple design load cases within a common framework.
The cost approximation models should be extended by the chosen aspects of pre-operational phases, to better
explore the benefits of the floating platforms.
1. Introduction

1.1. Context and problem statement

The global response to climate change requires a far-reaching
transformation across the energy system. Wind is currently the fastest
growing source of renewable energy, with year-over-year growth of
53% (Lee and Zhao, 2021). Even though land-based installations domi-
nate, offshore wind capacity expands ten times as fast as its onshore
counterpart (Lee and Zhao, 2021). Owing to ever-larger rotors and
more consistent wind speeds, offshore wind also provides higher ca-
pacity potential, enough to cover the current total world’s demand for
electricity.

One of the main limitations of offshore wind farm development is
water depth; when exceeding 50m, bottom-fixed foundations may no
longer be economically viable (Myhr et al., 2014). With the devel-
opment of floating offshore wind turbines (FOWTs), it is possible to
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remove the water depth constraint and harness large untapped wind
resources far from shore, at higher operational efficiency and increased
capacity factors (Johnston et al., 2020). Additionally, FOWTs have the
potential to offer reduced installation cost, smaller seabed footprint,
and less visual intrusiveness (Lee, 2005; IRENA, 2019). However, since
the technology has not matured yet, the Levelised Cost of Energy
(LCoE) related to these turbines remains high (Ghigo et al., 2020).
A significant reduction of the cost cannot be achieved by a single
innovation but requires a series of coordinated efforts in many disci-
plines (Evan et al., 2020; Barter et al., 2020). The success of FOWTs
depends on advances at each stage of the turbine’s life cycle, including
installation, operation & maintenance, and decommissioning. However,
continued improvement in design and manufacturing is a key cost-
reduction driver (European Commission, 2021). Between 20–40% of
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Abbreviations

1P Rotor frequency
3P Blade passing frequency
BOBYQA Bound Optimisation by Quadratic Approxi-

mation
CapEx Capital Expenditure
DecEx Decommissioning Expenditure
DLC Design Load Case
DOF Degrees of Freedom
FD Frequency Domain
FOWT Floating Offshore Wind Turbine
LCoE Levelised Cost of Energy
MDAO Multidisciplinary Design Analysis and Opti-

misation
MDA Multidisciplinary Analysis
OC5 Offshore Code Comparison, Collaboration,

continued, with Correlation
O&G Oil and Gas
OpEx Operating Expenditure
O&M Operations and Maintenance
r Discount rate
RAO Response Amplitude Operator
RNA Rotor-Nacelle Assembly
SQP Sequential Quadratic Programming
t Year
TD Time Domain
TLP Tension Leg Platform
TSR Tip-speed ratio

Nomenclature

𝑎𝑛 Projected area per unit length
𝑐𝑑 Drag coefficient
𝐷 Characteristic dimension
𝑑𝐿 Length of the thin horizontal slice
∇ Volume per unit length
𝜈𝑐 Current velocity
𝜔 Wave frequency
𝜌 Water density
𝑆𝐹 Safety factor
𝑇 Static tension
𝑇𝑚𝑎𝑥 Maximum tension allowed
𝑢 Water particle velocity

the capital cost of a FOWT can be attributed to the support struc-
ture (Gentils et al., 2017; Mathern et al., 2021). Therefore, as noticed
in multiple references including Myhr et al. (2014), Mathern et al.
(2021), Tran and Kim (2017), Wang et al. (2022), the development of
accurate simulation and optimisation tools is vital to the success of this
technology.

1.2. Multidisciplinary design analysis and optimisation

Multidisciplinary Design Analysis and Optimisation (MDAO) is a
field of engineering which focuses on the design of systems involving
multiple disciplines and/or subsystems. Multidisciplinary optimisation
is most useful in complex heterogeneous problems where the coupling
between the multiple disciplines is too strong to be neglected, or where
2

the synergy between subsystems can be exploited.
Such problems can be decomposed into a series of smaller blocks
of computations, each with its own set of input and output vari-
ables (openmdao.org, 2021). The outputs of some of the blocks are
passed as input to other components, creating either simple feed-
forward connections or feed-back connections, which create a coupled
model (Fig. 1).

A system containing feed-back connection(s), referred to as ‘‘Multi-
disciplinary Analysis’’, needs to be solved iteratively to obtain unique
and valid outputs, and only after all cycles (i.e., groups of computations
with feed-back connections) in the model are converged, the outputs
can be used to compute the design objectives and constraints (as
detailed in Section 1.3), which are then fed to the optimiser block
driving the solution of the entire MDAO problem, as schematically
presented in Fig. 2.

The way the particular disciplinary analysis components and cycles
are grouped determines the hierarchy (or architecture) of the problem.
A comprehensive review of many MDAO architectures developed was
published by Lambe and Martins (2012), and the issues related to
MDAO are extensively discussed in Agte et al. (2010) and Martins and
Ning (2021).

Although applicable in all design stages, the MDAO of Floating
Offshore Wind Turbines (FOWTs) is perhaps most effective at the con-
ceptual design stage, when early decisions about the support platform
topology are made. The knowledge gained in the concept phase is
essential for the success of later phases, where any design changes
can only be made at a relatively high cost (as illustrated in Fig. 14).
As noticed in Safavi et al. (2016) and Barter et al. (2020), this is
particularly true for complex, innovative structures with scarce prior
empirical information. The physical environment and dynamics of
FOWTs are very complex, with strong inter-dependencies between
wind- and wave-driven responses (Bachynski and Moan, 2012).

The rotor nacelle assembly is primarily influenced by the aerody-
namic loads, which in nature are nonlinear (the wind load varies with
the square of the wind speed). The wind turbulence may excite low-
frequency oscillations of the platform, blades and tower at multiples of
the rotor rotational frequency (Lemmer et al., 2020). Additionally, the
relatively low 1P frequency of the large 10-15MW rotors may overlap
with the most energetic part of the sea spectrum, potentially magni-
fying the motion of the platform (Arany et al., 2016). The gyroscopic
effect of the rotating rotor, which can be modelled as an additional
damping term, affects the response of the entire system shifting the
peak of the response spectrum to a higher frequency (Bahramiasl
et al., 2018) and inducing a gyroscopic yaw moment (Jonkman, 2009).
Inversely, the wave-induced rapid translational and rotational motion
of the platform in the six degrees of freedom can substantially affect the
tower-top motion, hence influencing the thrust and torque produced
by the rotor (Karimirad et al., 2011) and the bending moments at the
tower base and blade roots (Jonkman, 2007; Matha, 2010), subject to
the action of the control system. Above the rated wind speed, the blade-
pitch controller interacts with the platform pitch motion introducing
the negative damping (Larsen and Hanson, 2007; Jonkman, 2008).

Traditionally, the floating support structures were designed to pro-
vide possibly the most stable, stiff platform for the tower and turbine
adapted from bottom-fixed offshore wind turbines (Barter et al., 2020).
The introduction of an integrated optimisation of the floating platform,
mooring system, tower, rotor, and controllers allows to concurrently
design the complete system, likely resulting in a less stiff and lighter
substructure. To be able to study the cost advantages of the new config-
urations, economic modelling plays a crucial role. However, due to very
limited experience with designing, manufacturing, installing, and oper-
ating these novel structures, cost components assumptions and models
are subject to large uncertainties (Muskulus and Schafhirt, 2014). This
indicates why the multidisciplinary approach to FOWT optimisation is
not only justified, but necessary and challenging. Sufficiently advanced
coupled models of economics, aerodynamics, hydrodynamics, struc-
tures, and control are necessary to capture all above-mentioned effects,
while keeping the computational cost at reasonable levels (Bachynski

and Moan, 2012; Jonkman, 2009).
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Fig. 1. An example of a feed-forward and feed-back schemes.
Fig. 2. General optimisation procedure.
1.3. Optimisation problem formulation

Many of the engineering design optimisation problems, including
that of a FOWT system, can be classified as constrained multiob-
jective problems, with the following widely accepted mathematical
formulation (Agte et al., 2010):

𝑚𝑖𝑛. 𝑓1(𝒙,𝒑),… , 𝑓𝑘(𝒙,𝒑) (1)
𝑤.𝑟.𝑡. 𝒙 = [𝑥1,… , 𝑥𝑛]𝑇 , 𝒑 = [𝑝1,… , 𝑝𝑚]𝑇

𝑠.𝑡. 𝑥𝑖,𝐿𝐵 ≤ 𝑥𝑖 ≤ 𝑥𝑖,𝑈𝐵 , 𝑖 = 1, 2,… , 𝑛

𝒈(𝒙,𝒑) ≤ 0, 𝒉(𝒙,𝒑) = 0

A multi-objective problem aims to optimise more than one design
attribute. Several methods for combining the component attributes
into one expression exist, one of the most often utilised being the
Weighted Sum Method where the final cost function (𝑓 ) is a weighted
sum of the component functions (Zadeh, 1963). It is a matter of
judgement to set these weights to reflect the importance of the chosen
attributes (Arora, 2017). Other approaches to multi-objective optimi-
sation exist, such as physical programming (Messac, 1996), or lexico-
graphic method (Behringer, 1977). A comprehensive review of such
methods is available, for example, in Arora (2017).

When considering a structural optimisation, the design vector (𝒙)
contains the geometric/material features of a structure, which are
varied to result in different candidate designs, with lower and upper
bounds (𝑥𝑖,𝐿𝐵 , 𝑥𝑖,𝑈𝐵). The larger the vector of variables, the broader
range of designs can be represented with a greater level of detail.
However, an increasing number of variables leads to the so-called
curse of dimensionality (Chen et al., 2015): as the number of variables
(‘dimensions’) increases by 𝑛, the size of the search space increases
by a factor of 𝑚𝑛, provided 𝑚 is the number of values considered for
each variable. Therefore, significant simplifications are often necessary.
Parameters (𝒑) influence the behaviour of the system but are not
controlled by the optimiser and cannot be freely chosen (material
properties, operating conditions, etc.).

The collection of feasible designs is often referred to either as a
feasible set or feasible design space. It is defined as a set of points that
satisfy all inequality and/or equality constraints of the problem (Arora,
2017): 𝒈 and 𝒉 functions in Eq. (1), respectively. These constraints can
be relative to the design variables (bounds) and/or performance of a
system/subsystem (system constraints), and may vary in mathemati-
cal nature (linear/ nonlinear, explicit/implicit), which influences the
choice of the optimisation algorithm and its performance.

In search of the best of all feasible solutions, two approaches can be
distinguished: local and global (Arora, 2017). The most often followed
3

practice, in the field of optimisation of floating structures, is to look
for a local optimum, i.e., for a design that cannot be further improved
by exploring its close neighbourhood (Arora, 2017). Unless one deals
with a convex problem, the existence of a global optimum cannot be,
in general, guaranteed (Arora, 2017). In an engineering approach, the
goal is to find a much-improved design with the resources given, rather
than looking for a globally-optimum design.
Article overview

The organisation of this article is as follows. Section 2 investigates
the state-of-the-art implementations of MDAO frameworks in various
engineering fields, including the design of FOWT support structures.
Sections 3 through 5 review the existing approaches to the selection of
the design variables, objectives, and constraints, respectively. Section 6
reviews the most often utilised optimisation algorithms. Sections 7 and
8 investigate the selection of approaches to dynamic and economic
models in FOWT multidisciplinary optimisation studies. The article is
concluded with a critical discussion and recommendations for further
improvements (Sections 9 and 10).

2. Multidisciplinary design analysis and optimisation

2.1. Development drivers

The cornerstone of MDAO was laid by Schmit (1960), who per-
formed a fully automated optimisation to minimise the weight of a
three-bar truss system by varying cross-section areas subject to con-
straints on stress, deflections and size of the members. The system was
described by five simultaneous equations, where the displacements of
the bars were related to the stress and temperature rise in the member,
hence marrying the two disciplines.

The importance of integrated numerical analysis demonstrated by
Schmit was well understood in the aerospace industry, where the in-
troduction of composite materials triggered changes to the design pro-
cess. Grossman et al. (1988) showed that the integrated aerodynamic-
structural optimisation of a wing is superior to the traditional iterative
design techniques. To account for the coupling between the structure
and aerodynamics, two matrices were introduced into the system of
equations: one representing the change in lift coefficient due to a
unit twist angle, and one representing the change in twist due to a
unit aerodynamic load. These cross-sensitivity matrices were obtained
through the method of small perturbations (for instance, by recording
the change in lift due to a small increase in the twist of a section for a
range of scenarios), at each step of the optimisation. Favourable inter-
action between the two disciplines was exploited through distributing
the structural material such that large deformations did not reduce the

aerodynamic performance (moving the centre of lift towards the root of



Ocean Engineering 251 (2022) 111002K. Patryniak et al.
Fig. 3. Example of optimisation decomposition in aeroplane design, based on Subramanian and DeLaurentis (2016).
a wing), hence relaxing the need for keeping the deformations small.
Reduced torsional stiffness allowed for reducing the structural mass,
increasing the overall performance of the wing in a way not attainable
through a sequential design.

Consideration of more complex cases required computational meth-
ods to become more efficient. Three different approaches to that task
can be distinguished. Firstly, multiple disciplines can be merged to
form hybrid disciplines (e.g., structural control (Haftka, 1990), hydro-
elasticity (Garg et al., 2017)). This way, simultaneous manipulation of
design variables in several disciplines is possible by a single widely
skilled analyst, reducing organisational difficulties. Another common
approach is to lower the fidelity of the analysis at the conceptual
level. For instance, Ripepi et al. (2018) developed a reduced order
model to predict aero-elastic loads based on a linear aerodynamic
model corrected with a small number of high-fidelity Computational
Fluid Dynamics computations. This technique brought a massive re-
duction in optimisation time (Jayaram et al., 1992). The last ap-
proach focuses on decomposition and global sensitivity techniques.
In that case, the problem is split into multiple subproblems (opti-
misation loops), each concerning small subsets of the variables and
constraints, grouped at the global level (e.g., Concurrent Subspace Opti-
misation (Sobieszczanski-Sobieski, 1989)). This approach is particularly
useful if the calculations can easily be run in parallel, provided parallel
computing is available (Martins and Lambe, 2013). The workload can
be distributed between specific analyst groups, which can be based
in geographically distant locations. Finally, system-level optimisation
can be performed with minimal changes to the disciplinary analysis
codes, with efficient data exchange (Sobieszczanski-Sobieski, 1990).
For instance, Subramanian and DeLaurentis (2016) decomposed their
airport noise minimisation problem into three optimisations: that of
aircraft subsystems, aircraft, and approach procedures, linking the
three subproblems through their inputs and outputs into a hierarchical
system design problem, as presented in Fig. 3.

2.2. MDAO applied to offshore oil and gas industry floating structures

While aerospace engineering can be dated back to 1910 (the begin-
ning of the development of military aircraft), the first floating offshore
structure, Ocean Driller, was deployed half a century later (1963).
Around that time, Boeing 747 made its first transatlantic flight, and the
first manned spacecraft landed on the Moon. With a less apparent need
for multidisciplinary optimisation when considering offshore floating
structures, the MDAO concept was not broadly applied in that field.
Only a few studies employed formal optimisation algorithms for the
hull design (e.g., Clauss and Birk, 1996; Jang et al., 2019).

Examples of multidisciplinary optimisation in this field are even
more scarce. Perhaps the most advanced study of such type was con-
ducted by Sugita and Suzuki (2016) who utilised the simulated anneal-
ing and genetic algorithm to minimise the weight of a TLP, subject
to constraints stemming form different disciplines (mooring tension,
platform offset and natural periods, structural stress). The analysis
framework consisted of hydrodynamic analysis, structural analysis,
4

Fig. 4. Iterative approach to steady state offset and mooring restoring matrix.
Source: Adapted from Tracy (2007)

frequency-domain global performance analysis, and weight estimation
modules. All modules were called in a sequential manner, once per
each optimisation iteration, therefore, the responses were not con-
verged at the system level before being passed to the objectives and
constraints evaluation block. Regardless, this study was a great step in
the transition from a traditional design approach to a fully automated
approach.

2.3. MDAO applied to floating offshore wind turbines

The design of floating wind turbine support structures differs from
the oil and gas platforms in many aspects. One of the most important
distinctions is the fact that, while for O&G offshore structures the
aerodynamic loads constitute a small fraction of the total load, FOWTs
are designed to extract energy from the wind, and therefore both wind
and wave loads are significant. Despite this, initially, FOWT platforms
heavily relied on the oil and gas industry legacy, with conservative
designs.

The first study on multidisciplinary design optimisation of FOWTs
was published by Sclavounos et al. (2008), based on the thesis of Tracy
(2007). The dynamic performance analysis was decomposed into three
modules: mooring system, the floating structure, and the wind turbine,
with the characteristics of each discipline assembled into one equa-
tion of motion based on a linear spring–mass–damper system in the
frequency-domain (as presented in Section 7.1). Because the mooring
loads may be nonlinear over large displacements, the platform steady
state offset was computed by the hydrodynamic module and then used
as a linearisation point by the mooring module, so that the offset and
stiffness were computed iteratively, as per the simplified diagram in
Fig. 4. The remaining inputs to the linear system were computed in
sequence.

After the world’s first FOWT, Hywind I (KARMØY), was deployed
and proved to be a technically feasible concept, the research on support
platforms gained more interest. Currently, the process of design and
optimisation of these structures, and the urge to reflect the great com-
plexity of the system within the optimisation process, better resemble
the practices seen in aerospace engineering than the traditional offshore
sector.

One of the most sophisticated approaches to integrated design opti-
misation has recently been demonstrated by Hegseth et al. (2020b). The



Ocean Engineering 251 (2022) 111002K. Patryniak et al.
Fig. 5. Assembly of the structural and control models in one closed-loop state–space
system through input/output pairs: generator torque 𝑄𝐺 , blade pitch 𝜃 and rotor speed
�̇�.

authors optimised the Proportional Integral (PI) control system, tower,
spar platform, and catenary mooring system in an integrated manner,
by combining the structural and control state–space systems into a
complete closed-loop aero-hydro-servo-elastic model, as per Fig. 5.

A modular approach was applied, with discipline-specific calcula-
tions performed by individual units of code, connected in a multidisci-
plinary network by feed-forward connections (with one exception of a
cycle for the calculation of viscous damping, as explained in Hegseth
et al. (2020b)). By increasing the controller gains, a reduction in
rotor speed variation was observed, however, this was achieved at
the cost of increased fatigue damage. The cost and performance of
the designs obtained thorough the integrated optimisation were also
compared to those obtained without varying the controller gains, show-
ing superiority of the coupled approach over the simpler structural
optimisation.

When constructing an MDAO framework, numerous challenges must
be overcome, including the choice of the order of execution of the dis-
ciplinary analyses, the management of the flow of information between
the components, the choice of the system solver (linear/nonlinear,
monolithic/recursive iterators), and the integration with an optimisa-
tion algorithm. Efficient implementation of these aspects requires a
very specific set of skills and is time-consuming; the formalisation of
system specification and workflow automation may take as much as
60–80% of project time, according to the survey in Ciampa and Nagel
(2016). In that respect, the open-source and commercial tools devel-
oped by third parties are very powerful, taking a significant part of the
coding burden off. A brief review of the three chosen non-proprietary
tools is given in the next section.

2.4. An overview and comparison of available MDAO tools

OpenMDAO is an open-source framework for efficient multidisci-
plinary optimisation developed by the MDO Lab (Michigan University)
in collaboration with NASA. One of its main advantages is the efficient
data (input/output) passing between components through variables
promotion or connect statements, and a choice of system iterative
solvers (Gauss–Seidel, Newton, and more). Highly valued is also its
ability to efficiently calculate the total derivatives, either numerically
(finite-difference or complex-step), or through analytic partial deriva-
tives followed by the computation of total derivatives (through a direct
or adjoint method). Hence, gradient-based algorithms can be applied to
optimisation problems with a large number of variables and constraints
efficiently. Being open-source, the code can be fully customised. Addi-
tionally, an interactive model structure visualisation tool is provided.
An example of the application of OpenMDAO to FOWT optimisation
can be found in Hegseth et al. (2020b).

DAFoam, developed at the MDO Lab, models multidisciplinary
physics with OpenFOAM – an open-source multiphysics software. The
tool can deal with a large, constrained design space through the imple-
mentation of an efficient discrete adjoint method for total derivatives
computation. The package also includes a geometry parametrisation
5

module based on the Free-Form Deformation scheme (more details
in Section 9), which makes DAFoam one of the most comprehensive
tools available. However, the framework only supports optimisation
algorithms available in the python library pyOptSparse, and the choice
of physics solvers is limited to those implemented in OpenFOAM. An
example of the application of DAFoam to engineering optimisation can
be found in He et al. (2019).

DAKOTA is a multilevel parallel object-oriented framework for sen-
sitivity and uncertainty analysis, design optimisation and calibration,
developed by the Sandia National Laboratory with contributions from
the community. This toolkit allows interfacing simulation codes with
iterative mathematical and statistical methods through an interface
developed by the user as a script in any language. This implies that
DAKOTA can be connected to any simulation code, provided that the
code can be executed from a command line and performs its I/O
through data files. A wide range of optimisation algorithms is available,
including both gradient-based and derivative-free methods. Addition-
ally, nested models and parallel computing can be enabled and easily
managed. An example of the application of DAKOTA to engineering
optimisation can be found in Xia et al. (2018).

The main characteristics of these tools are reported and compared
in Table 1.

3. Design variables

To be able to analyse the performance of a large number of designs
in an optimisation environment efficiently, their characteristics must
be represented with the smallest set of variables possible. At the same
time, sufficient design flexibility (or detail) must be ensured to repre-
sent the topologies adequately. Hence, a trade-off between the richness
of the design space and the cost of the optimisation process is observed.

An MDAO application requires a common set of variables that
can be manipulated and exchanged among different disciplines. Ide-
ally, the geometric model should also be smooth (shape modification
should maintain a smooth geometry), provide local control, and short
setup time. Unlike most of the geometric variables, the non-geometric
features (such as material type, anchor type, etc.), and composition
features (such as number of floaters, hull sections, mooring lines, etc.)
often have discrete nature. Hence, the development of an efficient
parametrisation scheme is a non-trivial task. See Samareh (1999, 2001)
for an extensive review of formal parametrisation schemes.

The design optimisation of FOWTs followed a less strict method-
ology for shape parametrisation, with no record of any interest in
efficient parametric modelling in the literature up to date. One of the
most mature approaches was demonstrated in Hall et al. (2014), where
the mooring configuration was defined in a formal mathematical way.
The attachment of the lines to the hull was fixed, and the anchor
positions were set to linearly vary with the parameter 𝑥𝑀 ranging
from 0 (i.e., anchor directly under the mooring attachment point) to
2 (i.e., the horizontal distance between the hull attachment and the
anchor of twice the water depth). Taut configurations were represented
by the negative values of the parameter 𝑥𝑀 , as presented in Fig. 6. For
a given platform design and water depth, this parametrisation scheme
allowed to model a continuous range of mooring configurations with
just one design variable.

Another detailed mooring system parametrisation was presented
by Hegseth et al. (2020b) who included four variables: line diameter,
depth of the fairleads below the water surface, the total length of the
line, and the horizontal distance between the fairlead and anchor. The
inclusion of the mooring attachment point location in the set of design
variables allowed the observation of the important platform-mooring
system couplings. The fairlead depth below the water surface was
shown to strongly influence the surge-pitch coupled motion, therefore
influencing the pitch response of the entire system.

A very common approach is to only include the mooring line length
and its orientation defined by two additional continuous parameters:
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Table 1
The MDAO tools reviewed in this study.

Code OpenMDAO DAKOTA DAFoam

Reference Gray et al. (2019) Eldred et al. (2002) He et al. (2020)
Language Python C++ C++, Python

Gradient-based
algorithms

SNOPT, IPOPT, SLSQP,
NLPQLP, FSQP, PSQP, ParOpt,
CONMIN

Conjugate gradient methods,
SQP methods, Newton
methods, MFD, Augmented
Lagrangian method

pyOptSparse compatible
solvers including SNOPT

Derivative-free
algorithms NSGA2, ALPSO

PS, Simplex, Greedy Search
Heuristic, NOWPAC, EA,
DIRECT, EGO

–

Fig. 6. Example of mooring line profiles for the line shape parameters 𝑥𝑀 ∈ [−1, 2].
Source: Reproduced from Hall et al. (2013).

the horizontal distance from the fairlead to anchor, and the angle of
the lines with respect to a global coordinate system (Brommundt et al.,
2012). Some complexity can be added by allowing the diameter of the
lines to vary along the line length (Myhr and Nygaard, 2012) or by
varying the material of each section of the line (Pillai et al., 2019).

Floating platform parametrisation is greatly based on the examples
of structures from the oil and gas industry. A few classical concepts
exist, with spars, TLPs, and semi-submersibles being the most popu-
lar (Leimeister et al., 2018). The geometry of each of the platform types
can be uniquely defined by a different set of parameters. Therefore, the
majority of the studies focuses on a chosen class, narrowing the range
of free parameters down to a minimum.

The tower design is often represented as a truncated cone with
variable base and top diameters and a linear distribution of diameters
in between, keeping the hub height fixed (e.g., Hegseth et al., 2020a)
or variable (e.g., Ashuri et al., 2016).

The hull is usually modelled as either a single axisymmetric body
or an array of these. For instance, Hegseth et al. (2020b) modelled
the spar platform with 10 sections, each having a variable height, top
diameter, and wall thickness. The scantlings of the floating structures
are usually considered only approximately by augmenting the wall
thickness (for example in Hall et al. (2013)) or material density (for
example in Jonkman (2010)) to account for the additional mass of
the internal steel members. However, when structural dynamics are
included in a multidisciplinary optimisation problem, it is necessary to
model these structures more accurately.

This was achieved, for example, by Hegseth et al. (2020b), who
proposed to model the T-ring stiffeners inside each of the 10 sections of
the floater with 5 additional variables: the thickness and length of the
webs and flanges, and the distance between the stiffeners. To reduce the
number of variables and the computational effort, the authors adopted
a B-spline approach. By using 4 control points, smooth distribution of
these parameters along the depth of the floater was achieved, and the
number of variables related to the stiffeners reduced from as many as
50 to just 20.

In their later study (Hegseth et al., 2020a), the authors noticed that
the optimum wall thickness was mostly governed by the necessity to
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withstand the hydrostatic pressure. Hence, provided that the detailed
scantlings design is not of interest, wall thickness can be expressed as
a function of depth, with no need to be included in the set of variables.

To dampen the heave motion in near-resonance conditions, heave
plates are often used, particularly in semi-submersible designs.
Gilloteaux and Bozonnet (2014) allowed the use of multiple heave
plates, with their spacing and radius as design variables. An interesting
decision was to consider the ratio of the plate radius to the column
radius, making this variable nondimensional. Lemmer et al. (2017)
additionally considered the thickness of the plates, showing that with
thick plates the wave cancellation effect can be achieved, significantly
improving the platform response in waves.

A unique approach was followed by the researchers at the University
of Victoria (Hall et al., 2013; Karimi et al., 2017), where the design
space covered a wide range of designs moving beyond the standard
classification of the foundations. The eight-parameter scheme consisted
of a single central cylinder (characterised by a variable draft, radius
and taper near the waterline), accompanied by a variable number of
outer columns (each characterised by a draft, radius, heave plate radius
and distance to the central cylinder). Such an approach brings along
multiple additional challenges, not seen when parametrising a single-
class platform. The scheme must be able to represent both the existing
design topologies, as well as those not yet seen. The optimisation
framework must be able to deal with the possible discontinuities in the
complicated design space, where multiple local minima are possible. On
top of that, the distant types of geometries generated by the parametri-
sation scheme must be evaluated with one common analysis model
with comparable accuracy (these challenges are further discussed in
Section 9.1).

Another approach to the task of covering all support structure con-
figurations and beyond was presented by Hall et al. (2014). The basis
function approach removes the consideration of the physical platform
geometry and works with hydrodynamic coefficients instead. Hydrody-
namic characteristics of each candidate design (𝑿0) are represented as
a linear combination of hydrodynamic characteristics of a set of basis
platforms (𝑿𝑛), as given by Eq. (2):

𝑿0(𝜔) = 𝑐1𝑿1(𝜔) + 𝑐2𝑿2(𝜔) +⋯ + 𝑐𝑛𝑿𝑛(𝜔) (2)

where the hydrodynamic coefficients may or may not be functions of
angular frequency, 𝜔.

The optimisation problem is defined in such a way that the ob-
jectives are achieved by varying the coefficients of combination (or
weights) 𝑐𝑖, which represent how much the final design resembles each
of the basis designs. The final design is then reproduced by superposi-
tion of the basis geometries (no standard way of doing this exists). This
approach avoids the requirement of expensive solution of the radiation
and diffraction problems for every single design. Therefore, it offers
a significant reduction in the optimisation time. However, ambiguity
remains in the how these optimal combinations of basis functions
should be translated to a physical geometry.

Note that the design of the fixed structural elements such as cross-
bracings, tendon arms, ballast, fairleads, etc. was not discussed. Al-
though essential for design integrity, such components are usually
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out of control of the optimisation algorithm and their parameters are
chosen to fit the variable characteristics of each design. For an example
of how these can be represented in a parametrisation scheme see Hall
et al. (2013).

4. Design objective/s

Table 2 compares the design objectives, constraints, variables, and
optimisation algorithms applied in the chosen 12 FOWT multidisci-
plinary optimisation studies. This section focuses on the review and
assessment of design objectives.

4.1. Economic indicators

The economic viability of a given wind turbine design can be
assessed based on the LCoE, defined as the ratio between the total life
cycle cost (sum of discounted CapEx, OpEx and DecEx) and total energy
production (AEP) (Castro-Santos et al., 2021).

𝐿𝐶𝑜𝐸 =

∑𝑛
𝑡=1

𝐶𝑎𝑝𝐸𝑥𝑡+𝑂𝑝𝐸𝑥𝑡+𝐷𝑒𝑐𝐸𝑥𝑡
(1+𝑟)𝑡

∑𝑛
𝑡=1

𝐴𝐸𝑃𝑡
(1+𝑟)𝑡

(3)

Since this factor reflects the cost of a unit of energy produced, lower-
ing its value is beneficial for electricity consumers and improves the
competitiveness of wind energy in the energy market. Lower LCoE
can be achieved by either increasing the energy production or re-
ducing the costs of financing, manufacturing, installation, O&M, and
decommissioning.

Most of the literature uses material weight and/or cost as a sole
proxy for LCoE (Myhr and Nygaard, 2012; Karimi et al., 2017; Fylling
and Berthelsen, 2011; USTUTT, 2016; Dou et al., 2020). Some positions
also include the manufacturing costs (Hegseth et al., 2020b,a; Lemmer
et al., 2017) and the cost of anchors (Hall et al., 2013; Karimi et al.,
2017). The inclusion of the anchor cost is important when more than
one class of support structures is considered, as the gravity and driven
anchors for TLPs can be twice as expensive as the drag-embedded
anchors used with semi-submersibles and spars (James and Ros, 2015).
An interesting approach was adapted by Tracy (2007), who used the
displacement volume as a cost driver, noticing that this single, easy to
calculate factor accounts for both the mooring system static tension and
the structural mass, which largely influences the capital cost. A similar
approach is proposed in Bachynski (2018), with the structural mass
approximated as the product of the displaced volume and an empirical
factor.

It is noteworthy that in the case of objective functions describing
either the capital cost (such as those outlined here), or full LCoE (such
as that used in Ashuri et al. (2016) for optimisation of bottom-fixed
offshore wind turbines), it is relatively straightforward to ensure that
the function is continuous, smooth and differentiable, what makes the
use of efficient gradient-based optimisation algorithms possible.

The details of the economic models applied in FOWT multidisci-
plinary optimisation studies are discussed in Section 8.

4.2. Performance indicators

Floating offshore wind turbines must be both cost-effective and
achieve the required response to ensure an efficient and safe energy
extraction. For that reason, along with the cost, a series of performance
objectives are usually considered.

Sclavounos et al. (2008) claimed the nacelle motion to be a critical
performance measure. In this work, the standard deviation of the na-
celle acceleration was expressed as an integral of the response spectrum
(Eq. (4)):

𝜎2 =
∞
(𝑅𝐴𝑂𝜁 (𝜔))

2𝑆(𝜔)𝑑𝜔 (4)
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𝜁 ∫0
The authors argued that an excessive nacelle acceleration causes
degradation of turbine performance and damage to the equipment. This
metric was also considered important in Hall et al. (2014, 2013), Karimi
et al. (2017), for slightly different reasons: large platform motions
were thought to reduce the turbine lifetime, induce higher flapwise
bending moments, and reduce energy production. The popular belief
that the nacelle acceleration is of uttermost importance in FOWT design
was challenged by Nejad et al. (2019), who found there that there
is no correlation between the tower-top acceleration and drivetrain
responses. The study also concluded that the tower top acceleration
does not affect the rotor torque (and so the power produced) in any
significant way, as long as the pitch control system remains intact
(similar conclusion can be seen for example in Pustina et al. (2020) -
this is discussed further in Section 9.2.2). Finally, although the fatigue
life was found to be the dominating parameter for the main bearings,
it turned out not to be influenced by axial nacelle acceleration. These
findings were recently applied by Hegseth et al. (2020b), who decided
to discard this objective from their study.

Sclavounos et al. (2008) demonstrated a multi-objective approach in
which they aimed to minimise the nacelle acceleration, simultaneously
minimising the mooring lines tension. A trade-off between these two
objectives was exposed, showing that the minimum-tension designs
(i.e., designs with catenary lines) were characterised by an increased
nacelle acceleration. Myhr and Nygaard (2012) aimed to minimise
the force value in the mooring lines as well as their weight using a
time-domain approach. Pillai et al. (2019) performed an optimisation
to investigate the trade-offs between the mooring system cumulative
lifetime fatigue damage and its cost. Since mooring lines tension signifi-
cantly influences both the dynamic behaviour of a wind turbine and the
capital cost, the attention it receives in support structure optimisation
studies is justifiable.

A different objective was considered in the study of Hegseth et al.
(2020b), where the rotor speed standard deviation (𝜎�̇�) was used as
a proxy for power quality. For a given blade pitch angle, there is
one optimum tip-speed ratio at which a turbine extracts the power
from the wind most efficiently, i.e., at the highest coefficient of power
(this can be seen in Fig. 7). Therefore, for best performance, the ratio
of the rotor speed to the wind speed should be kept at exactly this
value (all else fixed). Large variations in the rotor speed at a constant
wind speed result in suboptimal operation. Additionally, variations in
the mechanical speed of the rotor (and hence the generator speed)
necessitate the voltage and primary frequency control (to meet the grid
connection requirements), which result in major power losses (Anaya-
Lara et al., 2018). The need to minimise the rotor speed variation was
emphasised by numerous studies on control strategies, including Namik
and Stol (2010).

5. Design constraints

The classification of the criteria as objectives or constraints is
not consistent in the literature, with the same criterion acting as an
objective in one study and as a constraint in another.

For instance, the before-mentioned standard deviation of the nacelle
acceleration, which was introduced as an objective in the previous
subsection, was used as a constraint instead in Fylling and Berthelsen
(2011), Dou et al. (2020), Gilloteaux and Bozonnet (2014). Rotor speed
variation presented as an objective in Hegseth et al. (2020b) was
instead used as a constraint in the later work of these authors (Hegseth
et al., 2020a). It was observed that control systems can reduce these
fluctuations, however, it is done at a cost of an increased blade pitch
actuator use. Therefore, the control effort was included in the set of
constraints as well. The threshold values for these two constraints were
based on scaled values characteristic for bottom-fixed wind turbines
(the matter of the use of various control systems to mitigate the conse-
quences of the motion of a floating platform will be further discussed

in Section 9).
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Table 2
A comparison of the chosen elements of FOWT support structure MDAO frameworks.

Reference Sclavounos
et al.
(2008)

Fylling
and
Berthelsen
(2011)

Myhr and
Nygaard
(2012)

Hall et al.
(2013)

Hall et al.
(2014)

Karimi
et al.
(2017)

USTUTT
(2016)

Lemmer
et al.
(2017)

Dou et al.
(2020)

Hegseth
et al.
(2020b)

Hegseth
et al.
(2020a)

Lemmer
et al.
(2020)

Objectives and constraints

Economic o o o o o o o o o o o
Performance o x
Hydrodynamic o x o o o x o x x x x
Servo x x
Elastic x o x x
Mooring o x o x x x x
Modal x x x x x

Design variables

Platform x x x x x x x x x x x x
Mooring x x x x x x x
Tower x x x
Cable x
Control x x x x x

Optimisation algorithms

Algorithm BF SQP B-A 1 2 GA PSr PSr SQP S+S S+S BF
Search goal Global Local Local Global Local Global Local Local Local Local Local Global
Gradient-
based

x x x x

Derivatives FD A A A

x — criterion used as a constraint; o — criterion used as an objective; BF — brute force; PSr — Pattern search; S+S — SNOPT+SQP; B-A — BOBYQA; 1 — CMN GA; 2 — fminsearch; FD — finite-difference; A — analytic
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Fig. 7. IEA 15MW controller regulation trajectory — variable speed variable pitch strategy.
Source: Adapted from Evan et al. (2020).
Fig. 8. Example frequency map for the IEA Wind 15MW reference rotor adapted from Allen et al. (2020). Red curve — Kaimal wind spectrum, blue curves — JONSWAP wave
spectrum for a range of sea states. Dark shading for the main range, light shading for the safety margins of +∕− 2 standard deviations. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
Likewise, the mooring line tension is often treated as a constraint
rather than an objective. Karimi et al. (2017) applied the minimum line
tension constraint to avoid excessive slack in the taut mooring system,
while Pillai et al. (2019), Hegseth et al. (2020b) and Brommundt et al.
(2012) set a maximum tension of the catenary line tension to avoid
exceeding the breaking strength of the chains. The last two studies
also constrain the loading on the drag-embedded anchors to be purely
horizontal. This is to ensure the anchors remain effective, not being
designed to take any vertical loading. The same goal was achieved in
a different way by Pillai et al. (2019), who set a limit on the number
of line points in contact with the seabed, and Dou et al. (2020), who
limited the length of the suspended line to be not more than 75% of
the total line length.

When the mooring system is subject to optimisation and both the
taut and slack lines are considered, both the minimum and maximum
line tension constraints are necessary to eliminate unfeasible configu-
rations. This approach was followed in Tracy (2007) and Fylling and
Berthelsen (2011). It is worth noting that the sum of the static and
dynamic line tension should be considered to account for the worst-
case scenario. For instance, Tracy (2007) formulated the maximum
tension constraint as (𝑇 + 3𝜎𝑇 )𝑆𝐹 < 𝑇𝑚𝑎𝑥 where 3𝜎𝑇 – three times the
standard deviation of the tension – represents the dynamic component
of the tension. Similarly, the minimum line tension was formulated as
(𝑇 −3𝜎𝑇 )𝑆𝐹 ≥ 0 — an approach easily applicable in frequency-domain
frameworks.

A particularly useful constraint, which can be assessed early in
the analysis process, is the avoidance of the resonance of the rigid
body modes of oscillation with the environmental exciting loads. The
full FOWT system must be designed in such a way that none of the
important natural frequencies overlaps with the most energetic range
of exciting frequencies. Here, the wind spectrum, wave spectrum, rotor
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and blade passing frequencies (1P and 3P) are to be considered, as
illustrated in Fig. 8 for a 15MW reference turbine (Evan et al., 2020).

The intention behind this constraint is to avoid excessive motions.
Often, this type of constraint is formulated more stringently by ap-
plying an additional 5–10% safety margin to account for the rotor
speed variability and to ensure none of the system’s important natural
frequencies is near these ranges (as shown by the lightly-shaded regions
in Fig. 8). For instance, Myhr and Nygaard (2012) only discouraged
the frequencies in the 1P and 3P ranges, while Ashuri et al. (2016)
considered wider near-resonant regions (i.e., 1.9P – 2.1P and 2.9P –
3.1P).

In addition to the rigid motion modes, the resonance of the flexible
modes (e.g., tower fore-aft, blade flapwise and edgewise natural fre-
quencies) with these exciting frequencies (wind, waves, 1P, 3P) could
be considered, to avoid augmented structural loads. However, this has
not been considered in FOWT optimisation frameworks up to date, up
to the best knowledge of the authors.

In the case of spar platforms, it is useful also to consider the so-
called Mathieu instability. When the heave natural period is 1∕2, 1, 11∕2
or 2 times the pitch natural period, the so-called internal resonance
occurs, and the pitch motions become unstable (Rho et al., 2005). The
constraint on the ratio between the two modes’ natural frequencies
was used in Hegseth et al. (2020b). Although this instability has a
low probability of occurrence, it is an important design consideration
since when it does occur, consequences may be severe (Haslum, 2000).
This constraint may be design-driving but is often neglected. Because
many of the optimisation frameworks utilise linear frequency-domain
models, they are not able to directly account for this nonlinear effect.
Therefore, a constraint on the simple ratio of natural frequencies is
a very useful and inexpensive addition to those models, to avoid the
above-mentioned instability.
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Table 3
Constraint values used in FOWT optimisation studies.
Constraint Units Limit Optimisation study Reference

Max static pitch angle deg 10 Hall et al. 2013 Hall et al. (2013)
10 Karimi et al. 2017 Karimi et al. (2017)

Max static + dynamic pitch angle deg 10 Tracy, 2007 Tracy (2007)
10 Hall et al. 2013 Hall et al. (2013)
10 Karimi et al. 2017 Karimi et al. (2017)
9 Fylling et al. 2011 Fylling and Berthelsen (2011)
15 Hegseth et al. 2021 Hegseth et al. (2021)
10 Dou et al. 2020 Dou et al. (2020)
10 Gilloteaux et al. 2014 Gilloteaux and Bozonnet (2014)

Max RNA acceleration m/s2 2.6 Fylling et al. 2011 Fylling and Berthelsen (2011)
2.0 Dou et al. 2020 Dou et al. (2020)
1.0 Karimi et al. 2017 Karimi et al. (2017)
5.0 Gilloteaux et al. 2014 Gilloteaux and Bozonnet (2014)

Max horizontal offset % of depth 15 Fylling et al. 2011 Fylling and Berthelsen (2011)
10 Hegseth et al. 2020 Hegseth et al. (2020b)
15 Dou et al. 2020 Dou et al. (2020)

Min line tension (TLP) kN 0 Tracy, 2007 Tracy (2007)
0 Hall et al. 2013 Hall et al. (2013)
1000 Myhr et al. 2012 Myhr and Nygaard (2012)
728 Fylling et al. 2011 Fylling and Berthelsen (2011)
0 Karimi et al. 2017 Karimi et al. (2017)
Other constraints applied in FOWT support structure multidisci-
plinary optimisation studies include the fatigue stress in the steel
structure (Hegseth et al., 2020b, 2021) and mooring lines (Fylling and
Berthelsen, 2011), the sum of the static and dynamic pitch motion eval-
uated in the maximum thrust condition (Hall et al., 2013; Gilloteaux
and Bozonnet, 2014; Karimi et al., 2017), the standard deviation of the
free surface elevation to avoid slamming and green water (Tracy, 2007;
Gilloteaux and Bozonnet, 2014), maximum platform motion to avoid
breaking the power cable (Brommundt et al., 2012), or maximum cable
tension (Fylling and Berthelsen, 2011).

Table 3 lists the constraint limiting values assumed in FOWT opti-
misation studies. It is noteworthy that some level of ambiguity is seen
in setting these limits.

6. Optimisation algorithms

This section is not aimed at providing an exhaustive overview of
all the optimisation algorithms available, but focuses on the algo-
rithms that have been adopted in FOWT multidisciplinary optimisation
studies.

The selection of an optimisation algorithm is governed by the
consideration of the type of optimisation problem at hand, the search
goal, and the search method. Like the majority of engineering problems,
most, if not all, FOWT optimisation problems can be categorised as
linearly or nonlinearly constrained problems. In some studies, the
constraints are separated by introducing penalty functions, so that the
use of unconstrained minimisation techniques can be made (e.g., Myhr
and Nygaard, 2012).

The search goal defines the goal of the optimisation — whether the
global or local optimum/optima are sought. Hall et al. (2013) studied
a wide range of designs spanning diverse platform and mooring system
topologies. Therefore, an insight into multiple local extrema (related to
different classes of platforms) was essential (an algorithm that can con-
verge to multiple locally optimal configurations simultaneously is very
powerful at the initial design stages, where the general characteristics
of the design space are studied). The robust Cumulative Multi-Niching
Genetic Algorithm (CMN GA) (Hall, 2012) previously developed by
the main author was utilised. Its distinctive feature is the ability to
preserve the entire population during the entire optimisation process,
adding new individuals to the population after each single objective
evaluation, never discarding any information. An example of design
space visualisation of the CMN GA is shown in Fig. 9.
10
Fig. 9. Cumulative Multi-Niching Genetic Algorithm (CMN GA) 2D design space
exploration — multiple local maxima can be seen.
Source: Retrieved from Hall (2012).

When working with FOWTs, even if a single class of platforms is
considered (e.g., a spar), the design space is likely to be multimodal
(i.e., contain multiple local optima). However, since global optimisa-
tion generally leads to a significantly increased computational effort,
most studies conduct local search instead, leading to less expensive,
but still useful, solutions. For instance, Myhr and Nygaard (2012) em-
ployed the Bound Optimisation by Quadratic Approximation (BOBYQA)
algorithm to search for locally optimal taut mooring configurations.
This trust-region method, partly depending on approximation of the
objective function, was found to be particularly beneficial in nonlinear,
nonconvex problems, with noisy objectives (Powell, 2009). Therefore,
such algorithms can be successfully applied to a problem where the
objectives depend on stochastic inputs.

Researchers at the USTUTT (2016) and Lemmer et al. (2017) used
one of the Pattern Search methods. Like for all methods within the
direct search optimisation family, the search is only performed in the
close vicinity of a starting point, therefore, the results are strongly
dependent on the choice of the initial set of variables (Eldred et al.,
2002). For this reason, the local approaches are often complemented by
the so-called ’multi-start’ strategy, where the optimisation is repeated
considering different initial design points (e.g., Hegseth et al., 2020b).

The last consideration is the search method, which refers to the
way the optimiser ‘moves’ from one to the next improved design
point. Up to 2020, the multidisciplinary FOWT optimisation studies
almost exclusively used derivative-free algorithms. This was mainly
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driven by the fact that the sensitivity information is not always readily
available, and the use of numerical approximation methods (e.g., fi-
nite difference) may significantly increase the computation time. The
stochastic algorithms applied in FOWT optimisation projects include
the previously mentioned BOBYQA, CMN GA and Pattern Search, as
well as different versions of the Genetic Algorithm (GA) (e.g., Karimi
et al., 2017). A comparison of a few derivative-free methods (Pattern
Search, Particle Swarm, GA, and Simulated Annealing) in terms of their
accuracy and efficiency was performed in USTUTT (2016), showing
that the Pattern Search generally requires fewer function evaluations
than the other methods considered.

In many other engineering fields, researchers often decide to employ
one of the modern, highly efficient gradient-based algorithms. For
smooth, unimodal and well-behaved problems, these methods outper-
form the derivative-free techniques in terms of convergence rates (El-
dred et al., 2002). Within this group, in FOWT optimisation studies the
methods using Sequential Quadratic Programming (SQP) are the most
common. This family of methods can handle any degree of nonlinear-
ity, however, since it requires computation of derivatives, it becomes
cumbersome for large problems (i.e., problems with many variables or
constraints).

If the optimisation problem is only composed of differentiable objec-
tives and constraints, the partial derivatives with respect to the design
variables can be obtained analytically. For instance, Dou et al. (2020)
used the gradient-based SQP algorithm implemented in MATLAB Opti-
misation Toolbox, together with the analytical sensitivities of the mass,
damping and stiffness matrices and the equation of motion.Hegseth
et al. (2020a,b) used the SNOPT (Sparse Nonlinear OPTimizer) algo-
rithm with analytical partial derivatives and total derivatives obtained
by the adjoint method (Martins and Hwang, 2013). The advantage
of this solution is that the cost of the evaluation of derivatives is
independent of the number of design variables (Gill et al., 2005) – this
method will be further discussed in Section 9.

However, many FOWT optimisation problems consist of objectives
and/or constraints either given by functions which are difficult to dif-
ferentiate analytically, or are evaluated by a ’black box’ type of solver,
whereby the analytic expressions are not available. In that case, nu-
merical differentiation must be performed. For instance, the WINDOPT
tool for optimisation of spar-type floating wind turbines (Fylling and
Berthelsen, 2011) employs two-sided finite difference approximation.
It is noteworthy that the gradient accuracy is critical for the success
of these methods. Most often, if the derivatives cannot be evaluated
analytically, one of the stochastic optimisation algorithms is preferred.

If precision is not of uttermost importance in an optimisation study,
the brute force (or ‘exhaustive search’) method may be of use. Although
it is not the most efficient search method, implemented in a correct
way may aid concept-level studies. Brute force optimisation of FOWT
support structure was first presented by Sclavounos et al. (2008), whose
study of a wide range of cylindrical platforms paved the way for the
subsequent increasingly complex studies. This optimisation approach
has also been recently applied in Lemmer et al. (2020), following a
careful selection of just two free variables, and defining their upper
and lower bounds so as to ensure that the design space was Cartesian
(i.e., the ranges of variables do not depend on the values of the other
variables).

7. Dynamic modelling

This section investigates the fast linear frequency-domain (FD) mod-
els first, followed by the full time-domain (TD) models, the simplifica-
tions often applied in TD and extensions in FD frameworks.

7.1. Frequency-domain models

According to the traditional engineering design paradigm, the con-
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ceptual design is carried out using flexible, robust, low fidelity models. p
For floating wind turbines, typically, frequency-domain tools are used,
being able to rapidly approximate the most important dynamics. In the
simplest form, equations of rigid body motion in 𝑛 degrees of freedom
(DOFs) are derived by equating the inertial loads to the sum of the
pressure and gravitational forces acting on the platform (Newman,
2018):
𝑛
∑

𝑗=1
𝜉𝑗 [−𝜔2(𝑀𝑖𝑗 + 𝐴𝑖𝑗 ) + 𝑖𝜔𝐵𝑖𝑗 + 𝐶𝑖𝑗 ] = 𝑎𝑋𝑖 (5)

𝜉𝑗 relates to the complex amplitude of motion in the 𝑗th direction and
𝑎 denotes the wave amplitude. 𝑀𝑖𝑗 and 𝐶𝑖𝑗 are the mass/inertia and
stiffness matrices, respectively, usually evaluated analytically from the
structural properties of the platform, tower, and rotor-nacelle assembly,
and the linear properties of the mooring system (derived a priori).

The frequency-dependent matrices 𝐴𝑖𝑗 , 𝐵𝑖𝑗 (added mass and ra-
iation damping), and the frequency- and direction-dependent wave
xcitation load matrix 𝑋𝑖 can be approximated as solutions to the
inear radiation–diffraction problem. This is often achieved using the
oundary Element Method (BEM), the numerical implementation of
hich can be found in open-source (e.g., NEMOH Babarit and Del-
ommeau, 2015) or commercial (e.g., WAMIT (Wamit Inc., 2002),
ADAM (D.N.V. G.L. - Software, 2017)) codes (for a comprehensive

eview of these refer to McCabe (2004)).
Table 4 compares the different approaches to disciplinary analysis

dopted in the 12 chosen FOWT support structure multidisciplinary
ptimisation studies. As indicated therein, the 1st order potential flow
EM method constitutes the basis for a large majority of frameworks.
he hydrodynamic model applied in Tracy (2007) (one of the earliest
tudies on the subject) fully relies on the potential flow solution. This
ethod remains the basis of many subsequent studies, however, it is

lways complemented by additional models accounting for viscous and,
n some cases, 2nd-order effects.

The potential flow analysis of 𝑛 degrees of freedom requires the
olution of one diffraction and 𝑛 radiation problems for each wave
requency. Alternatively, for some platform configurations (e.g., plat-
orms with small waterplane areas), the added mass coefficients do not
ary with frequency substantially, and the radiation damping force is
ignificantly smaller than the added mass force (Rajabi et al., 1985). For
hese platform configurations, the added mass can be considered con-
tant and calculated based on analytical 2D coefficients, and radiation
amping can be neglected, as demonstrated in Hegseth et al. (2020b).

The solution of the diffraction problem is the most computationally
xpensive part of the FD solution. Therefore, alternative approaches are
ought in cases where the impact of the platform on the incoming wave
haracteristics is negligible. Provided that the characteristic dimension
f the platform is at least (approximately) five times smaller than the
avelength considered, the Morison approach in the frequency domain

s often adopted, representing the wave load as a sum of inertial and
iscous forces. In absence of diffraction, the inviscid load is equivalent
o the inertial load, which can be calculated as a sum of the added mass
orce and the Froude–Krylov force. The viscous drag term, in general,
epends on the relative velocity of water particles normal to the body
urface, including the contributions of the water particles velocity,
urrent velocity and platform motion velocity. Hence, an alternative
quation of motion can be derived (Rajabi et al., 1985):

𝜉+𝐵�̇�+𝐶𝜉 = 𝑐𝑚𝜌∇�̇�−(𝑐𝑚 −1)𝜌∇𝜉+ 𝑐𝑑 ⋅
1
2
𝜌𝑎𝑛|𝜈𝑐 + 𝑢 − �̇�|(𝜈𝑐 + 𝑢− �̇�) (6)

he inertia coefficient (𝑐𝑚) is taken so that the added mass matches
hat obtained by the potential approach. If viscous effects can be
eglected, the last term on the right-hand side can be dropped, leaving
linear equation of motion suitable to be solved in the frequency

omain. Alternatively, to preserve the viscous drag term, one of the
rag linearisation techniques can be applied, as will be discussed later
n this Section 9. Full Morison’s approach (i.e., both inertial and viscous
arts) was applied, for example in Myhr and Nygaard (2012), where
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Table 4
A comparison of the design load cases, modelling approaches and systems optimised in various FOWT support structure multidisciplinary optimisation studies.

Reference Sclavounos
et al.
(2008)

Fylling
and
Berthelsen
(2011)

Myhr and
Nygaard
(2012)

Hall et al.
(2013)

Hall et al.
(2014)

Karimi
et al.
(2017)

USTUTT
(2016)

Lemmer
et al.
(2017)

Dou et al.
(2020)

Hegseth
et al.
(2020b)

Hegseth
et al.
(2020a)

Lemmer
et al.
(2020)

DLCs

Direction-
ality

x

Wind
speeds

1 2 2 2 3 3 7 7 12 3 15 22

Extreme x x x x

Modelling

Domain FD FD FD/TD FD FD FD FD FD/TD FD FD FD FD
Aerody-
namics

PTD RV UBEM PTD PTD PTD PBEM PBEM PBEM PBEM PBEM PBEM

Wave
excitation

PF MCF +FK M PF PF PF PF PF M MCF MCF PF

Potential
coeff.

PF ST M PF PF PF PF PF M A A PF

Viscous
drag

– – M M M M Emp Emp M M M M

Mean
drift

– Maruo
(1960)

– – – – – – – – – PF

Slow-drift – – – – – – – – – – – Standing
et al.
(1987)

Elasticity – – FEM – – – – MB – Dirlik Dirlik MB
Mooring QS PTD FEM PTD PTD PTD Jonkman

and Buhl
(2007)

PTD Al-Solihat
and
Nahon
(2016)

Lie and
Sødahl
(1993)

– QS

Cost Mat Mat – M+A – Mat Mat Mat Mat Mat Mat Mat

System

Platform Range Spar TLP Range – Range SS SS Spar Spar Spar SS
Rated
MW

5 5 5 5 5 5 10 10 10 10 10 10

DOFs 1–6 1–6 1-6, 12
str

1–5 1–6 1–6 1,3,5 t, 𝜔 1,3,5 t, 𝜔 1,3,5 t 1,5 t, 𝜔 1,5 t, 𝜔 1,3,5 t, 𝜔,
𝜃

PTD — precomputed time-domain; RV — proportional to relative velocity; PBEM — precomputed BEM; UBEM — Unsteady BEM; PF — potential flow; MCF — McCamy Fuchs; FK — Froude–Krylov; ST — Strip Theory; M — Morison’s
equation; Emp — empirical; A — analytic; QS — quasi-static; MB — multibody; 𝜔 — rotor speed; 𝜃 — blade pitch; t — tower 1st mode; 1-6 — rigid body DOFs; 12 str — 12 structural DOFs, Mat — bill of material; M+A — material
+ anchors cost; SS — semi-submersible
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the bounds on the variable diameter were set ensuring validity of the
approach (slender-body assumption).

Note that Morison’s equation cannot be applied in heave DOF,
where an alternative approach is necessary. For instance, Hegseth
et al. (2020b) approximated the heave excitation as buoyancy forces
integrated up to the instantaneous free surface. The same approach was
deemed appropriate for deep-drafted platforms in Jonkman (2010).

An important observation is that all approaches described in this
section have a great advantage of being defined as a set of explicit
equations, which can be assembled into a single system and solved in
a non-iterative manner.

7.2. Time-domain models

Traditionally, time-domain tools find their application in the prelim-
inary and detailed design phases, used to answer more specific design
questions, building upon the knowledge gained in the earlier design
stages. Although a lot of insight into the initial design performance
can be gained using the FD approach, it cannot always be justifiably
applied. In operational conditions, especially close to the rated wind
speed, the aerodynamic and mooring loads are known to be nonlin-
ear (Jonkman and Buhl, 2007; Lupton, 2014). Likewise, to account
for the realistic ultimate limit states over the lifetime of the structure,
prediction of the extreme responses is required. When considering
harsh environmental conditions, the hydrodynamic and aerodynamic
loading, as well as the structural response, may be strongly nonlinear
and should be solved in time-domain (Karimirad, 2011).

While frequency-domain codes are unable to account for these
nonlinear loads and only useful in analysing the regime response,
time-domain analysis enables insight into the transient phase response
and impact of nonlinear loads. For instance, the nonlinear dynamics
introduced through transient events and control system actions can be
accounted for Cordle and Jonkman (2011).

Perhaps the best example of a state-of-the-art, open-source, and
freely available time-domain analysis tool is OpenFAST (Jonkman,
2007). This code, developed at the National Renewable Energy Labora-
tory (NREL), encompasses aerodynamics, hydrodynamics, servodynam-
ics, dynamics of mooring lines, and structural dynamics, numerically
coupled to enable nonlinear aero-hydro-servo-elastic simulations of
wind turbines (National Renewable Energy Laboratory (NREL), 2019).
The internal coupling within the code means, from the MDAO frame-
work development point of view, that no additional effort is required to
converge the disciplines within an optimisation loop, therefore the im-
plementation effort is much reduced compared to the use of individual
solvers for each discipline.

For an extensive review of different TD tools, one can refer to
the reports published within the Offshore Code Comparison Collab-
oration (OC3) project of the International Energy Agency (IEA), for
instance (Robertson et al., 2014), and the more recent OC5 validation
campaign (Robertson et al., 2020).

Despite their advantages, TD codes typically require a wall-clock
time of the same order of magnitude (or one order of magnitude
less) as the simulated time, i.e., for a 103 seconds simulation, around
02–103 seconds wall-clock time is required by an average desktop
tation. While this may not be a problem when analysing a single
esign, it becomes a significant obstacle when analysing thousands of
andidate designs under a large number of load cases (and realisations),
or optimisation purposes.

TD analysis was performed in very few FOWT optimisation studies,
nd solutions to reduce the computational costs had to be adopted.
yhr and Nygaard (2012) aimed to minimise the wave load on a TLP

latform by introducing a space-frame section in the wave affected
one. Therefore, the level of accuracy and detail required from the
tructural analysis could only be achieved by applying Finite Element
nalysis in the time domain.
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b

Lemmer et al. (2017) performed an optimisation using a reduced-
rder TD model, to be able to study the dynamic behaviour of the
urbine coupled with of a control system. In their later study (Lemmer
t al., 2020), the same authors compared the experimental, TD, and FD
pproaches, and found that the TLP’s response can be predicted with
he linearised model sufficiently well for preliminary sizing purposes.

It should be noticed that even the state-of-the-art time-domain anal-
sis tools (such as those mentioned in this section) still suffer from an
nability to accurately predict the response of the floating platforms in
ome of the environmental conditions. For instance, these mid-fidelity
olvers were found to underpredict the nonlinear responses of semi-
ubmersibles in the low frequency wave range (Robertson et al., 2017).
evelopment and validation of high-fidelity tools for that purpose, such
s Computational Fluid Dynamics (CFD) routines, are currently subject
o intense research, with some of the early results being published, for
xample, in Wang et al. (2021), where a range of CFD tools have been
uccessfully validated against experimental results for the prediction of
he nonlinear difference-frequency wave excitation in surge and pitch.

Challenging the traditional design paradigm, Safavi et al. (2016)
rgues that to be able to make more accurate design decisions at
he conceptual design stage (and so to lower the cost incurred in
ater stages), it is necessary to increase the fidelity of the analysis
t the very onset of a project. The adoption of an MDAO approach
ay address this specific requirement. Being able to search through

xtensive design spaces more efficiently, the use of increased fidelity
ools in conceptual design can be afforded, potentially resulting in a re-
uced overall development cost. This same consideration was presented
n Barter et al. (2020), where it was observed that the traditional design
aradigm is currently being replaced by modern, multi-fidelity standard
i.e., the low, medium, and high-fidelity tools are used concurrently
hen evaluating the concept - more details in Section 9.4.5).

In the FOWT multidisciplinary optimisation context, up to date,
ather than relying on the highest fidelity tools in the conceptual design
pace exploration, compromises are being sought by developing either
implified time-domain or augmented frequency-domain analysis tools.
he examples of the application of the two alternative approaches in
OWT optimisation studies will be reviewed in the subsequent sections.

.3. Simplified time-domain models

The first simplification, which can reduce the solution time signif-
cantly, is a careful selection of the rigid body degrees of freedom.
he majority of FOWT optimisation studies ignore the yaw motion
Table 4), many of them being limited to surge, heave and pitch only,
aking advantage of the axisymmetry of the platforms analysed.

Time-domain codes can, in general, model the load distributions
long the chosen elastic members such as the blades or the tower (Finite
lement Method - FEM). Significant improvement in solution time
an be achieved if the structural loads and deflections are calculated
t single nodes instead (e.g., blade root, tower base). This is often
chieved by a coupled multibody approach (e.g., Lemmer et al., 2017).
n that case, the higher frequency modes are not modelled, and the
umber of degrees of freedom is much reduced.

Major benefits in terms of reduced simulation time can be achieved
y avoiding unnecessary iterations, recursions, integrations, TD to FD
onversions, and excessive memory use (Sandner et al., 2012). Some of
hese points can be achieved by precomputation of the aerodynamic
oefficients and mooring lines forces. Instead of using the iterative
lade Element Momentum (BEM) method during the analysis, look-up
ables of torque and thrust coefficients can be assembled by running

TD simulation for various tip-speed ratios and blade pitch angles
priori (Schlipf et al., 2013). The quasi-static fairlead forces can be

btained by interpolating the look-up data with the horizontal and
ertical displacements as inputs (Jonkman, 2010). These simplifications
ere included in the SLOW code used in the FOWT optimisation study

y Lemmer et al. (2020), resulting in a high simulated time/ wall-clock
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time ratio of 160 (for comparison, this ratio can be of the order of 0.5
for a full nonlinear time-domain simulation).

7.4. Extended frequency-domain models

FOWT support structure multidisciplinary optimisation frameworks
most often rely on the extended frequency-domain or hybrid frequency–
time-domain analysis models. In that case, the main challenge lies in
finding, and assessing, accurate linearised approximations of the chosen
nonlinear effects not accounted for in the simplest frequency-domain
model. The remainder of the section deals with the chosen extensions
of the hydrodynamic, aerodynamic, elastic, and control submodels.

7.4.1. Hydrodynamic forces
As outlined before, the simplest approach to hydrodynamic mod-

elling in FD frameworks only includes the first-order potential loads,
which are often a lot larger than the higher-order loads. The loads at
the difference of these two frequencies excite slow-drift motions, may
resonate with low natural frequency modes of FOWT (such as surge
motion), and can increase dynamic tension in the catenary mooring
lines (Coulling et al., 2013). The loads at the sum of the frequencies
may potentially excite the first tower bending mode (Duarte et al.,
2014), and have a significant effect on fatigue and ultimate loads on
TLPs (Bachynski and Moan, 2014).

The statistics of the combined first and second-order wave loads
are, in general, non-Gaussian. Therefore, analysis of the response of
the platform to these loads in FD is not straightforward, and is very
rarely performed in FOWT optimisation studies. An exception is the
work by Lemmer et al. (2020), where the second-order slow-drift forces
were shown to be significant for the platform analysed (Triple Spar),
especially for the low-drafted candidate designs. The approximated
model applied in the study uses the first-order potential flow problem
solution to derive the second-order wave excitation quadratic transfer
functions (QTFs). To speed up the calculations, Standing’s version of
Newman approximation is applied, whereby the off-diagonal terms
of the QTFs are estimated from the diagonal terms (Newman, 1975;
Standing et al., 1987). This approximation is considered sufficiently
accurate for conceptual design purposes and is computationally less
expensive that the full QTF approach (2𝑁 functions evaluations in-
tead of 𝑁2 in original approach, with 𝑁 being the number of wave
requencies) (Lemmer, 2018).

The second possible extension, which allows to cover a much wider
ange of platform geometries and environmental conditions, is the
ddition of a linearised viscous drag model. While for many platform
eometries, and many load cases, the response may be dominated by
nertial loads (e.g., large volume floaters, short waves), the exploration
f large design spaces requires a common approach valid for all distinct
esigns, also including those for which flow separation effects are not
egligible. For this reason, amongst others, from 2012 onwards, most
f the FOWT optimisation studies consider viscous loads in their models
f dynamics (see Table 4). Two different approaches were presented in
OWT literature up to date: the use of the drag term from Morison’s
quation (e.g., Hall et al., 2013), and a simpler empirical approach
e.g., USTUTT, 2016).

As can be seen in Eq. (6), the drag modelled by Morison’s equation
s quadratic with respect to the water particle velocity relative to the
ody. To be able to apply it in the FD model of dynamics, it must be
inearised. Different methods were presented in the literature, however,
OWT multidisciplinary optimisation studies are largely dominated
y the stochastic linearisation method proposed by Borgman (1967)
nd more recently reintroduced in the context of FOWTs optimisation
n Hall et al. (2013). Provided that the wave surface elevation is a
aussian random process with zero-mean, and the linear wave theory

s applicable, then the fluid velocity is also a Gaussian process, and the
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ollowing expression can be derived for the drag load acting on a thin
slice:
𝑑𝑓𝑑
𝑑𝐿

= 1
2
𝑐𝑑𝜌𝐷

√

8
𝜋
𝜎𝑢𝑢 (7)

The drag load given by this approximate expression depends on the
statistics of the normal velocity (standard deviation 𝜎𝑢), which in turn
depend on both the platform response and the water particle velocity
due to the waves. Because the platform response statistics are necessary
to calculate the viscous loads, and the calculation of the response
requires the viscous drag as an input, an iterative approach is necessary.

Note that, in general, the relative normal velocity depends both on
the platform velocity, and the fluid velocity due to the wave and the
current. Therefore, Morison’s drag term can be split into two parts,
the first of which acts as a damping contribution, and the second con-
tributes to the wave excitation force. Often, the velocity due to water
particle motion is considered small in comparison to that resulting
from the platform motion (as a consequence of the linear wave kine-
matics assumption). Hence, the exciting load part is often disregarded
(e.g., Karimi et al., 2017). In some references, both parts are preserved,
split between two sides of the equation of motion (e.g., Lemmer
et al., 2020; Myhr and Nygaard, 2012). The guidance regarding the
applicability of the relative velocity in the Morison equation is available
in DNV’s Recommended Practice DNV-RP-C205 (Det Norske Veritas,
2010), based on the consideration of the motion amplitude compared
to the size of the structure.

7.4.2. Mooring forces
In FOWT multidisciplinary optimisation studies, a range of differ-

ent approaches to mooring load modelling exist. Myhr and Nygaard
(2012), who utilised a time-domain approach, applied the most accu-
rate nonlinear Finite Element Model with cable elements of reduced
bending stiffness. More frequently, however, precomputation of the
mooring stiffness in time-domain is performed, as presented for ex-
ample in Karimi et al. (2017), Fylling and Berthelsen (2011), Dou
et al. (2020) - see Table 4. A linearisation subroutine of a state-of-the-
art TD code FAST is often utilised at the preprocessing stage of the
optimisation (Jonkman et al., 2018). The series of steps includes the
identification of the steady state (or operational) point, translational
displacements of the floating structure about this point, and numer-
ical computation of the restoring matrix (i.e., force–displacement re-
lationships) through a central-difference perturbation technique. Since
mooring loads can be highly nonlinear over large displacements (Tracy,
2007), it is recommended to perform this linearisation around each
operational point individually. The steady state position of the platform
depends on the mooring properties, and the mooring stiffness depends
on the position of the platform, therefore, this approach requires an
iterative procedure. However, if the load on the mooring line itself is
of no interest, and the focus is on the platform response, some studies
(e.g., Hall et al., 2014) perform a simpler single linearisation about the
zero-offset (or, no wind) point, and use the results for all environmental
conditions considered, hence eliminating the requirement of iterative
solution.

Alternatively, analytical formulations can be applied, such as the
method of Al-Solihat and Nahon (2016) used in the recent FOWT
optimisation by Dou et al. (2020). In this approach, the mooring
stiffness matrix is derived as an implicit function of the horizontal and
vertical projection of the mooring line, vertical position and radius
of the fairleads, as well as the horizontal and vertical force at the
fairlead obtained through a catenary equation. A unique solution was
applied in Hegseth et al. (2020b) whereby the inertia and damping of
the mooring lines, modelled as a 1 degree of freedom spring–damper
system, were also computed in addition to the stiffness.

7.4.3. Aerodynamic forces
Due to the specifics of the industry, the designs of the rotor and the
support structure are very rarely integrated (Hassan, 2017). However,
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when optimising the platform and mooring system, it is necessary to
account for the aerodynamic loads, at least in a simplified way. The
aero-elastic loads on the rotor may result in nonlinear, time–history
dependent forces and moments on the foundation (Burton et al., 2011).
Nonetheless, the aerodynamic loading is strictly related to the design of
the rotor, not the platform, so the precomputation in the time-domain
is possible (i.e., the results of the TD simulations performed outside the
optimisation routine can be re-used inside the optimisation loop with
any platform design).

Most of the published literature on FOWT optimisation relies on
a steady-state solution of the standard BEM approach at different tip-
speed ratios and blade pitch angles. Two-dimensional look-up tables for
power coefficient and thrust coefficients are assembled. Since the aero-
dynamic torque and thrust are additionally dependent on the square of
the rotor effective relative wind speed, linearisation is necessary before
the results can be used in an FD framework. Most often this is achieved
by expanding the standard thrust and torque formulations as a Taylor
series up to the first order (tangent linearisation) (Sandner et al., 2014).
Additionally, a range of semiempirical correction can be used, such
as that for unsteady inflow applied for example in Myhr and Nygaard
(2012).

A slightly different approach was followed by Hegseth et al. (2020b),
who applied a linearised BEM theory with semiempirical corrections as
well, but instead of precomputing the thrust and torque coefficients, the
normal and tangential induction factors for the different blade elements
were found in advance. Additionally, the blade root loads (flapwise
shear, flapwise bending moment, and edgewise bending moment) were
calculated through the integration of the normal and tangential forces
over the length of the blade. These were then linearised using Taylor
expansion. To obtain the resultant aerodynamic forces on the rotor
(thrust and torque), the Taylor series was used as well. The required
partial derivatives of the resulting loads with respect to wind speed,
blade pitch angle and rotor speed (the so-called ‘gain factors’ in the
prime (Halfpenny, 1998)) were obtained based on the corresponding
derivatives of the normal and tangential blade element loads. These
were found numerically by perturbing the inputs and observing how the
forces change. The linearisation was performed for each blade element,
therefore the information about the distribution of the loads along the
blade was readily available.

The method applied in Tracy (2007), Hall et al. (2013), Karimi et al.
(2017) relies on the precalculation of the aerodynamic matrices (added
mass, damping, and stiffness) using the linearisation functionality of
TD software. The added mass matrix reflects the additional inertia
introduced to the full system by the acceleration of the air around
the moving rotor-nacelle assembly. The aerodynamic stiffness effect
is due to the fact that, when the platform inclines in pitch, the rotor
plane changes its orientation relative to the average wind direction,
resulting in a change of induction factors and, as a result, a change
in aerodynamics loads. Aerodynamic damping, by definition, is linked
to a change of aerodynamic loads due to a change of the relative wind
speed. As the platform moves in waves, the rotor inflow speed changes,
hence influencing the generated thrust. In the studies considered, the
added mass, stiffness and damping coefficients were linearised at each
wind speed condition at the static equilibrium pitch angle, assuming
that the platform pitch motion is generally small, and keeping the blade
pitch angle fixed at the value required for that specific undisturbed
wind speed.

7.4.4. Structural dynamics and fatigue
Most of the FD models reviewed assumed that the entire WT struc-

ture is rigid (e.g., Karimi et al., 2017); structural dynamics were very
rarely included in the FOWT optimisation frameworks. One example is
a rigid multibody system approach applied in USTUTT (2016), where
an additional degree of freedom (tower-top fore-aft displacement due
to deformation) was added to the set of rigid motion DOFs, to enable
15

the consideration of tower flexibility in a very simplified way. The
nonlinear equations of motions were transformed into state–space form
and then linearised about the steady operating point. The elasticity
of the blades was not considered. A similar approach was applied
by Hegseth et al. (2020b), who also pointed out that this method was
too simplistic to be able to model the blade deflections accurately.

Fatigue damage is very rarely included as a design criterion, and
only one approach to evaluate the hull and tower fatigue, and one
to evaluate mooring line fatigue, were presented in FOWT multidis-
ciplinary optimisation studies, to the best knowledge of the authors.
Hegseth et al. (2020b, 2021) computed the fatigue resistance using a
SN curve approach in accordance with the recommendations of the
DNV RP-C203 code (Det Norske Veritas (DNV), 2014a), whereby the
predicted number of cycles to failure (𝑁) is found from the following
relationship:

𝑁 = 𝐾𝑆−𝑚 (8)

with 𝐾 and 𝑚 obtained from SN plots, and 𝑆 being the stress range.
The cumulative lifetime fatigue damage (𝐷𝑡𝑜𝑡) was calculated based on
the Palmgren–Miner hypothesis about linear accumulation of damage
with the probability density function of the stress ranges obtained by
the empirical method of Dirlik (1985). The total fatigue damage was
calculated by summing the products of damage and the frequency of
occurrence of a number of short-term conditions.

Mooring line fatigue was accounted for in the FOWT optimisation
study by Fylling and Berthelsen (2011) using an analogous TN curve
approach, as proposed by Hasan in Hasan (2017).

7.4.5. Control system dynamics
Modern horizontal axis wind turbines usually adopt a variable-

speed, variable-pitch control strategy. At low wind speeds, the rotor
speed is adjusted to the changing wind speed, while in above-rated
conditions the rotor blades are pitched to maintain the maximum
power produced and avoid any damage. Therefore, an implementation
of this control strategy within an analysis tool requires two addi-
tional degrees of freedom, namely, the rotor speed and the blade
pitch angle. Modelling of the behaviour of a multidisciplinary sys-
tem coupled with a control system can be computationally expen-
sive and requires significant implementation effort (including lineari-
sation). Therefore, initially, it received very little attention in FOWT
optimisation literature.

The idea of incorporating the action of the control system into
the FOWT optimisation studies gained some appreciation in the work
of Lemmer et al. (2017), where it was noticed that it may influence
the power production performance considerably. In this work, time-
domain reduced-order nonlinear simulations were initially performed
to determine the steady state of the system. Based on this, a linearised
model was derived and employed to design an optimal model-based the
Proportional–Integral (PI) controller for each design. The study adapted
the controller of the NREL 5MW reference wind turbine (Jonkman
et al., 2009) below rated wind speeds, and a Linear Quadratic Regulator
with a state-feedback controller above rated wind speeds. The control
outputs included the blade pitch angle and the generator torque, while
the inputs were all states of the linearised model (i.e., platform surge,
heave and pitch displacements, tower-top fore-aft displacement, and
the rotor speed, and their derivatives). At the end of each optimisation
iteration, a nonlinear time-domain code was used to simulate the
system response and evaluate the design objectives (note that this is
a sequential approach whereby the control system is being tuned in
isolation from the remaining design variables).

In a recent optimisation study performed by Hegseth et al. (2020b),
the control system was described as a 1st order state–space system with
the rotor speed as the only input, and the generator torque and blade
pitch angle as outputs. A low-pass filter was applied to avoid the high-
frequency excitation of the controller. For low wind speeds, generator

torque was set to be proportional to the rotor speed squared, while
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Fig. 10. FOWT system-level design optimisation scheme including drag-control loop.
Source: Reproduced from Lemmer et al. (2020).

for high wind speeds, the blade pitch angle was adjusted according to
the proportional–integral control strategy. The structural and control
models were assembled forming a single closed-loop system, which was
then transformed to the frequency domain for calculation of the re-
sponse spectra and statistics. This enabled a simplified, but sufficiently
accurate, coupled (or integrated) analysis of the entire system.

A similar exercise was repeated for different, more advanced, types
of controllers in the later work of Hegseth et al. (2020a). Four control
strategies were compared, including a basic gain-scheduled
Proportional–Integral (PI) controller, as well as its three variations
incorporating additional platform pitch/nacelle velocity feedback and
a low-pass filter. Through introduction of the velocity feedback, the
platform pitch motion and fatigue loads in the tower were reduced,
while the low-pass filter improved the power output quality.

Lastly, in Lemmer et al. (2020), a Single-Input-Single-Output (SISO)
Proportional–Integral (PI) controller was applied, with the generator
torque and blade pitch as outputs to the plant, and rotor speed and
tower top displacement as inputs, with wind and wave disturbances.
Both the system and disturbance transfer functions were obtained
from a linear model of dynamics, similar to the previously mentioned
references. Additionally, it has been noticed that the viscous drag
coefficient, dependent on the KC number, and hence dependent on the
relative flow velocity and the response of the platform, influences the
process of controller gains tuning. Therefore, the viscous drag and the
controller gains were computed iteratively, as per Fig. 10. The details
about the controller design procedure can be found in a companion
paper of the authors (Lemmer et al., 2019).

8. Cost modelling

The Levelised Cost of Energy (LCoE) consists of both the total life
cycle cost (i.e., sum of discounted annual capital and annual operation
& maintenance expenditures) and the energy yield part (i.e., sum of
discounted annual energy yields). To avoid the inherent difficulties
of the power output modelling, it is a popular approach to focus on
the cost part of this metric, carefully selecting the most noticeable
components of LCoE. As shown in Section 9.2, the FOWT support
structure optimisation studies usually aimed to minimise the capital
cost.

Hegseth et al. (2020b) modelled the total cost as a sum of the
costs of the floater, tower, and mooring system. The cost of the floater
and the tower were composed of material and manufacturing costs,
both based on the approach proposed by Farkas and Jármai (2013) for
unstiffened conical shells. Additionally, the cost model for the floater
was enriched by factors related to ring stiffeners. The full fabrication
sequence was considered, including the processes of forming, welding
and painting. On top of the structural mass and surface area, the details
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such as the complexity of assembly, number of structural parts, welding
type and technology were factored in. Good use of this comprehensive
model was made by applying it to a flexible and detailed parametric
scheme, which consisted of both the external shape of the tower and
the floater, as well as the variables controlling the internal scantlings.

In the studies where the parametric model was less detailed
(e.g., considering the external shape of the hull only), adequately
simpler cost models were applied. As can be seen in Table 4, the vast
majority of studies followed the bill of material approach whereby the
cost was modelled as a product of the steel material mass and a cost
per unit mass. This cost may include material cost only, or a sum of
material, manufacturing, and installation costs, which are all assumed
to be proportional to the total weight of the structure.

Hall et al. (2013) assumed the material, fabrication and installation
costs to be linearly proportional to the total mass. This assumption
was based on the study of van Hees Bulder et al. (2002), who showed
that the specific costs of different steel structural elements do not vary
significantly. Similarly, Fylling and Berthelsen (2011) assumed that the
total cost of one representative design is available and can be scaled
proportionally to the structural mass. Rather than calculating the mass
of each new design directly, scaling laws were applied relative to this
representative design. For instance, the structural mass per unit length
of the underwater part of the floater subjected to hydrostatic loading
was assumed to vary with the section’s depth and diameter. While the
cost of the ballast was usually assumed to be negligible, some studies
included the mass-proportional ballast cost as well (e.g., Dou et al.,
2020).

The cost of mooring lines was usually modelled as a function of the
total line length (e.g., Dou et al., 2020) and the maximum tension
the lines must withstand (e.g., Hall et al., 2013). Some studies also
included the cost of the anchors installed, depending on their type and
size. For instance, in Hall et al. (2013) and Karimi et al. (2017) the cost
of the anchors was modelled as a function of the maximum steady-state
load experienced (which dictates the size of the anchor) and the line
angle at the anchor (which dictates the anchor type).

9. Discussion

This section critically discusses the applied parametrisation
schemes, followed by the discussion on the choice of economic and
performance criteria, the framework architecture, and optimisation
algorithms applied. Improvements are proposed based on the experi-
ence matured in other engineering fields. The section finishes with a
discussion on the dynamic and economic models.

9.1. Design space

The parametrisation schemes presented in the literature related to
multidisciplinary optimisation of FOWT support structures are mostly
limited to the consideration of the physical characteristics of the de-
signs, such as the draft and radius of the sections of the floater,
column spacing, anchor radius, and similar, as outlined in Section 3.
This approach has the advantage of design variables having a direct
engineering meaning. However, the resultant designs are limited to
familiar configurations, potentially concealing novel topologies.

To eliminate this limitation, the practice prevalent in the aerospace
field could be adopted, whereby formal differential geometry tech-
niques are utilised to model various shapes. This family of methods is
very broad and well covered in the literature. For instance, compre-
hensive information about differential geometry and Computer Aided
Geometric Design concepts can be found in Farin (2002). This section
only provides a brief presentation of two groups of methods (grid
deformation and polynomial/spline functions), aiming to give a general
idea of what can be achieved. Note that this does not exhaust the range

of methods available.
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Fig. 11. Domain element method — macro element shape transformation.
Source: Reproduced from Samareh (1999).

Grid deformation techniques are based on the translations of the
chosen geometry points. For instance, the domain element approach
divides a structure into a number of macroelements, described by a
set of key nodes (A, B, C and D in Fig. 11). A set of design variables
describes the location of the nodes, and the geometry can be controlled
by translating these nodes within the prescribed boundaries. Each
macro element consists of a few microelements which move together
with the key nodes, preserving their position relative to the main nodes.
This scheme ensures the smoothness of the geometry and adequate local
control, however, on its own, it can only be applied for relatively simple
geometries (Imam, 1982).

A different group of methods uses the polynomial or spline functions
(e.g., Bezier curves, B-splines, NURBS). In that case, the design vari-
ables are associated with the coordinates of the control points which
approximate a curve. This method offers a significant reduction in the
number of design variables (Samareh, 1999), and allows to automati-
cally account for some of the geometric constraints needed to prevent
unrealistic designs. The geometry of the axisymmetric structures such
as spar platforms can be mathematically defined with just one curve
in a compact form, with a small set of variables. Most importantly,
however, the analytical derivatives can be computed efficiently (Farin,
2002), which is useful in evaluating the geometric continuity constraint
(minimum level of geometric continuity must be ensured for the shape
to be physical and easy to manufacture).

So far, the geometric variables were discussed. Even though most of
the parametrisation schemes developed in the literature hugely focus
on the external and, less often, the internal shape of the support
structure, the use of different structural and ballast materials could
be explored. Since FOWT designs are very much based on the legacy
of the oil and gas industry, standard materials such as offshore steel
and/or concrete are most often used. It seems worthwhile to investigate
whether alternative modern materials would be feasible and beneficial.
Although steel (mainly S355 steel) is the default structural material
of choice (Igwemezie et al., 2018), the classification societies allow
different materials, considering their applicability on a case-by-case ba-
sis (American Bureau of Shipping, 2015). Research on the usefulness of
unconventional materials, such as sandwich panels with E-glass/epoxy
skins and polyester core for the construction of towers, has been
done (Lim et al., 2012). However, despite multiple potential benefits
(e.g., reduced weight, higher specific strength, ease of fabrication,
corrosion resistance), examples of similar studies with respect to the
floating support structures design are scarce. Once exception is the
work of Young et al. (2017), who developed a methodology to optimise
a composite tower for the use with a 6MW floating wind turbine under
strict strength and serviceability criteria.

When considering the use of a more detailed parametrisation scheme
spanning all classes of support structures, an additional issue must be
considered. The hydrodynamic approaches applied in various studies
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were developed specifically for a given group of structures. For in-
stance, a Morison-only approach is only strictly valid for small volume
members, for wave load conditions such as their characteristic length is
less than about 20% of the wavelength considered (Det Norske Veritas
(DNV), 2014a). Many hydrodynamic models are only valid for vertical-
walled structures; in that case, the maximum taper angle or ratio of hull
sections is imposed (for instance, an angle of 10 degrees in Hegseth
et al. (2020b) or ratio of 2 in Karimi et al. (2017)). Introduction of a
more flexible framework with a more comprehensive parametric model
requires concurrent refinement of disciplinary analysis tools to ensure
validity across the entire design space. The use of the simplest models
may no longer be possible, and alternative, possibly higher-fidelity,
approaches may have to be developed (Hegseth et al., 2020b; Lupton
and Langley, 2020).

For maximum flexibility in structural optimisation, it is desirable to
have as many design variables as possible. However, since an increased
dimensionality of the design space tends to increase its modality (Cher-
nukhin and Zingg, 2013) (i.e., number of local extrema), this may
negatively affect the performance of some of the optimisation algo-
rithms. More importantly, with the size of the design space increasing,
the computational cost of optimisation becomes prohibitive. To address
this issue, one of the methods to reduce the number of design vari-
ables could be applied. The simplest solution is the screening analysis,
whereby lower-fidelity or data-driven methods are employed to select a
reduced set of design variables with maximum likely impact on design
objectives (e.g., fuzzy rough set based screening in Zheng et al. (2015)).
However, this approach leads to the reduction of the design space,
and may prevent the optimiser from finding an optimum solution only
existent in the original design space, but not represented in the reduced
design space. The quality of the screening depends on multiple factors
such as the choice of the screening method (Design of Experiments),
and the choice of the regression model. Alternatively, more strict data
dimensionality reduction techniques could be applied, where the set
of design variables is reduced under the condition that the generality
of the design space is preserved (this is achieved through creating a
smaller set of new variables, each being a combination of the origi-
nal variables). This group of methods includes Principal Components
Analysis (PCA), Proper Orthogonal Decomposition (POD), Generative
Topographic Mapping (GTM), Active Subspace Method (ASM), to name
but a few (Qiu et al., 2018).

9.2. Design criteria

As can be seen in Table 2, no two FOWT optimisation studies define
the optimisation problem the same way. The spread of the choice of
objectives and constraints is substantial, with no consensus on the
most reasonable setup. For an unbiased multidisciplinary optimisation,
the consideration of a broad range of criteria is crucial. This can
be best seen by comparing different studies which look for optimum
support structure topology utilising different sets of objectives. The
work of Leimeister et al. (2018), largely relying on expert surveys, con-
sidered ten different criteria of diverse nature including LCoE, mooring
system requirements, suitability for volume production, and ease of
handling. It was concluded that spar designs, in general, overperform
TLPs. On the other hand, the study by Karimi et al. (2017), which
aimed at the minimum platform cost and standard deviation of nacelle
acceleration, found TLP better than the spar concept. Clearly, the
results of the optimisation studies can only be analysed and interpreted
within the context of the optimisation problem definition, and cannot
be generalised. To be able to compare the different studies, their
methodologies and results, it would be beneficial to establish a common
set of design objectives and constraints. The lack of this is a major
shortfall, impairing the process of converging at the best optimisation

approach.
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For the most realistic design, the set of design constraints should
include those stemming from the need to satisfy the design regula-
tions for certification purposes. To ensure the integrity of floating
offshore wind turbines, designs should comply with a range of codes,
including the IEC 61400 3 2:2019 technical specification (International
Electrotechnical Commission (IEC), 2019), which specifically concerns
FOWTs. Some of the guidelines include the requirement of sufficient
stability, maximum dynamic motion, mean static inclination, and the
requirements for safe operation and serviceability of FOWTs. However,
the regulations (or specifications) are often non-prescriptive, requiring
a designer to prove that a certain standard of safety is achieved (for
instance through Formal Safety Assessment approaches), rather than
prescribing the exact limiting values (this is particularly true when
novel structures are concerned). Therefore, it may be a challenging task
to formulate these considerations in a mathematical manner. This, and
the fact that many of the regulations concern the detailed design (as
opposed to the concept design), limit the usefulness of these criteria
for optimisation frameworks.

A broad range of objectives should be explored, ideally covering all
of the four goals: reliability, resilience, affordability, and safety (IEA,
IRENA, UNSD, World Bank and WHO, 2020; DOE, 2017). However,
any multi-objective optimisation has a certain level of bias built-in,
since, for instance, it may require the user to specify the weights
associated with each objective (as in the weighted approach (Zadeh,
1963)) or rank the objectives in a specific order of preference (as in
the lexicographic approach (Emelicheva et al., 1997)). Additionally, the
computational burden and the requirement of deep understanding and
accurate modelling of the physics of multiple subsystems are usually
heavy barriers for this ideal situation to occur.

The challenges and possible improvements in terms of cost and
performance objectives and constraints will now be discussed in more
detail.

9.2.1. Economic metrics
According to the study performed at NREL (Stehly et al., 2018),

Capital Expenditure (CapEx) is the most significant parameter affecting
the LCoE of the floating wind farms. Assuming a 30-year project life,
CapEx can be more than twice as high as the Operating Expenditure
(OpEx) (Stehly et al., 2018). Unlike the bottom-fixed turbines, FOWT’s
foundation constitutes a significant portion of the capital cost, at about
30% (Stehly et al., 2018). This finding is consistent with other ref-
erences, including (James and Ros, 2015) and Katsouris and Marina
(2016a), which estimate that the floater and mooring system contribute
to 33–37% and 24–38% of the life cycle cost, respectively, and slightly
lower than reported more recently in Rinaldi et al. (2021): 33.6–39.2%
(based on the North Sea location). Therefore, any reduction in the
substructure capital cost has a tangible impact on LCoE reduction, and
so the use of the capital cost of the support structure as a design
objective seems appropriate.

The most recent studies such as that of Rinaldi et al. (2021) suggest
that OpEx provides a substantial contribution to LCoE of floating wind
turbines as well. As part of a detailed LCoE model, the authors applied
an accurate and specific operation and maintenance model (developed
in Rinaldi et al. (2017) and validated in Rinaldi et al. (2018)), including
the aspects such as downtime, availability, and costs related to the
repair or replacement of individual WT components, as well as the
effect of inherent uncertainties. Based on two case studies, it has been
shown that O&M cost of floating projects can constitute as much as
13.9–19.6 % of LCoE. Although the floater has been shown not to
contribute to the downtime and number of failures much in itself,
the global dynamic response to waves is mainly determined by the
floater design, and this dynamic response may heavily impact on the
performance of the mooring system and hydraulic blade pitch control
system. These two subsystems were found to cause most of the failures
and contribute to over 60% of wind turbine downtime, leading to the
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most frequent corrective interventions and profit losses. Again, while
the cost of the repairs of the floating structure is negligible, the costs
of repair or replacement of mooring system and pitch system lead to
the highest maintenance expenditures, whose fatigue life is strongly
influenced by the design of the floating support structure, and therefore
O&M cost should be included in FOWT support structure optimisation
studies.

An interesting perspective was presented in the recent work of
Hegseth et al. (2021), where the trade-off between CapEx and OpEx
was studied, seen as a trade-off between the current and future costs.
The authors investigated the effect of fatigue crack inspections on the
reliability of the structure. Having set a target accumulated reliability
after 20 years of operation, a probabilistic fracture mechanics model
was applied to estimate the required inspection intervals with two
different lower safety factors resulting in appropriately increased O&M
costs and decreased capital costs. Although in this study the reliability
assessment was performed after the optimisation process (i.e., at the
postprocessing stage), the authors emphasised that inclusion of relia-
bility model in the optimisation would allow to achieve the lifetime
cost reduction (albeit significantly increasing the complexity of the
frameworks). As the knowledge about the importance of various design
criteria and modelling techniques mature, co-optimisation of FOWT
support structure and O&M strategy, never considered before, seems
to be a natural next development, just like the co-optimisation of the
controllers has been.

9.2.2. Performance metrics
Except for the low cost, a superior design must also show good

performance in terms of the quantity and quality of energy production,
as well as reliability and safety. Table 2 makes it clear that the FOWT
optimisation studies very rarely include any performance metrics (other
than the power quality criterion considered in Hegseth et al. (2020b),
as indicated in Section 4). One of the most profound consequences of
this is the fact that the power production efficiency is not represented
in the optimisation problems in any way, which may lead to suboptimal
designs.

Ideally, the Annual Energy Production (AEP) should be modelled,
being the energy output of the turbine based on a given annual average
wind speed (Fingersh et al., 2006), as indicated in . However, simplified
metrics can be derived by considering the chosen factors affecting AEP:

• Rotor power coefficient
• Mechanical and electrical losses
• Blade soiling losses
• Wind farm losses
• Turbine availability.

While most of these items are independent of the support structure
design, the power coefficient and turbine availability are affected by the
dynamic response of the system to the environmental loads, and conse-
quently by the floating substructure, and therefore could be modelled
as functions of the floating platform variables.

The power coefficient is a function of the tip-speed ratio, which in
turn is a function of the rotor speed and inflow velocity. Wen et al.
(2018) showed that the rigid motion of the platform, as well as the
resulting elastic deformations of the blades and the tower, change both
the speed and direction of the incoming flow, hence influencing the
time history of the instantaneous power coefficient. Lee and Lee (2019)
showed that platform motions strongly affect the wake evolution, in-
troducing a significant variation of the torque and thrust loads (in
particular, the study showed up to 58.64% and 28.46% variation in
the relative percentage difference in the peak magnitudes of the power
output and thrust forces, respectively, due to the periodic surge oscil-
lation of the floating platform). Hence, the aerodynamic performance
of a floating wind turbine vastly depends on the design of the support

structure.
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The above-mentioned studies did not consider the action of any
control system, which, to some extent, could compensate for the plat-
form motions. Pustina et al. (2020) applied a variable pitch variable
torque control system to prove that the power fluctuations can be
effectively reduced by using an optimised controller. Lemmer et al.
(2016), and Fontanella et al. (2021), among others, developed model-
based controllers to reject wave excitation.1 A very comprehensive
study was also performed by Aliabadi and Rasekh (2020). Using a
similar controller, the authors studied power variation in various wind
speed regimes as a response to the pitch motions of different amplitudes
and frequencies. It was concluded that the pitch motion decreases
the average power coefficient in above-rated conditions (i.e., at high
wind speeds and TSR below 7), partly due to the time delay in blades
pitching. But, in below-rated conditions (low wind speed, TSR above 7),
the platform pitching motion increases the average power coefficient.
However, this is at a cost of significantly increased power fluctuations,
structural loads, and control effort (and so increased frequency of
preventive and reactive maintenance and downtime). Since the pitch
actuation system is one of the least reliable assemblies of an offshore
wind turbine (Tavner, 2012), it seems worthwhile to represent the
trade-off between the power quantity/quality and the control effort in
FOWT optimisation studies (as also recently noticed in Lemmer et al.
(2020), Hegseth et al. (2020a)).

The later factor affecting AEP, availability, defined as the proportion
of time a wind turbine can produce energy, strongly depends not only
on the wind conditions but also on the seakeeping characteristics of
a given design, as well as the frequency and duration of the planned
and corrective maintenance (Hassan, 2017). The link between the
availability and the design characteristics can be modelled through
techniques focused on wind turbines’ reliability, such as those devel-
oped for bottom-fixed offshore structures in Karadeniz et al. (2009).
In that case, the trade-offs between the design sturdiness (and so the
weight and the cost) and failure rates could be investigated.

9.3. MDAO frameworks and optimisation algorithms

Introduction of MDAO strategies at the onset of the design pro-
cess brings multiple advantages, including the ability to accurately
represent the tight inter-dependencies between the subsystems, readily
evaluate the system-level implications of technical decisions at the
subsystem-level, and to encompass the stakeholders’ requirements and
lifetime considerations within a common design framework (Barter
et al., 2020). Through MDAO, the contributions of structural, hydro-
dynamic, aerodynamic, control, electrical, and power engineers, made
concurrently, can be balanced to yield a truly optimal, safe system, not
dominated by a single design consideration (Hirshorn, 2007). Parallel
computing and multi-fidelity approaches can be exploited (Barter et al.,
2020), largely influencing the time of the solution.

To achieve the common objective of maximum lifetime cost of en-
ergy reduction, the specialists of all subsystems should work together.
According to the findings of project FORCE (Dobbin et al., 2014),
integrated design of wind turbines and their support structures is one
of the most potent ways to save cost in offshore wind, capable of
reducing the cost of electricity by at least 10%. However, currently,
the rotor-nacelle assembly and the floating support structures are de-
veloped under separate contracts, with wind turbines identical to those
used with bottom-fixed structures (Barter et al., 2020; Dobbin et al.,
2014; Perez-Moreno et al., 2016). Before these commercial barriers are
overcome, the focus is on the multidisciplinary design optimisation of
the particular assemblies: support structure (discussed by this article)

1 Note that such controllers have to be tailored to each FOWT design
ndividually, therefore they must be tuned, or optimised, at each step of the
upport structure optimisation; this raises the question of the most efficient
DAO architecture.
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and RNA (for example Bottasso et al., 2012; Bortolotti et al., 2016), as
a necessary step towards system-level, and eventually wind-farm-level,
integrated design.

To realise the fully coupled floating system, the disciplinary analysis
tools within an MDAO framework must be appropriately intercon-
nected. An exemplary way of interfacing the modules was demonstrated
within the state-of-the-art dynamic analysis tool OpenFAST, as illus-
trated in Fig. 12, where all disciplines including the mooring, platform,
tower, and RNA dynamics, as well as environmental forcing, form
two-way connections (dependencies).

Although many of the optimisation frameworks analysed in this
paper successfully reflected the most critical coupling effects in FOWT
systems (e.g., control system — RNA dynamics, waves — platform dy-
namics), some important interactions were not considered (e.g., waves
— mooring dynamics, drivetrain dynamics — nacelle dynamics), and
some were modelled as one-way relationships (e.g., mooring dynamics
— platform dynamics), often only approximately (aerodynamics —
nacelle dynamics). The application of a fully coupled aero-hydro-servo-
elastic simulation within an optimisation framework may require a
much more complex MDAO architecture than those applied in the
context of floating wind turbine design up to date.

This was well demonstrated by Ashuri et al. (2014) in their multidis-
ciplinary design optimisation of the blades and tower of a bottom-fixed
offshore wind turbine. The main challenge of the study lied in the
fact that the analysis was performed in time-domain, multiple load
cases, constraints, and variables were considered, and, on top of that, a
gradient-based optimisation algorithm with finite-difference derivatives
was utilised. To make the process attainable, a multilevel optimisation
was utilised, where the design variables and constraints were decom-
posed into two levels (bi-level optimisation (Sinha and Deb, 2013)).
As illustrated in Fig. 13, each global optimisation iteration consisted
of two optimisation processes at the lower levels, and the global iter-
ations were repeated until convergence on the common objective was
achieved. To further speed up the computation, 12 different design load
cases were computed in parallel, each on a separate CPU.

Generally, the high computational effort required to complete a
multidisciplinary optimisation of the FOWT foundation is dictated by
several factors. The design space may be high-dimensional, the mod-
elling of the dynamic behaviour of the coupled system may be time-
expensive, especially if low-fidelity FD tools cannot be used, and mul-
tiple load cases need to be considered (fatigue assessment of FOWTs
requires at least about 30 load cases to keep the error at acceptable
levels (Stieng and Muskulus, 2018)). Taking into account the stochastic
nature of the excitation loads (wind and waves), a considerable number
of realisations of each load case are additionally required.

To overcome these obstacles, surrogate modelling proves to be
highly effective, being a well-established method in other fields. The
advantages of using the surrogate models prior to FOWT optimisation
were explored in USTUTT (2016). It was noticed that to be able to
properly interpret the optimisation results, it is important to understand
the overall system behaviour. The surrogate served that purpose and
was then used to test and evaluate the optimisation algorithm, before
running it with the actual simulation tools. They can also be used
for design space screening purposes (i.e., selection of the most critical
design variables), and uncertainty assessment.

Alternatively, the surrogate models can act as inexpensive stand-ins
for optimisation studies (surrogate-based optimisation (Queipo et al.,
2005)), shifting the computational effort from the optimisation to the
preprocessing stage. In that case, instead of performing time-consuming
simulations during the optimisation, approximate models are being
evaluated at each iteration, in a small fraction of time. The applicability
of this approach was demonstrated in two frameworks for optimisation
of TLP (Zhang et al., 2018) and semi-submersible (Qiu et al., 2019)
O&G floating structures. In both cases, the most probable maximum

heave motion was modelled as a response to five hull shape variables.
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Fig. 12. Modules interface in a fully coupled aero-hydro-servo-elastic model within OpenFAST.
Source: Reproduced from Jonkman (2007).
Fig. 13. Multilevel optimisation approach with decomposition of the design space into two disjoint sets 𝒙𝟏 and 𝒙𝟐.

Source: Reproduced from Ashuri et al. (2014).
Artificial Neural Network (ANN) as well as Radial Basis function (RBF)
models were trained based on about 700 samples obtained through a
frequency-domain analysis. In the context of FOWTs, the use of sur-
rogate modelling was recently demonstrated in Coraddu et al. (2020)
where the Response Amplitude Operators (RAOs) of spar-type FOWT
were approximated with the Extreme Learning Machines (ELMs).

In the recent literature, there is also a significant focus on applying
the adjoint methods for computing total derivatives in gradient-based
optimisation problems. These methods can compute the derivatives
efficiently (at the cost linearly proportional to the number of design
objectives and constraints, but irrespective of the number of vari-
ables), and with high accuracy (i.e., with accuracy higher than through
numerical approximations), improving the optimisation convergence
rates (Martins and Hwang, 2013). Hence, the adjoint methods outper-
form other methods such as direct design sensitivity (utilised in Dou
20
et al. 2020) or finite difference (utilised in Fylling and Berthelsen
2011), with the total time of gradient computation approximately
equal to the time of computation of the objective/constraint func-
tion itself (Giannakoglou and Papadimitriou, 2008). The advantages
of this group of methods were appreciated in many other fields such
as aero-structural optimisation (e.g., Kenway and Martins, 2014).
However, they remain unpopular in FOWT optimisation studies, with
only a few examples of application (e.g., Hegseth et al., 2020b). The
adjoint method functionality has been implemented in OpenMDAO
and it also available in MATLAB Optimisation Toolbox (the so-called
‘reverse mode automatic differentiation’). Other optimisation tools such
as DAKOTA (Eldred et al., 2002) support analytic derivatives as well,
but require these to be provided by an external solver.

On a final note, the review of 17 FOWT multidisciplinary optimisa-
tion studies showed that the selection of the most efficient optimisation
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Table 5
Potential areas for improvement in MDAO approaches — recommendations.

Subject Recommendation

MDAO ∙ Implement a fully coupled aero-hydro-servo-elastic FOWT
system through a more advanced MDAO architecture with
two-way connections between the relevant modules

Design
variables

∙ Increase the flexibility of the design space based on the
formal geometry parametrisation schemes to allow novel
configurations free from O&G structures bias
∙ Apply screening and dimensionality reduction techniques
∙ Study the feasibility and usefulness of introducing additional
non-geometric discrete design variables such as structural
materials

Economic
criteria

∙ focusing on the CapEx as a proxy for LCoE, and introduce
OpEx as a secondary factor

Performance
criteria

∙ Include possibly largest range of design criteria for unbiased
design
∙ Introduce new design criteria as a proxy for the power
production part of LCoE, e.g., coefficient of power
∙ Study the trade-offs between the power quality and control
effort (or actuator fatigue life)
∙ Investigate possible implementation of reliability and
availability models

Optimisation
algorithms

∙ Explore the use of data-driven methods to approximate the
physical models at different stages of optimisation (including
surrogate-based optimisation)
∙ Make use of adjoint methods to efficiently compute total
derivatives, enabling the use of efficient gradient-based
algorithms

algorithm for a given problem receives very little attention. As outlined
in Section 6, the choice of optimisation problem should be based on the
consideration of the mathematical nature of the optimisation problem,
as well as the search goal and search method. As indicated in Table 2,
many studies apply local optimisation algorithms without the due
consideration of this fact when interpreting the results. Significantly
more attention is given to the consideration of the type of design ob-
jectives and constraints (whether continuous, differentiable, smooth),
and design variables (design space dimensionality, and whether con-
tinuous or discrete). However, the choice of these is often dictated by
the requirements of the optimisation algorithm selected a priori. Most
studies omit any justification of this selection; some (e.g., USTUTT,
2016) follow a trial-and-error process. It is important to notice that the
selection of the optimisation algorithm is strongly constrained by prac-
tical considerations such as the availability in the package/environment
used by the researchers, or ease of coupling with the multidisciplinary
analysis framework. It seems worthwhile to investigate whether a more
rigorous and systematic approach to selection of algorithms would
result in significant efficiency gains.

A summary of potential areas for improvement and recommenda-
tions for MDAO approaches is given in Table 5.

9.4. Techno-economic models

This paper highlighted the fact that, currently, there is a substantial
emphasis on reducing the time and cost of the disciplinary analysis for
FOWT optimisation frameworks. A massive effort is devoted to making
the methods more efficient, often at the cost of accuracy and level
of detail. However, considering the big picture and seeing the total
cost as a sum of the costs related to all design phases, a question
must be asked whether increasing the fidelity, and so the cost, of the
analysis during the structural optimisation phase could result in money
savings at later stages (the cost of change generally increases as the
project progresses, as shown in Fig. 14). Hence, this section identifies
the possible extensions to the models of dynamics, focusing on the
phenomena which are usually neglected but may significantly affect
the design and global response of FOWTs.
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9.4.1. Design load cases
The IEC TS 61400-3 specification provides a list of 42 DLCs that

should (as a minimum) be analysed in the process of design of an
offshore wind turbine. Due to the prohibitively long simulation time
required to complete the optimisation of FOWT considering all DLCs, a
compromise must be made selecting only a few load cases. Most of the
literature focused on two or three DLCs representative of typical op-
erating conditions (Table 2). However, there seems to be an emerging
trend towards increasing the number of load cases, supported by the
use of more sophisticated models of dynamics capable of considering
the extreme conditions (e.g., second-order hydrodynamics for more ac-
curate representation of low-frequency dynamics in long waves), more
efficient optimisation algorithms (searching design space with fewer
iterations/simulations), as well as increasing computational speed and
power mainly through increased availability of multi-core architectures
and parallel computing (this can be seen for example in Hegseth et al.
2020b, Ashuri et al. 2014).

Matha et al. (2014) proposed a systematic method for an efficient
critical design load case identification, in which a computationally
efficient reduced nonlinear model was used to select the most important
subset of DLCs which should be taken forward to optimisation. Since
this method relies on running reduced model simulations to identify
the critical load cases, it would be most advantageous in those FOWT
optimisation frameworks that utilise high-fidelity analysis tools.

An alternative approach was more recently proposed by Stieng and
Muskulus (2018), whereby the analysis over a full set of DLCs was
performed once, and then the different cases were sorted by their
severity (measured as the product of a particular response, e.g., fatigue
damage, and probability of occurrence). The most severe cases were
selected, and the relative error resulting from using only these cases
was estimated. This error was then assumed constant for a range of
similar designs. Although it is not clear for how broad design spaces
this method remains accurate, it presents a very pronounced benefit of
simplicity.

The vast majority of FOWT support structure optimisation studies
only investigated codirectional wind and waves. However, the fact that
FOWTs support structures are in constant motion, and lack aerody-
namic damping in the side-to-side direction, may cause environmental
loads directionality to have a more pronounced effect on their response.
While for the axisymmetric floating structures such as a spar this is the
most critical condition, wind-wave misalignment may result in larger
structural loads in semi-submersible platforms (Bachynski et al., 2014;
Li et al., 2020). Equally important is the consideration of misaligned
environmental loads in the case of a TLP design, where the minimum
mooring tension must be modelled accurately to avoid slack lines (off-
set of the wave direction with respect to the main wind direction may
ease the tension in the mooring lines). This was appreciated by Myhr
et al. in their optimisation study devoted specifically to TLPs (Myhr
and Nygaard, 2012). The study performed at NREL (Barj et al., 2014)
showed that in normal power production conditions, the neglect of the
misalignment may result in as much as 50% underestimation of the
tower side-side bending moment, and 5% overestimation in fore-aft
tower loads. Even though the side-to-side moment is generally a lot
less significant than the fore-aft moment, the authors recommended to
consider at least two wave directions: aligned with the wind and 90 de-
grees misaligned. Lastly, misalignment consideration is required by the
IEC TS 61400-3-2 technical specification (International Electrotechnical
Commission (IEC), 2019). The justification of this requirement lies in
the fact that FOWT systems lack aerodynamic damping in the side-to-
side direction, hence being more prone to the impact of wind, waves,
and current directionality. The ultimate and fatigue loads in the base
of the tower are of particular concern.

9.4.2. Control system
Many of the multidisciplinary optimisation frameworks for FOWT
support structures did not consider the use of a controller. This was
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Fig. 14. Evolution of the knowledge, costs of change, and degrees of freedom during the design process.
Source: Reproduced from de Koeijer et al. (2017).
partly justified by the fact that these studies only considered the
rated (or near-rated) conditions, where the control action is rather
limited. The most recent FOWT optimisation studies such as Hegseth
et al. (2020a), Lemmer et al. (2020) investigated a wide spectrum of
distinct wind speeds. In these cases, the importance of integration of
the aero-hydro-elastic model with the model of a controller was well
understood.

A recent study by Aliabadi and Rasekh (2020) demonstrated that
even at the rated wind speed, the incorporation of a power control
system is still important to minimise the variation of aerodynamic loads
and prevent the occurrence of negative power coefficient. As shown
in Sandner et al. (2014), damping of the platform significantly influ-
ences the design of the optimal controller, and conversely, the torque
varied by the controller influences the aerodynamic thrust, significantly
affecting the support structure motions. Additionally, an introduction of
the controller in the optimisation loop allows for the power production
to be considered alongside the cost of the FOWT (Hegseth et al.,
2020b). Therefore, an integrated optimisation of the floating structure
and the controller may result in better performing and cheaper designs,
missed by sequential optimisation studies (Hegseth et al., 2020b). It is
worth noting that an efficient implementation of a control strategy is
possible in frequency-domain frameworks, as demonstrated for example
by Lupton (2014).

9.4.3. Viscous wave loads
Almost all studies reviewed employed a linearised Morison equation

approach to model either the total wave load, or the viscous contribu-
tion to the wave excitation force and damping. Although this method
is only strictly valid for hydrodynamically slender floating structures,
defined as those elements with a characteristic length to wave length
ratio 𝐷∕𝜆 below 0.2, in which case diffraction is negligible (Det Norske
Veritas (DNV), 2014b), it is not uncommon to see the Morison equation
applied to floaters and sea conditions resulting in 𝐷∕𝜆 ratios as large
as 0.4 or more.

For the viscous drag and diffraction effects to be simultaneously
significant, the wave height must be large (𝐻∕𝐷 > 1.5), and, at the
same time, the wave length must be small (𝐷∕𝜆 > 0.2), as compared to
the significant dimension of the structure (Patel, 1989). Imposing the
deep water breaking condition (𝐻∕𝜆 < 1∕7), it can be demonstrated
that this is practically unrealisable for a single member. Violation of
the 𝐷∕𝜆 < 0.2 limit is therefore a concern only in those studies which
apply the full Morison approach (i.e., for calculation of both the drag
and inertia components of load), or which are applied to a structure
consisting of both large and small volume members. In optimisation
studies, where a range of floaters of different topologies and sizes are
analysed over a wide range of wave frequencies (or lengths), the need
to rank the designs requires that the dynamic approach applied remains
valid for all designs in all significant environmental conditions.

This can be accomplished through the implementation of an alterna-
tive hydrodynamic model such the combined potential flow — Morison
approach. Alternatively, if such an approach cannot be afforded (due
to increased computational effort), the design space must be narrowed
to exclude large structures.
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9.4.4. Flexible structure
Compared to bottom-fixed wind turbines, the rotors supported by

floating platforms are subjected to larger cyclic gravitational, inertial,
and aerodynamic loads (Lupton, 2014). With the size and weight of
the rotors increasing, it becomes increasingly important to consider the
flexibility of the long aerodynamically shaped blades and the tower. At
specific combinations of platform motion frequency and rotor speed,
the structural response of the blades is known to be nonlinear with
respect to the amplitude of the platform motion. However, in many
practical cases, such as those analysed in Lupton (2014), where the
rotor speed and platform motion frequencies are small (lower than
20 rpm and 0.2 Hz, respectively), this nonlinearity is insignificant. In
that instance, a simplified, linearised model of structural dynamics can
improve the overall accuracy of the frequency-domain frameworks.

Accounting for the flexibility of the floating structure may be par-
ticularly important for extreme design load cases. The IEC 61400-3-2
specification provides the guidance as for when a structure can be
considered rigid, based on the natural frequency of the structure (𝑓𝑛)
and the frequency of external excitation (𝑓𝑖𝑛):

• If 𝑓𝑖𝑛 ≪ 𝑓𝑛, a structure can be assumed a rigid body
• If 𝑓𝑖𝑛 ≈ 𝑓𝑛, resonance is possible and flexibility must be modelled
• If 𝑓𝑖𝑛 ≫ 𝑓𝑛, the influence of the structure flexibility on the total

response may be significant and the flexibility must be modelled.

If the structural frequency of some of the candidate designs is
expected to be close to or below the frequency of excitation loads
(wind, waves, vortices shed), it is important to introduce flexibility into
the model. This was so far only achieved in a few FOWT optimisation
studies, in a simplified way, as already mentioned in Section 7.4. Only
the flexibility of the tower was included.

In the case of large-volume floaters, a one-way feed-forward con-
nection between the hydrodynamic loads and structural response can
be applied, as recommended in D.N.V. G.L. (2018). Although this
approach neglects the effect of structural deformation on hydrodynamic
loads, it can be useful in approximating the internal loads in floating
structures, if these are within the set of optimisation criteria. The so
called ‘‘dry’’ approach, on the other hand, ignores the effect of the
surrounding fluid on the structural response. For instance, Mantadakis
et al. (2019) developed a linear hydroelastic analysis in the frequency
domain for analysis of the coupled behaviour of a spar floating struc-
ture. The structural responses were computed based on a ‘‘dry’’ modes
superposition principle, with modal parameters obtained from a FEM
code, while the hydrodynamic loads were computed through a Bound-
ary Element Method solving the diffraction/radiation problem. The
floater elastic modes were included in the vector of degrees of freedom
alongside the six rigid motion modes.

Two-way coupled hydro-elastic solvers (‘‘wet’’ approach) are very
rarely applied to floating support structures. Due to the dependence
of added mass on frequency, this problem is nonlinear and cannot be
solved in the frequency domain. Recently, Leroy et al. (2021) studied
hydro-elastic response of a bottom-fixed monopile by coupling a non-

linear potential flow solver with a modal approach (FEM), achieving
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the tight coupling through an explicit coupled equation system. Al-
though in many cases this fully coupled approach yields more accurate
results (Loukogeorgaki et al., 2014), its applicability to the analysis
of floating structures within multidisciplinary optimisation frameworks
may be limited due to the need to account for rigid body motions
and high computational effort related to high-fidelity time-domain
FEM computations. Regardless, the authors provided a valuable early
insight into the importance of fully coupled hydroelastic analysis for
the ever-larger submerged structures.

A comprehensive review of different approaches to FOWT structural
flexibility modelling is available, for instance, in Chen et al. (2017),
where the trade-offs between the ease of implementation, accuracy
and computational effort of four different models (single-rigid-body,
corrected single-rigid-body, multi-rigid-body, and multi-rigid–flexible-
body) are explored.

9.4.5. Mixed-fidelity analysis
The ability to model the system as an interconnected network of

disciplinary solvers allows a range of processes which make the mul-
tidisciplinary optimisation more efficient. For instance, multi-fidelity
dynamic models can be utilised, whereby different disciplines are mod-
elled with just a sufficient level of detail, specific for each discipline.
For instance, Lemmer et al. (2017) used a fast frequency-domain model
to design the controller at each optimisation iteration, and a nonlinear
time-domain model to compute the evaluate the design response and
criteria. The use of tools of different fidelity can also be made at
different stages of the optimisation. For instance, Sandner et al. (2014)
performed a spar wind turbine optimisation study using a linearised
simplified nonlinear simulation model to find a theoretically suitable
range of controller gains (i.e., narrow the design space), and then
applied a nonlinear model to further tune the controller gains for
each candidate platform. Effective reduced-order models can also be
used for the purpose of screening the design space before attempting
optimisation (fast parametric analyses) (Berci and Cavallaro, 2018), or
for uncertainty propagation approximation (Martins and Hwang, 2013;
Moore, 2012). In that respect, data-driven models offer potential advan-
tages, not yet explored in floating wind field. Lastly, low-fidelity tools
can be used for sensitivity computation within a gradient-based optimi-
sation, while employing medium or high-fidelity methods for functional
evaluation of the objectives and constraints (Berci and Torrigiani,
2020).

9.4.6. Economic models
Economic modelling is, in general, challenging, mainly due to the

scarcity of information available at the initial design stages, when
the optimisation often takes place. The vast majority of FOWT op-
timisation studies published up to date employ simplistic metrics to
reflect the profitability aspect of the design. While these simple models
have the advantage of being easy and cheap to implement within an
optimisation loop, the use of more detailed models may improve the
cost-competitiveness of the designs.

Most, if not all, frameworks only considered the cost of material
and manufacturing of the support structure components. Progress can
already be made by focusing on just these two cost components and im-
proving their respective models. For instance, more detailed scantlings
of the platform, and the inclusion of the internal structural members in
the material-bill and manufacturing cost calculations, could potentially
result in lower overall mass and cost (so far, the main emphasis has
been on the optimisation of the external shape, somewhat neglecting
the internal structure). This, of course, would require an appropriate
model of structural dynamics. A step towards that goal has recently
been made by Hegseth et al. (2020b).

To further extend the capabilities of CapEx modelling, the cost-
benefit of the modularity of design and suitability for mass production
should be explored. As shown in van Hees Bulder et al. (2002), the
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simultaneous production of a large number of floating wind turbines for
installation in multi-hundred-megawatt wind farms has the potential to
lower the price significantly. This reduction can be mainly attributed
to a decreased design effort and manufacturing benefits of scale, both
contributing 10%–20% of the total cost reduction.

A step forward can also be made by including the costs incurred in
the other life cycle phases (i.e., related to installation, maintenance,
operation and decommissioning). Although the relationship between
the design characteristics usually controlled by the optimiser and the
costs related to the post-development phases is less clear, some aspects
of the structural design can be accounted for in the OpEx model. This
has not been achieved in the support structure optimisation studies
so far, to the best knowledge of the authors. While the fabrication of
the floating platforms is considered to be more expensive than that
for bottom-fixed structures (Katsouris and Marina, 2016b), the major
cost advantages are seen in the post-manufacturing phases. There-
fore, FOWT optimisation frameworks should be able to explore these
benefits.

For instance, the ability of the complete system to float in an upright
position without being attached to the moorings determines whether
the use of an expensive heavy-lift jack-up and dynamic positioning
vessels at the installation site can be avoided, saving some costs (James
and Ros, 2015). The low draft and good initial stability of the semi-
submersible platforms makes them suitable for being fully assembled
onshore and then towed by small tugboats to their final destination.
They can also be safely tugged back to shore for major repairs, further
reducing the lifetime costs (Lerch, 2020). TLP platforms are not stable
without the mooring system in place, therefore, in general, they need
more expensive special purpose-built vessels for transportation and
installation. Likewise, spars often require a barge and a heavy-lift vessel
for assembly (Lerch, 2020). The need to consider towability as a design
criterion was also emphasised by Barter et al. (2020).

Aspects of maintenance cost could be included in LCOE models
as well. For instance, in Lerch (2020) it was noticed that concrete
substructures require fewer on-site inspections than steel structures.
Therefore, the influence of the type of substructure material on the
frequency of preventive maintenance, and so the lifetime cost, could
be modelled. Likewise, the effect of the support structure response
characteristics on the fatigue loads of the WT components and the
lifetime cost of inspections, repairs and replacements can be accounted
for.

Another consideration that requires increased attention is the issue
of power cable damage and the associated costs. Being installed in a
dynamic environment influenced by the platform motions, dynamic
cables are expected to suffer greater levels of mechanical stress and
failure rates (Young et al., 2019), requiring more frequent inspections
and replacements. This largely influences both the maintenance and
insurance costs. Therefore, respecting the requirement of cable integrity
through appropriate modelling of both the fatigue and extreme loads
due to platform motions can potentially lead to a lower life cycle cost.

The recommendations for the techno-economic modelling made
throughout the article are summarised in Table 6.

10. Conclusions

The growth of offshore wind utilisation as a means to achieve the
required CO2 reductions can be accelerated by installation of wind
turbines far from shore where the wind is stronger and more consistent.
Floating offshore wind turbines (FOWT) offer a feasible solution in
these conditions. However, a range of efforts in multiple disciplines at
all stages of the turbine’s life cycle is essential for the economic viability
of this technology.

Since FOWTs are strongly coupled systems with complex physics,
large gains are expected through the adoption of Multidisciplinary
Design Analysis and Optimisation (MDAO) approaches. This article

reviewed the state-of-the-art in MDAO of FOWT support structures,
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Table 6
Potential areas for improvement in techno-economic modelling — recommendations.

Subject Recommendation

General ∙ Study the project life cycle benefits of increased fidelity
analysis at the early stages of a project
∙ Study the benefits of the multi-fidelity approaches to FOWT
dynamic modelling for optimisation
∙ Depending on computational power available, consider
easing some of the system couplings to make the application
of nonlinear TD analysis feasible within optimisation

DLCs ∙ Continue the trend of an increasing number of design load
cases considered, based on the critical design load cases
identification techniques
∙ Include at least one misaligned wind-waves load case

Control system ∙ Continue the trend of incorporating the controllers in
optimisation studies, possibly co-designing (optimising) the
power control system in an integrated manner
∙ Explore the benefits of the control strategies in line with the
particular choice of design objectives

Hydrodynamics ∙ Perform a formal study of the necessity to model the
slamming and slapping load
∙ Develop a dynamic analysis tool capable of analysing a
wider range of support structure topologies in a larger range
of environmental conditions
∙ Improve the model of viscous damping through alternative
linearisation method (FD)
∙ Ensure validity of the hydrodynamic model applied

Structural
dynamics

∙ Compare the natural frequency of the structure with the
most energetic range of frequencies of external excitation to
determine correct approach to flexibility modelling
∙ Ensure the validity of the rigid body assumption whenever
such assumption is made; constrain the natural frequencies of
the structures accordingly

Cost modelling ∙ Expand the capital cots model by more detailed
consideration of material and manufacturing costs
∙ Expand the capital cots model by consideration of the
benefits of scale and the modularity of design
∙ Include the assembly, installation, maintenance and
operation phases in the cost model

critically discussing the details of the optimisation problem formulation
and its implementation.

The formulation of the optimisation problem comprises the defi-
nition of design variables, objectives, and constraints. The choices of
these three elements observed in the 12 chosen FOWT optimisation
studies were collated in Table 2 and systematically examined.

The parametrisation methods presented in FOWT-related literature
are mostly limited to very simple schemes, whereby the design vari-
ables represent the physical characteristics of the structure. Although
most of the studies only consider a single class of support structures
(TLPs, semi-submersibles, or spars), the trend is to include a wider
design space spanning all types of configurations. In that respect, the
use of formal parametrisation schemes prevalent in other fields was
proposed. Methods to select the critical subset of design variables prior
to optimisation were indicated.

In literature, there is no consensus on what the Floating Offshore
Wind Turbine (FOWT) support structure optimisation should aim for.
Although consideration of the levelised cost of energy (LCoE) as a
design objective would best reflect the industry’s goals, the economic
metrics are most often limited to the bill of material as a proxy for the
capital cost. However, since the major cost-advantages of floating sys-
tems are seen in the later development/operation stages, it is proposed
to extend the models by some aspects of the assembly, installation,
operation and maintenance phases. Operation and Maintenance (O&M)
costs constitute a significant contribution to the total cost of FOWT,
and are significantly influenced by the design of the support structure.
The article stressed that along the affordability aspect, the reliability,
resilience, and safety of the overall system should be considered.
24
The performance criteria applied in the literature included the na-
celle fore-aft acceleration, mooring line tension, fatigue life, and rotor
speed standard deviation. These were critically assessed, and additional
factors were proposed, including the coefficient of power, turbine’s
availability (for the highest power production with the least output
fluctuations), and control effort (for lower fatigue damage of the blade
actuator and less downtime), among other criteria. A systematic and
in-depth review of all objectives and constraints has been carried out,
highlighting the fact that there is no agreement on the number and type
of criteria to be considered.

The field of FOWT multidisciplinary optimisation is dominated
by monolithic MDAO architectures with one-way couplings between
disciplinary solvers. However, to represent the fully coupled system,
an introduction of a more advanced distributed network with two-way
connections is a feasible solution. The reduction of the optimisation
time can be achieved using carefully selected more efficient optimi-
sation algorithms. Although derivative-free approaches dominate, the
advantages of the derivative-based alternatives have recently gained
more appreciation, together with a rising interest in efficient total
derivative computation methods. Significant gains in terms of opti-
misation time and accuracy are expected by the application of the
multi-level optimisation and/or mixed-fidelity approaches, potentially
involving data-driven methods.

It has been shown that quick and robust frequency-domain (FD)
tools are most often utilised within such frameworks. The article ar-
gued that increasing the fidelity of the analysis tools in early design
stages may lower the costs incurred in later stages. With this in view,
possible extensions to the FD models were proposed. These included the
integration with a control system, improved hydrodynamic modelling
(for instance through improvements to common approaches such as the
linearised viscous drag model), as well as the introduction of structural
flexibility. Time-domain approaches were reviewed for completeness.

The focus of the most recent research in the field of FOWT optimi-
sation is on increasing the complexity and accuracy of the frequency-
domain models. However, due to the inevitable limitations of this
approach (e.g., inability to model the nonlinear effects and realistic
ultimate limit states), multi-fidelity approaches are gaining momentum.
This trend is supported by an increasing appreciation of the MDAO
concept and the modular capabilities that it offers.

The comprehensive review of the optimisation approaches and
techno-economic models commonly considered in FOWT support struc-
ture optimisation studies are summarised in Tables 2 and 4.
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