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a subcategory of AI systems, seem to displace physicians 
from their authoritative position, and communication diffi-
culties may emerge because they may deprive human agents 
of central epistemic goods, such as understanding (Burrell 
2016). Medical ML seems to upend the patterns of our busi-
ness-as-usual lives and disrupt trust relationships, which are 
usually invisible and mediate our daily interactions. As a 
consequence, increasing initiatives are installed to promote 
trust in ML technologies that are framed as a crucial step 
towards patient empowerment (Segers and Mertes 2022).

Over the past few years, there has been a significant 
focus on medical ML within ethical literature, with the 
concepts of trust and trustworthiness frequently being high-
lighted in these debates. For instance, the EU Commission’s 
High-Level Expert Group on AI, whose 2019 Ethics Guide-
lines for Trustworthy AI set the stage for this ever-growing 
debate. In creating accounts of trust in medical AI, inspira-
tion is drawn from the normative frameworks presented by 
Baier (1986) and Hawley (2014), which are influential con-
tributions to the standard philosophical discussions on trust. 
Nickel (2022), for instance, develops a normative account 
of trust based on the concept of “discretionary authority” 
to explain the interconnections between the expectations of 
users, the invitation of trust within user interfaces, and the 
commitments of AI practitioners. In contrast and adopting a 

Introduction

According to testimonials, by the mid-1980s, there were 
significant concerns about the prevalent deterioration of 
trust in the clinical relationship (Sherlock 1986). Pellegrino 
and Thomasma (1993; p. 65) mention “an ethics of distrust 
[that] has been gathering force” based on the rise of par-
ticipatory democracy and the neutralisation of traditional 
paternalism. A positive kind of distrust was installed to 
overcome the doctor-knows-best paradigm. In relation to 
new medical technologies that have the potential to disrupt 
moral relationships (Baker 2013), one can notice a more 
ambiguous climate of distrust. Currently, there is a specific 
area of technological advancements in which the relation-
ship with trust is fraught with tension: artificial intelligence 
(AI) systems. Particularly, machine learning (ML) systems, 
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sceptical attitude toward the possibility of trusting AI sys-
tems, Hatherley (2020; p. 480) claims that “AI systems lack 
the right kind of motivation for trust—either in the form 
of encapsulated interest or a sense of goodwill—since they 
lack motivation entirely”. Despite the large attention in 
academic circles on whether it is possible to directly trust 
medical AI, fundamental disagreements remain on the foun-
dations of trust. Moreover, the role medical ML plays in 
mediating trust relationships in an institutional context has 
been largely neglected.

Skepticism may arise as to whether the trust discourse 
that currently holds sway in the realm of machine learn-
ing is anything more than a mere nod to the importance of 
trust. Some authors are now talking about “ethics wash-
ing” to describe the pervasiveness of trust talk (Freiman 
2023). Others wonder whether it would be better to regard 
this relationship as one of reliance rather than trust (Hol-
land et al. 2022). In response to the dominance of the trust 
rhetoric, such heightened scrutiny of concepts is desirable, 
as we do not want ethical debates about the acceptability 
of innovative medical technologies to be held in terms of 
empty labels. Moreover, features of healthcare institutions 
and medical ML have been described that scaffold testimo-
nial and hermeneutical injustices (Pozzi 2023). According 
to Medina (2020), epistemic injustices deepen the erosion 
of trust and perpetuate dysfunctional patterns of trust. This 
lack of trust may not entail only epistemic and ethical mis-
treatment but could be facilitated by political mistreatment 
(Medina 2013). Although some scholars point to occur-
rences of distrust in the medical ML literature (Braun et al. 
2021; Freiman 2023; Laux 2023; Starke and Ienca 2022; 
Wolkenstein 2024), its political dimension is given less fre-
quently philosophical centre stage.

In this article, we proceed on a structural level ex negativo 
as we aim to analyse the concept of “institutional distrust-
worthiness” to achieve a proper diagnosis of how we should 
not engage with medical machine learning. The paper pro-
ceeds as follows. In section one, we start with several exam-
ples that hint at the emergence of distrust in the context of 
medical ML. In section two, we introduce the distrust theory 
of Hawley (2014, 2017). In section three, we show how it 
can be fruitful to expand Hawley’s commitment account, 
going beyond the interpersonal level of trust relationships 
to account for trust and distrust pertaining to institutions. In 
section four, we argue that institutional opacity can under-
mine the trustworthiness of medical institutions and how 
new testimonial injustices can occur. In the final section, we 
focus on repairing institutional distrustworthiness in medi-
cal ML and, in turn, potential pathways for building trust.

Before starting with our argumentation, let us make a 
brief linguistic clarification. The philosophical debate on 
trust focuses on the distinction of two concepts that are 

often used interchangeably in everyday language: trust and 
reliance. These concepts are often used as synonyms, so I 
might happen to say that I trust my computer or that I rely 
on my general practitioner. However, in the philosophical 
literature on trust, this concept is mostly used in the con-
text of interpersonal interactions. In contrast, reliability is 
generally used to refer to our relationship with inanimate 
objects. The issue at the heart of the debate is thus to evalu-
ate whether AI systems, as inanimate entities, can be trusted 
in a morally relevant sense that goes beyond mere reliance 
(Zanotti et al. 2023). It is important to clarify that it is not 
our aim to argue “for” or “against” trust and/or reliance in 
medical ML. We agree that something is at stake in ethical 
terms when the role of trust is debated in the praxis of medi-
cine. Let us also point out that we leave in the middle the 
question of whether ML systems could possess human-like 
attributes such as motivations, will, and moral obligations 
that are usually seen as central to interpersonal trust rela-
tionships. We maintain that taking a stand on these disputed 
issues is not necessary to advance an ethical analysis per-
taining to the institutionalised distrustworthiness of medical 
ML.

A growing climate of distrust?

In several cases of so-called medical ML, many people indi-
cate a sceptical attitude of distrust. A study published by 
Obermeyer et al. (2019) in Science showed that an algorithm 
widely used in US hospitals to allocate healthcare resources 
to patients with complex health conditions had a consider-
ably lower rate of referrals for Black patients compared to 
white patients. When possible assumptions were examined 
that could explain the rampant racism in decision-making 
software, the scientists speculated “that this reduced access 
to care is due to the effects of systemic racism, ranging from 
distrust of the healthcare system to direct racial discrimina-
tion by healthcare providers” (Ledford 2019). According to 
Benjamin (2019), the context of structural and interpersonal 
racism in healthcare cannot be overlooked: as the author 
argues, “a ‘lack of trust’ on the part of Black patients is not 
the issue; instead, it is a lack of trustworthiness on the part 
of the medical industry”. Likewise, Graham (2022; p. 198) 
describes another study of Obermeyer on a new ML system 
for more objective pain measures and how “such a system 
seems to replicate long-standing patterns of clinical distrust 
of Black pain”.

A similar observation is made around the use of the Narx-
Care algorithms that are supposed to deliver an accurate 
estimation of the likelihood of opioid misuse: “The problem 
that really infuses the NarxCare discussion is that the envi-
ronment in which it is being used has an intense element of 
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law enforcement, fear, and distrust of patients” (Szalavitz 
2021; emphasis added). Robertson et al. (2023) find varia-
tions in preferences. Specifically, Black respondents were 
less likely to choose diagnostic AI systems. Finally, we 
could speculate that recent findings on the underrepresenta-
tion of certain groups in training data can create or sustain 
institutional distrust. The reason for this is that, arguably, 
the use of biased algorithms in medical care has a bearing on 
the (dis)trust patients attribute to the medical institution that 
integrates them (and thus justifies their use) into medical 
practice. Sadly, instances of algorithmic bias abound in the 
literature. For instance, algorithms for skin cancer detection 
might have worked in the testing phase. However, as they 
were implemented, they bore the harmful potential of pro-
ducing discriminatory patterns (Davis 2021).

Against this background, the following question might 
emerge: Why don’t Black people (and other marginalised 
groups) trust ML in the medical context? Implicit in the 
question, as Wilson argues (2022), is a pathologising of 
people—the idea that there is something wrong with them 
about their inability to properly trust rather than with the 
conditions within which they exist and make an attitude of 
trust unjustified. This sense of wrongness not only further 
disadvantages them but also ignores the role that healthcare 
institutions play in fuelling climates of distrust. In a similar 
vein, Newman (2022) argues that implicitly focusing on the 
mistrust of marginalised populations toward certain institu-
tions is a corrective attitude to change this “deviant” behav-
iour and align it to the standard attitude of trust recognisable 
among privileged social groups. According to the author, 
“[m]istrust places the scrutiny on the mistrustful, instead of 
focusing on the provider, medical institution, or health care 
system that fails to provide a context within which a patient 
can be empowered and feel comfortable in making a deci-
sion” (Newman 2022; p. 271).

We endorse Newman’s conclusion that a necessary step to 
overcome a situation, in which the experience of privileged 
white people is the implicit norm against which the experi-
ences of socially disadvantaged groups are measured and 
evaluated, is to decentre the analytic lens from privileged 
populations as a group of reference. However, we maintain 
that there is a need to understand not only how mistrust as 
an attitude of people towards institutions emerges but also 
how distrustworthiness as a property of institutions them-
selves and as a whole manifests (see section on institution-
alised opacity). Our particular focus will be on the role of 
ML systems in medicine in fostering the (dis)trustworthi-
ness of healthcare institutions.1

1  Of course, our analysis of institutional distrustworthiness cannot be 
decoupled from understanding how (dis)trust mechanisms arise since 
these two concepts are necessarily intertwined.

Generally, discussions about issues of distrust in medi-
cal ML start from the assumption that the problem takes 
the following form: people do not trust trustworthy actors. 
Based on this perspective, interventions aimed at improving 
transparency are generally targeted to encourage an attitude 
of trust from the side of trustors. However, such arguments 
overlook social factors that influence individual decisions 
to trust in clinical contexts. To better grasp the complexity 
of these issues, we need an account of institutional distrust-
worthiness. We provide this in the following sections.

Trust and distrust as commitment: the need to move 
beyond interpersonal relations

Filling in the details of trust is complicated as scholars dis-
agree on the nature of the concept. Most authors agree that 
reliance is a basic component of trust but that some extra 
element is needed in addition (Hawley 2014). This is intui-
tively the case when we think of which reactions are usu-
ally in place when our reliance is not upheld compared to 
when trust, understood in a morally rich sense, is breached. 
If someone relies on the proper functioning of their dish-
washer, one can be disappointed if the device suddenly 
stops working, but one does surely not feel betrayed by it. 
Differently, when someone trusts a trustee to, say, take care 
of their pets while they are on holiday and the trustee does 
not uphold this trust relationship, a feeling of betrayal and 
the demand for an apology would be suitable responses. 
That is to say, a breach of trust brings about morally loaded 
reactive attitudes that a failed reliance does not.

More problematic is the specification of this extra element 
that characterises proper trust in contrast to mere reliance. 
An overview of the philosophical literature on trust exceeds 
the scope of this paper,2 for our discussion aims explicitly at 
targeting a working notion of institutional (dis)trustworthi-
ness. In this paper, we thus limit our focus to an account of 
trust that is, we maintain, functional in tackling institutional 
distrustworthiness, i.e., the commitment account advanced 
by Hawley (2014, 2017). Let us first briefly reconstruct the 
main characteristics of Hawley’s account in its original for-
mulation as an account of interpersonal trust.

Hawley understands trust in terms of both commitment 
and motive.3 When trusting X to perform a specific task T, 

2  The philosophical literature on trust is vast but McLeod (2015) pro-
vides an overview. Durán and Pozzi (under review) also offer a review 
of the literature on trustworthy AI tailored to the analytic distinction 
between reliance and some “extra factor” largely adopted in the stan-
dard philosophical literature on trust.
3  It is worth noting that Hawley’s account is different from motive-
based accounts of trust in that the motivation of the trustee to uphold 
the trust relationship is not based on goodwill (Jones 1996) or the fact 
that they want to maintain or strengthen their relationship to the trustor 
(Hardin 2002). According to Hawley’s account the motivation of the 
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much food she will actually need for lunch. If this happens 
regularly, I can get to rely on her to share her food with me. 
However, if I developed a normative expectation that she 
should bring food for me to the office and she failed to do 
so, an attitude of distrust from my side would be largely 
inappropriate. More precisely, in this case, neither trust nor 
distrust seem to be suitable attitudes. Cases similar to this 
elucidate a crucial strength of the commitment account: it 
provides a solid theoretical basis to distinguish between 
appropriate and inappropriate normative expectations pre-
cisely by making reference to the nature of the commit-
ment that underlies a relationship of trust. So, the goal of 
Hawley’s commitment account is not only to provide the 
theoretical tools to identify situations in which trust or dis-
trust are suitable but to indicate when neither is suitable. 
Under this heading, distrust amounts to non-reliance and, in 
addition to this, the belief that the trustee has a commitment 
to uphold. Respectively, trust amounts to reliance plus the 
belief that the trustee has a commitment. In both instances, 
trust or distrust are appropriate attitudes only when a belief 
in commitment is in place.

For our purposes in this paper, it is important to point 
out that Hawley restricts her commitment account of trust 
and distrust to interpersonal relationships. In fact, the author 
is in favour of abandoning the trust–reliance distinction in 
collective contexts, thus suggesting that institutional (dis)
trustworthiness and institutional (non) reliability should be 
treated synonymously (Hawley 2017; p. 4). According to 
Hawley, “we need to address structural problems and col-
lective contexts if we are to combat injustice and create 
better institutions. However, we do not need the distinction 
between trustworthiness and mere reliability at the group 
level in order to pursue these projects” (Hawley 2017; p. 
245). Following Baier, Hawley conceptualises trust as 
directed at individuals and the interpersonal dimension 
because of the intimate connections between trust and the 
reactive attitudes emerging when trust is breached, as previ-
ously pointed out. However, it seems fruitful to take a closer 
look at the dimension of distrust at the institutional level 
through the lens of Hawley’s commitment account (even if 
this is not directly envisaged by the author).

Towards an account of institutional 
distrustworthiness

Demir-Doğuoğlu and McLeod (2023) formulated a critique 
of Hawley’s account, defending the view that interpersonal 
(dis)trust should not be seen as entirely separated from insti-
tutional (dis)trust. By criticising the commitment account 
from a feminist perspective, the authors conceptualise the 
institutional distrust that oppressed groups may encounter. 

we do not simply assume that X will perform T (this would 
amount to mere reliance). Rather, we take X to have a com-
mitment and to be motivated by that commitment in ways 
that make her worthy of our trust. Naturally, Hawley’s 
account implies the trustee’s awareness that a commitment 
is in place. The notion of commitment in Hawley’s account 
is broad enough to accommodate explicit commitments, 
such as promises, and implicit ones, such as commitments 
that go along with certain roles (e.g., the commitment of 
a parent to care for their child) or emerge in connection 
with shared social conventions (Hawley 2014). The sense 
of commitment that Hawley invokes is therefore not neces-
sarily psychological – lacking a certain intention will not 
eliminate the commitment.

Just as trust, also distrust is normatively relevant so that 
mere non-reliance does not automatically amount to distrust. 
Misplaced distrust, i.e., distrusting someone who is actually 
worthy of our trust, brings about different reactive attitudes 
compared to a situation in which one mistakenly fails to rely 
on someone or something. If someone distrusts their friend 
to keep their promise and it later turns out that the friend 
was to be trusted, it seems suitable to feel remorse and offer 
the friend an apology. Differently, if we fail to rely on an 
instrument that turns out to be reliable after all, remorse 
would be out of place. This is the case because, similarly 
to cases of trust, distrust entails a normative and morally 
loaded dimension. In Hawley’s formulation, “[t]o distrust 
someone to do something is to believe that she has a com-
mitment to doing it, and yet not rely upon her to meet that 
commitment” (Hawley 2014; p. 10). Distrust thus entails a 
“moral criticism” that is not in place when we simply have 
low expectations of the trustee (Hawley 2017; pp. 70–71).

The emphasis on commitment seems thus attractive 
when we attempt to extend the picture to include an account 
of distrust. In fact, the commitment account provides us 
with ample guidance on how to place our (dis)trust (Hawley 
2014). This is because, according to Hawley, maintaining 
trust or legitimately distrust depends on the ability to uphold 
others’ normative expectations exclusively when these are 
grounded in the commitment of a trustee toward the trustor. 
Crucially, explicitly relating normative expectations to com-
mitments excludes those expectations that may be irrational 
or largely inappropriate, that is to say, those that might not 
be pertinent to either trust or distrust. To make this point 
more graspable consider this hypothetical case discussed by 
Hawley (2014). Assume that a colleague regularly offers me 
the leftovers of her lunch not because I explicitly entrusted 
her to provide for my lunch (and she agreed) or because 
she promised she would share it with me. Rather, this hap-
pens simply because she is unable to properly quantify how 

trustee to fulfil the trust relation comes from the commitment itself 
(Hawley 2014).
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distrustworthiness. Let us dub this the distrust-despite-reli-
ance condition.

Let us now turn to the second critique. This amounts to 
the fact that an absence of belief in commitment does not 
make the experienced distrust of oppressed people inap-
propriate. There are many examples in which members of 
oppressed groups feel distrust in public institutions and find 
the commitments these have made unbelievable. Demir-
Doğuoğlu and McLeod point out the distrust that Black 
people in the US can have with respect to the veracity of the 
commitment of the police to racial equality in view of many 
cases of police violence and brutality targeted at people of 
color. That is to say, one could doubt that the commitment of 
the police only amounts to window dressing, i.e., doubt that 
it is believable. As Specker Sullivan (2023; p. S36) points 
out, “our assumptions about what we can expect from oth-
ers and whether we can believe what they tell us influences 
our decisions to accept vulnerability to them and depend on 
them.” If the experiences one makes in medical encounters 
do not show an explicit commitment to a good delivery of 
health support, then one is apt to decide to withhold trust 
and reduce dependency to a minimum (other than in cases 
of practical necessity).

In the face of these considerations, Demir-Doğuoğlu and 
McLeod suggest adding a “believability condition” to the 
commitment account. To illustrate what Demir-Doğuoğlu 
and McLeod mean by a believable commitment they refer 
to Hawley’s own example of a friend making a promise 
to attend a birthday party. A person may find this promise 
unbelievable if she knows that her friend is overwhelmed 
by work or caring obligations. All these possible reasons, 
which influence whether or not the person can and will keep 
her promise, may create the impression that the promise is 
unbelievable.

However, we think there is also a further, albeit related, 
interpretation that could complement the commitment 
account for cases similar to the one described and that is 
further constitutive of institutional distrustworthiness. One 
could justifiably distrust not only in the case that a commit-
ment is not believable but also if there is, in fact, no (per-
ceived) commitment and one has good reasons to believe 
that there should be such commitment. Let us call this the 
absence-of-commitment condition. For example, if some-
one, as a member of an oppressed group, has reasons to 
believe that the healthcare system does not commit to car-
ing for their health situation appropriately, this also amounts 
to proper distrust (even if they have no choice but to rely on 
the system for healthcare delivery). This is the case because, 
implicitly, we take that the healthcare system should have 
and clearly endorse said commitment in a way that emerges 
in medical encounters. So, on occasion, exactly due to the 

Let us reconstruct both points of critique in turn in order 
to show how a slightly modified view of the commitment 
account can be useful to make sense of the distrust (and not 
mere non-reliance) experienced by members of disadvan-
taged social groups in collective contexts. This notion of 
institutional distrust will provide us with ample guidance 
on how to better understand the considerations related to 
distrust in medical ML.

The first critique advanced by Demir-Doğuoğlu and 
McLeod hinges on Hawley’s definition of distrust as non-
reliance plus belief in commitment, thus presupposing that 
proper distrust requires an attitude of non-reliance to be in 
place. So, for example, if someone does not rely on their 
neighbour to water their plants while they are gone amounts 
to distrust only if the neighbour made a commitment to, in 
fact, take care of the plants. If the person does not rely on 
the neighbour despite their commitment (because, say, the 
neighbour already forgot to uphold this commitment in the 
past), then proper distrust is in place. However, as Demir-
Doğuoğlu and McLeod point out, there are cases in which 
reliance and distrust coexist and that are not taken into con-
sideration by Hawley’s account. This holds particularly true 
for members of disadvantaged social groups who happen to 
find themselves in situations of reliance on people or institu-
tions that they (have good reasons to) distrust.

For example, it is a well-known and empirically grounded 
fact that Black people in the US often experience worse 
health treatment due to racial biases compared to other 
population groups (Curry 2020). So, one could say that an 
attitude of distrust in physicians or even in the healthcare 
system as a whole can emerge due to disparities ingrained 
in how the delivery of healthcare is experienced by mem-
bers belonging to disadvantaged social groups. However, 
the distrust in one’s physician does not necessarily mean 
that one can decide not to rely on them when in need of 
health support. In cases similar to these, one finds oneself 
in a situation of having to rely on someone (or, more gener-
ally, a social institution) that one distrusts, which shows that 
reliance and distrust can, in fact, coexist. An essential point 
that Hawley’s account misses from the picture is that not 
relying on whom we distrust is an exercise of social power 
because it implies the possibility of deciding on whom to 
rely. This possibility often remains precluded to members 
of disadvantaged social groups due to systemic inequalities 
and pervading social injustices. That is to say, the possibil-
ity to avoid relying on whom one distrusts does not exclude 
proper distrust only because, out of conditions of practical 
necessity, one is bound to rely on distrusted people and insti-
tutions. To our mind, this fundamental critique advanced by 
Demir-Doğuoğlu and McLeod to Hawley’s commitment 
account expresses a condition constitutive of institutional 
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betrayal and call for accountability of the institution itself 
instead of individual actors. The advantage of modelling a 
sort of stabilised motivational set in an institutional body is 
thus that it calls upon the mechanics of collective agency 
and responsibility. As Davidson and Satta indicate (2021; 
p. 23) “we have a collective responsibility to become more 
trustworthy instead of focusing on changing the minds of 
those who exhibit justified social distrust”.

Institutionalised opacity

After explaining what we mean by institutional distrustwor-
thiness and why it is relevant in the medical realm in the 
previous section, we will now argue that institutional opac-
ity can undermine the trustworthiness of medical institu-
tions deploying ML systems. The different forms of opacity 
that medical ML can take, including epistemic, methodolog-
ical, and semantic, have been widely discussed in the lit-
erature (Bjerrin and Busch 2021; Burrell 2016; Creel 2020; 
Durán and Jongsma 2021). These discussions suggest that 
there are considerable concerns about opacity and account-
ability pertaining to medical ML in clinical decision-making 
(Smith 2021). Nonetheless, such debates mostly focus on 
technical or individual concerns and take restrictions of 
opacity as a dyadic arrangement of human to machine. As 
a consequence, the social structure within which health-
care decisions are made is neglected. So, while such dyadic 
considerations of opacity are important, we maintain that 
this framework is not broad enough to account for the sig-
nificance of the power of social structures and institutional 
frameworks, and how these contribute to shaping people’s 
decision-making process (Ho 2008).

Carel and Kidd (2021; p. 481) describe the concept of 
“institutional opacity” as “a general tendency within large-
scale and internally complex institutions to increasingly 
become resistant to forms of assessment and understand-
ing”. Although some degree of opacity is unavoidable in 
medical institutions because such institutions are large and 
often hierarchical and compartmentalised, these features are 
further complicated by periodic restructurings that involve 
changes to the redefinition of roles and other practical or 
structural changes. The introduction of medical ML has 
the potential to alter relationships in the clinical environ-
ment, adding a further layer of opacity that cumulates with 
other forms of opacity as many new parties are involved in 
the design, procurement, and use of medical ML. One can, 
of course, ask the question of what makes an opacity con-
nected to ML at the institutional level different from the one 
pertaining to standard medical practice.

To illustrate this difference, consider the example 
described by Fricker (2023; p. 736): “We show up at A&E 

absence of a commitment, one is justified to distrust (instead 
of merely not relying on) social institutions.

What has been said so far and in particular the two condi-
tions for institutional distrustworthiness we spelled out (i.e., 
the distrust-despite-reliance and the absence-of-commit-
ment conditions) supports two points of great relevance for 
the paper’s overall goal. First, a revised version of Hawley’s 
commitment account can allow us to make sense of distrust, 
even at the institutional level. Second, it is, contra Hawley, 
normatively relevant to distinguish between non-reliance 
and distrust as well as beyond the boundaries of interper-
sonal relations to make sense of structural injustices and 
issues pertaining to the unequal distribution of social power. 
In support of the second point mentioned, Fricker (2023; p. 
8) suggests that the synonymous relationship between the 
trustworthiness of individuals and commitment should be 
resisted. Some institutions can be more reliable and have 
commitments and obligations, and when they do, the regis-
ter of trust is in order. The author argues that “we do need to 
theorize trustworthiness in organizations, for there are some 
institutional bodies and processes whose dysfunctionality 
and moral status we can only fully understand if we pay 
attention to ethos, and the potential betrayal of individuals 
and groups that depend on them” (Fricker 2023; p. 741). In 
other words, an institution could have joint commitments 
explicitly made to values that comprise their ethos, or have 
commitments to joint decisions, actions, policies, and pro-
cesses that embody those values. As Walker (2006; p. 84) 
confirms, it seems that what we often trust is not an individ-
ual person but “the reliable good order and safety of an envi-
ronment.” Above and beyond this theoretical perspective, 
there is plenty of empirical support for the view that people 
do trust (or distrust) organisations (Holland et al. 2022).

According to Fricker, there are three main reasons to 
make institutional trustworthiness a distinct value. First of 
all, to speak of institutional trustworthiness has a distinc-
tive functional value: “insofar as institutional bodies act on 
commitment-based reasons that involve a responsiveness to 
our dependence on them, our display of trust in them (per-
haps just by showing up and asking for a service) is a way of 
enlisting institutional agency to help us make things happen” 
(Fricker 2023; p. 736). Secondly, having some institutions 
that generally act reliably for commitment-based reasons 
has a special ethical-political value as citizens have many 
standing dependencies on the procedures of institutional 
bodies. For instance, our dependency on public transport 
networks makes it valuable that such institutions should be 
responsive to our dependency. Finally, accounting for insti-
tutional trustworthiness allows us to diagnose institutional 
distrustworthiness where it may occur. Distinct features of 
distrust could be displayed in spades, such as being driven 
by a faulty ethos or relations of dependence that create 
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institution as a whole. If medical delivery is compromised, 
as in the NarxCare case, patients justifiably develop a scep-
tical attitude, doubting the commitment of medical insti-
tutions to provide suitable health support for all. Medical 
situations mediated by ML similar to the one just described 
thus show that a central condition for institutional distrust-
worthiness previously discussed is in place. This is the case 
because these categories of patients have (justifiably) rea-
sons to believe that there is an absence of commitment from 
the side of the medical institution using the ML system to 
deliver just medical care.

Let us point out that the problematic kind of opacity we 
aim to tackle pertains not only to the technical features of 
the particular ML system in question (i.e., its black box 
nature). Rather, the opacity we want to problematise is more 
encompassing and difficult to counteract. As Carel and Kidd 
(2021; p. 485) describe “bureaucracy, complexity, hierar-
chy, jargon, negative stereotyping”, and we would add to 
this list opaque ML systems, “can together obstruct the 
practical and epistemic agency of persons”. Since there is 
no effective way for patients to clear their records or under-
stand the relevant factors that got them ranked as being at a 
high risk of drug misuse in the NarxCare case, it is factually 
impossible for them to seek redress, critically question their 
situation, and receive explanations from healthcare provid-
ers. Arguably, this creates a situation of epistemic vulner-
ability that can deflate patients’ epistemic confidence and 
limit their epistemic agency, thus creating a further disad-
vantage for them (Carel and Kidd 2021). The justified dis-
trust that emerges from what becomes an opaque medical 
institution can lead patients to rely on it and the ML sys-
tems it deploys when seeking medical support in spite of 
the fact that they (have reasons to) distrust it. As previously 
discussed, this can be the case due to conditions of practical 
necessity rather than the belief that the medical institution is 
worthy of being trusted. Thereby, also the other previously 
identified condition for institutional distrustworthiness (i.e., 
reliance-despite-distrust) is satisfied, also due to institution-
alised opacity.

Yet, the growing institutional opacity should not lead 
to fatalism and present the ascription of responsibility as 
no longer possible – this is often referred to as the “many 
hands” problem (Coeckelbergh 2020). With the focus on 
institutional distrustworthiness, we can still highlight the 
need to hold institutions accountable for being unworthy 
of our trust. This enables the distribution of responsibil-
ity across a diverse network of both human and artificial 
agents. Humans are still running institutions that apply ML 
systems, which are complex but still embedded in institu-
tional contexts that call for accountability. Fricker provides 
another example of a hospital that is held accountable for its 
caring services: “Just as an individual doctor, in acting on 

with a broken leg, and things happen; care is delivered, as 
best they can under stretched circumstances, because the 
Accident and Emergency service is committed to giving 
appropriate care, and because its staff respond to our mani-
fest, acute dependence on them. If the service is trustwor-
thy-in-general, then it reliably acts on precisely this sort of 
commitment-based, and dependence-responsive, motive.” 
However, there may be more complex situations in which 
the cause of a certain health issue is not so easily acces-
sible for healthcare providers, as it happens in many cases 
for patients suffering from chronic syndromes or psychoso-
matic diseases. Under this heading, what happens when a 
patient shows up at a hospital not with a broken bone (i.e., 
an objectively recognisable health issue) but with a condi-
tion where credibility questions are at stake? In these cases, 
the testimonial offerings of patients play a crucial role in 
allowing healthcare professionals to grasp the nature of the 
condition and take possible remedial actions.

Introducing ML as an authoritative epistemic entity in 
clinical care can change the role of physicians, particularly 
in cases where patients’ credibility needs to be assessed 
(such as in pain management). Medical ML solutions are 
often framed as cost-saving measures. However, these char-
acteristics could potentially lead to institutions becoming 
more opaque, particularly if there is variation in rules and 
procedures across different areas of the institution and if 
these are influenced by different biases and other epistemic 
issues such as lack of information on who is responsible 
for which task. In an opaque institution, determining the 
appropriate testimonial offerings and their role in informing 
medical decisions can be challenging. It becomes unclear 
what statements could have an impact, what inquiries would 
yield essential information, and what suggestions would 
align with the procedures that remain inaccessible to (often) 
non-expert patients.

If we look at the NarxCare case that is discussed in sec-
tion one, it has been pointed out that ML systems used to 
predict patients’ risk of misusing opioids are often con-
sidered, by default, more credible than patients’ testimony 
(Pozzi 2023). Likewise, Graham (2022; p. 152) indicates 
that technologies, such as ML systems, “infer pain from 
physiological processes risk valorising expert assessment 
over patient report”. This hinders the epistemic participation 
of patients in medical institutions and leads physicians to 
neglect or unjustifiably dismiss their contributions. In these 
situations, the mediating role of ML systems can exacer-
bate institutional opacity. In fact, critical decisions affected 
by ML systems risk no longer being properly explained to 
the patient or are accompanied by explanations delivered 
in a haze of jargon, thus hampering genuine understanding. 
Intuitively, these opaque mechanisms can fuel an attitude 
of distrust from the side of patients toward the medical 
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attitudes of distrust requires acknowledgement, specifically 
acknowledging one’s actions as redress for one’s wrongdoing 
(Walker 2006). An acknowledgment of one’s responsibility for 
perpetrating epistemic injustice does not complete the process 
of epistemic repair nor, on its own, license renewed trust. It is 
an important step, nonetheless, without which victims of unac-
knowledged epistemic injustice are otherwise deprived of the 
considerable practical and epistemic benefits enabled by func-
tional trust relationships.

Other ways of encouraging the creation and maintenance 
of an institutional ethos of testimonial justice amount to “tai-
loring institutional norms and values” and “cultivating institu-
tional appreciation of human diversity” (Carel and Kidd 2021). 
The first strategy aims to broaden institutional conceptions of 
flourishing and care and calls upon “institutions to tailor and 
relativise their norms to individual people, seen within their 
context” (Carel and Kidd 2021; p. 489). It is crucial that institu-
tions acknowledge a flexible and inclusive use of medical ML 
and reflect on the individual patients’ needs, desires, and val-
ues. Medical institutions have the tendency, often for good rea-
sons of cost efficiency, to standardise and thus assume a certain 
degree of uniformity throughout patients’ groups. However, 
this needs to be balanced against other values like accessibility, 
flexibility, and inclusion.

Notably, the ability to interact with medical ML assumes 
that some resources, broadly conceived, are already within the 
reach of persons. If a person receives, for instance, an ML-
mediated result from the doctor as an economically privileged, 
health-literate, tech‐savvy person, one can contextualize this 
information and know promptly how to act on it. If a person 
had fewer privileges and resources, the interaction might have 
made them feel powerless. In other words, subjects have dif-
ferent starting points from which the institutional world - espe-
cially when it is mediated by ML systems - unfolds. This points 
to the need to embrace the diversity of individuals and groups 
who interact with the institution or are served by it, which in 
turn requires understanding the importance of diversity to an 
institutional ethos of testimonial justice. The explicit mani-
festation of such an ethos would amount, in its most effective 
form, to concrete practices that recognize and support the value 
of what individuals and their needs can actively contribute to 
more inclusive policies. This involves an authentic apprecia-
tion of the different types of epistemic access needs, as well as 
individuals who fit within the broader moral landscape of the 
institution.

Determining this alignment necessitates at least two compo-
nents: users must comprehend the organisation’s structure, and 
they need to be able to speak effectively about what their poten-
tial roles within it might be. One can imagine how persons with 
disabilities do not find spaces, for instance, within institutions 
corrupted by ableist prejudices. Likewise, one could argue that 
algorithms can be designed that are discrimination-aware and 

her commitment to give proper care to a patient, is thereby 
displaying a responsiveness to the patient’s dependence on 
her, so is a hospital that provides care for its patients for 
commitment-based reasons displaying a responsiveness to 
their dependence on it” (Fricker 2023; p. 736). The same 
logic can be applied to hospitals that use ML tools. We can 
and should direct our natural reactive attitudes of account-
ability, such as a sense of betrayal and feelings of resent-
ment, towards the organisation itself rather than towards the 
individuals acting under the auspices of the institution.

The first building blocks for repairing 
institutional distrustworthiness by 
addressing epistemic justice

So far, we have offered an analysis of institutional distrustwor-
thiness (based on two conditions, i.e., the distrust-despite-reli-
ance and the absence-of-commitment conditions) and arising, 
among others, from institutional opacity. Against this back-
ground, it is an open question whether we should try to “fix” 
possible distrust in medical ML. The value of distrust is itself 
morally ambivalent and shaped by the positionality of people: 
it can be functional to resisting oppression just as it can enable 
it. Depending on a person’s social situatedness, an attitude of 
distrust can point to a justifiably critical position that refuses to 
accept what dominant social groups might impose as a univer-
sal truth. On the other hand, for an agent in a position of social 
power, illegitimately distrusting another agent due to stigma 
and prejudices connected to their social identity can perpetu-
ate oppressive patterns and systemic injustices. Concerning the 
first case mentioned, Demir-Doğuoğlu and McLeod (2023; p. 
137) argue that “institutional distrust itself can have positive 
effects for members of oppressed groups, as the attitude funda-
mentally aims to protect them from further institutional harm 
and violence”. Likewise, Krishnamurthy (2015) has argued 
that distrust can be a strategic tool to safeguard oppressed com-
munities against tyranny. Under this heading, vigilance and 
wariness about patients and healthcare entities may, in fact, be 
healthy responses to the history of racism and discrimination in 
medicine and healthcare.

With these positive connotations of distrust in mind, we can 
identify some strategies that public health institutions can adopt 
to ameliorate the two conditions of distrustworthiness. In this 
way, we avoid addressing an attitude people can (justifiably) 
hold but rather a central property of relevant institutions. A cru-
cial step – the minimal condition that must be met to begin with 
– is to acknowledge and take seriously existing relationships of 
distrust that emerge from different forms of epistemic injustice 
that are overly experienced by members of socially disadvan-
taged groups and move from this location. Rectifying injustice 
and, consequently, addressing issues that determine and justify 
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embrace the diversity of access needs (Cirillo et al. 2020). How-
ever, these approaches —such as many approaches towards 
algorithmic fairness available in the literature — are often too 
restrictive as they advance a decontextualised analysis of the 
“algorithm itself” (Hull 2023). We maintain that without efforts 
to tackle systemic injustices such as institutional racism, these 
initiatives are unlikely to succeed, and inequalities remain. 
Therefore, medical ML might reiterate the current status quo in 
healthcare, where very few dominant groups are privileged to 
the detriment of others.

Conclusion

The trust rhetoric in medical ML can be a double-edged sword. 
On the one hand, it can play a significant role in bridging the gap 
that exists between trustors and trustees by increasing transpar-
ency and overall quality of healthcare provision. However, on 
the other hand, it can also exacerbate and perpetuate existing 
epistemic injustices by ignoring existing patterns of distrust. 
While the literature has started to highlight the importance of 
integrating distrust considerations in medical ML, there is still 
much to explore about its structural implications, which we 
elaborated on in this paper.

Given the risks of medical ML when it comes to reproduc-
ing and exacerbating existing epistemic injustices, we offered 
a new perspective in the medical ML debate by introducing 
the concept of “institutional distrustworthiness”. We suggested 
that there is a need to understand not only how mistrust as an 
attitude of people towards the use of medical ML emerges but 
also how distrustworthiness, as a property of institutions them-
selves and as a whole, manifests. Therefore, we developed an 
account of institutional trustworthiness based on the work of 
Hawley and Fricker. We further argued that institutional opac-
ity can undermine the trustworthiness of medical institutions 
and how new testimonial injustices can occur with the use of 
medical ML. We concluded by offering some, albeit initial, 
ways of addressing this potent juncture of injustice and focused 
on repairing and ameliorating institutional distrustworthiness.

While this paper is limited to providing a broad conceptual 
sketch, it offers a relevant starting point for further discussions 
on how the ethos of institutions and attitudes of distrust are tak-
ing shape in specific medical ML practices. We raised aware-
ness of the magnitude of this problem and only scratched the 
surface of how to ameliorate institutional opacity and distrust-
worthiness. However, we encourage further research working 
towards dismantling unjust structural mechanisms instead of 
rushing the deployment of medical ML in institutions that do 
not account for diversity, risking providing insufficient health-
care support for already disadvantaged populations.
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