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Abstract

As humanitarian needs increase while donor bud-
gets decrease, anticipatory strategies are essential
for effective crisis response. In this context, ma-
chine learning (ML) has emerged as a promising
tool for crisis forecasting, offering the potential
to support timely interventions and humanitarian
decision-making. However, despite rapid develop-
ments in ML-based prediction models, questions
remain about their practical utility and trustwor-
thiness in real-world humanitarian settings. This
study presents a systematic scoping review of 32
academic and gray literature sources to assess the
reliability and feasibility of ML systems for con-
flict forecasting. By analyzing these systems across
dimensions such as forecasting scope, data sources,
modeling approaches, validation practices, and eth-
ical considerations, the study finds that while some
models demonstrate strong predictive performance
and methodological rigor, many lack transparent
validation, robust error analysis, and operational
applicability. The review concludes that while ML
systems hold substantial potential for enhancing
conflict anticipation, their current real-world readi-
ness is uneven and context-dependent.

1 Introduction
While the global incidence of conflicts has declined since
the Cold War, the international landscape remains precarious.
Hegre et al. [1] predicted a continued decrease in the propor-
tion of countries experiencing internal armed conflict, from
about 15% in 2009 to 7% by 2050. Despite this optimistic
forecast, recent years have witnessed significant escalations
in violence. In 2024 alone, over 120 armed conflicts were
active worldwide, involving more than 60 state actors and at
least 120 non-state armed groups, according to the Interna-
tional Committee of the Red Cross [2].

The re-emergence of interstate warfare is exemplified by
the Russian invasion of Ukraine in 2022, marking the largest
and deadliest war in Europe since World War II and repre-
senting a rare case of a global power pursuing territorial con-
quest and regime change [3]. The scale and brutality of the
conflict have reshaped global security paradigms and con-
tributed to the fact that 2022 was the deadliest year in terms of
conflict-related deaths in nearly three decades since the 1994
Rwandan genocide [4]. Simultaneously, the escalation of vi-
olence in the Israel-Palestine conflict has further illustrated
how longstanding geopolitical tensions can erupt into severe
humanitarian crises with little warning [5].

Humanitarian organizations such as the Red Cross1, World
Bank2, and UNICEF3 are facing an increasing gap between
the escalating need for assistance and the financial resources
to meet these needs [6]. This gap has been aggravated by the

1https://redcross.eu/
2https://www.worldbank.org/ext/en/home
3https://www.unicef.org/

increasing frequency and intensity of crises caused by con-
flicts, climate change, and their compounding effects [6; 7;
8]. The number of people in need of humanitarian assistance
has more than doubled over the past five years [9]. How-
ever, financial and institutional resources have not kept pace.
Budget cuts by major donors, including USAID4 and the UK
government5, have further reduced the resources available to
respond effectively to emergencies [10].

In light of these challenges, many humanitarian actors have
started to adopt anticipatory or early-action strategies, aiming
to intervene before crises escalate to minimize both human
suffering and costs [11]. These strategies are not limited to
natural disasters or climate-related emergencies, as they tar-
get violent conflict as well. In such contexts, accurate and
timely predictions of when and where violence will occur are
essential. As highlighted in a joint report by the World Bank
and the United Nations6 in 2017, early warning and early ac-
tion are increasingly essential pillars in conflict prevention
and humanitarian preparedness [12].

In recent years, humanitarian actors and researchers have
turned to machine learning (ML) to improve predictions and
responses to armed conflicts. As Cederman and Weidmann
[13] stated, if ML and big data analytics “can help” us
through everyday decisions, then these tools “should also be
able to” predict and potentially prevent deadly conflicts. As
these conflicts continue to threaten human security and global
stability, ML techniques offer a promising approach to en-
hance rapid information collection, data analysis, and deci-
sion support. Facilitated by advancements in remote sensing,
crowd-sourcing, open data availability, and enhanced compu-
tational capacities, ML could be used to support prepared-
ness, response, and recovery in crisis situations [14].

However, translating the theoretical promise of ML into
practical applications within humanitarian contexts involves
significant challenges. Accurate, reliable, and trustworthy
information remains essential for the decision-makers who
rely on model outputs, as inaccuracies can severely impact
humanitarian decisions and outcomes [15]. To better under-
stand the opportunities and limitations of ML systems in this
domain, this study conducts a systematic literature review of
existing ML applications for conflict forecasting.

1.1 Recent Work
Recent research has significantly advanced our understanding
of ML applications in armed conflict forecasting. Obukhov
and Brovelli [16] wrote a literature review focused primar-
ily on the conditioning factors and predictors in ML models.
Their study revealed substantial variability in the predictors
employed across different models, highlighting the signifi-
cant role played by socioeconomic conditions and political
or governance factors. However, their analysis predominantly
emphasized these conditioning factors, leaving out critical as-
pects such as validation methods and real-world applicability
of such systems in humanitarian contexts. This omission is
significant because understanding how models are validated

4https://oig.usaid.gov/
5https://www.gov.uk/
6https://www.un.org/en/about-us
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and whether they can be operationalized in practice is cen-
tral to assessing their utility for real-world forecasting and
decision-making.

Additionally, Rød et al. [17] conducted an extensive com-
parison of conflict early-warning systems, emphasizing trans-
parency, public accessibility of data and methods, and the
geographic specificity of forecasting models. Their findings
showed notable inconsistencies in accuracy and practical ap-
plicability depending on regional contexts and specific con-
flict types. Although their review offered insights into the
diversity of forecasting approaches, it still did not explicitly
address the trustworthiness and real-world feasibility of ML
systems within operational humanitarian settings. This gap
is important because trust in model outputs is essential for
humanitarian actors who must base high-stakes decisions on
these forecasts.

1.2 Research Question
Recognizing these critical gaps, this research aims to conduct
a systematic scoping review of ML applications in conflict
forecasting, focusing on their reliability and practical feasi-
bility in humanitarian contexts. Specifically, this study aims
to answer the following research question:

“How reliable and feasible are machine learning
systems for conflict forecasting in real-world hu-
manitarian contexts?”

To systematically explore this question, it will be broken
down into two sub-questions:

RQ1: “How trustworthy and accurate are existing
ML models for conflict forecasting, based on
their reported performance metrics and vali-
dation practices?”

RQ2: “Under what contextual conditions are these
models practically deployable for real-world
humanitarian decision-making?”

The first sub-question examines the technical soundness of
current ML models. It aims to assess how well current ML
systems predict conflict events, how rigorously they are val-
idated, and whether their reported results can be trusted for
practical use. The second investigates the practical feasibil-
ity. Its goal is to assess whether the models can realistically be
used in humanitarian operational contexts, considering chal-
lenges such as limited data quality, regional variability, and
resource constraints.

This paper is structured as follows: Section 2 describes
the methodology and search strategy used in the systematic
scoping review. Section 3 presents the results of the literature
analysis. Section 4 discusses key insights regarding the mod-
els’ trustworthiness, feasibility, and gaps in current research.
Section 5 reflects on responsible research practices. Section
6 addresses the study’s limitations and outlines directions for
future work. Finally, Section 7 concludes with a summary of
findings and their implications for humanitarian conflict fore-
casting.

2 Methodology
This research employs a systematic scoping review methodol-
ogy to gain insights into the current state of ML applications

for conflict forecasting within humanitarian contexts, guided
by the general SALSA strategy [18]. The SALSA framework
comprises four main components: Search, Appraisal, Synthe-
sis, and Analysis, providing a structured approach to system-
atically review the relevant literature.

2.1 Search
The first step of the SALSA framework involves the sys-
tematic search and collection of relevant literature. The
searches were carried out using three academic databases:
IEEE Xplore7, Scopus8, and Web of Science9. All databases
were accessed and searched in early May 2025.

The search query was formulated around three key themes,
each capturing an aspect of the research topic. The first part
of the query includes words associated with armed conflict,
such as “war” and “battle”, to ensure the inclusion of stud-
ies situated within the domain of warfare. The second part in-
cludes keywords linked to ML and artificial intelligence. The
third part focuses on early warning systems, which are essen-
tial to anticipatory humanitarian responses. These three parts
formed the basis of a structured search strategy for identifying
relevant literature in this scoping review. Although this re-
view is concerned with humanitarian applications, terms such
as “humanitarian” were excluded from the search query after
preliminary testing revealed that their inclusion significantly
reduced the number of relevant results. Therefore, such terms
were omitted to avoid overlooking relevant research in con-
flict forecasting and early warning more broadly. The exact
search query used in the database queries is presented below
(Query 1).

Query 1: Search for documents containing both ”armed conflict”
and ”machine learning”

("conflict" OR "battle" OR "war" OR "armed
conflict")
AND
("machine learning" OR "artificial intelligence" OR
"AI" OR "deep learning" OR "big data")
AND
("early warning" OR "early detection" OR "warning
system" OR "alert system" OR "risk alert")

In total, the search yielded 494 potentially relevant publica-
tions across the three selected databases. Specifically, IEEE
Xplore returned 100 publications, Scopus returned 222, and
Web of Science returned 172. Additionally, 10 more publica-
tions were identified through backward and forward citation
tracking, referred to as the snowballing method [19].

2.2 Appraisal
Following the literature search, the next phase of the SALSA
framework is the appraisal stage, which focuses on system-
atically evaluating the relevance and quality of the identified
publications. The goal was to ensure that only the studies that
met the study’s criteria were included in the final analysis.

7https://ieeexplore.ieee.org/Xplore/home.jsp
8https://www.elsevier.com/products/scopus/search
9https://mjl.clarivate.com/search-results
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Figure 1: PRISMA Flow Diagram

The appraisal process was conducted following the Pre-
ferred Reporting Items for Systematic Reviews and Meta-
Analyses (PRISMA) guidelines, which provide a standard-
ized protocol for systematic literature reviews [20]. Figure 1
outlines the steps followed in selecting and excluding publi-
cations using the PRISMA flow diagram.

The process begins with the Identification phase, where ini-
tial searches from academic databases yielded 494 publica-
tions. An additional ten were found through other methods,
specifically the snowballing method. Of these combined 504
publications, 22 duplicates were removed, leaving 482 unique
publications.

The Screening stage involved two steps. First, titles and ab-
stracts of the 482 publications were reviewed for relevance to
the study. 392 unrelated publications were excluded. The re-
maining 90 publications underwent further screening through
a partial review, during which a set of predefined inclusion
and exclusion criteria was applied:

1. Publications were selected if:

• The publication is peer-reviewed or part of recog-
nized gray literature10.

• The publication must report the use of machine
learning models for conflict forecasting.

2. Publications were excluded if:

• The publication is not related to the intersection of
conflict forecasting and machine learning.

• The full text of the publication is not accessible.
• The publication is not written in English.
• The publication does not provide a DOI.

This filtering resulted in the exclusion of 58 articles, leav-
ing 32 studies that satisfied all criteria. An overview table
summarizing these publications is available at: Overview ta-
ble.

10Gray literature refers here to non-peer-reviewed yet reputable
sources such as reports, datasets, and working papers produced by
humanitarian organizations and international agencies.

2.3 Synthesis
The third phase of the SALSA strategy, synthesis, focuses
on analyzing the selected publications to identify common
patterns, trends, and gaps within the existing literature on ML
applications in conflict forecasting.

To conduct a structured analysis of the 32 identified publi-
cations, a set of guiding sub-questions was developed, struc-
tured specifically to obtain detailed insights relevant to the
research question. These questions were grouped into five
thematic categories, each representing a critical dimension
of how ML is applied in the context of conflict forecasting.
The five themes were chosen to capture both the technical
and practical considerations of ML use, particularly as they
relate to anticipatory strategies in humanitarian settings.

1. Forecasting scope and purpose: Examines the geo-
graphic focus, the specific conflict-related events being
predicted, and the intended use of the forecasts.

2. Data sources and quality: Investigates the datasets used
to develop the models, with attention to the reported data
issues.

3. Modelling approaches: Describes the employed model
types, along with the applied validation techniques.

4. Reliability and robustness: Assesses how uncertainty is
quantified and the extent of error analysis.

5. Ethics and practical application: Evaluates ethical con-
siderations, including alignment with humanitarian prin-
ciples, potential sources of bias, and whether the models
are deployed in the real world or not.

The full set of sub-questions can be found in Appendix A.
Each of the 32 selected publications was reviewed using these
thematic questions.

2.4 Analysis
The final phase of the SALSA strategy, analysis, involves in-
terpreting the synthesized findings to generate insights and
relate the findings back to the research questions.

Specifically, the analysis sought to identify patterns and
themes across the five thematic areas mentioned in Sub-
section 2.3. For each area, a cross-comparative evaluation
was conducted to identify shared practices, differences, gaps,
and unresolved challenges. This involved labeling responses
to identify recurring approaches, similarities and differences
across studies, and common challenges in methodology, data
use, and application scope.

Particular attention was paid to the validation methods
used, transparency in model reporting, and whether the pro-
posed ML systems had documented real-world applications
because these elements are critical indicators of a model’s
reliability and practical utility in humanitarian settings. In
high-stakes environments, where forecasts inform decisions
about resource allocation or early intervention, robust valida-
tion is essential to ensure predictive accuracy. Transparency
in reporting creates trust among stakeholders, including hu-
manitarian organizations and affected populations. Finally,
documented real-world applications demonstrate feasibility
and offer insights into how theoretical models perform under
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operational constraints such as limited data or ethical consid-
erations. Evaluating these factors helps assess not only the
technical quality of the models but also their readiness for
real-world use in fragile contexts.

The findings derived from this analysis are presented in the
Results chapter (Section 3).

3 Results
3.1 Forecasting Scope and Purpose
The geographic scope of the included studies varies notably,
as illustrated in Figure 2. A large portion of the studies (14
out of 32) are aiming to develop models that provide forecasts
across multiple countries. This includes systems such as the
ViEWS project [21], the European Union Conflict Warning
System [22], and the ACLED Conflict Alert System (CAST)
[23]. Ten studies focus on Africa, particularly Sub-Saharan
Africa, highlighting the region’s importance due to persis-
tent instability. The remaining studies are narrower in scope,
targeting individual countries, including Bangladesh, Syria,
Colombia, Indonesia, and Tunisia.

Figure 2: Geographic focus of included studies

In addition to geographic diversity, the included studies
differ in terms of the specific conflict-related outcomes they
aim to forecast. As shown in Figure 3, the most common
target is the occurrence of conflict, with 14 out of 32 stud-
ies forecasting whether conflict will take place in a given unit
of analysis, such as a country or subnational region, during
a defined forecast window (e.g., monthly, yearly), depending
on the study. Notably, one of these studies focuses specif-
ically on the occurrence of terrorist events [24]. Following
this, 12 studies aim to predict the onset of conflict, meaning
the appearance of conflict after a period of peace. Among
these, two studies specifically target the onset of civil wars.
Nine studies estimate the number of future conflict fatalities,
while six studies focus on predicting the type of conflict. One
study forecasts the number of battles in a given region and
time period [25]. Significantly, one study predicts the dura-
tion of peace agreements, estimating how long peace is likely
to last before conflict recurs [26]. Lastly, one study extends
the scope of terrorism forecasting by predicting not only the
occurrence but also the location, type of attack, suspected
group, and target involved in a future terrorist event [27].

Figure 3: Forecasted outcomes focus of included studies

Next, the intended purposes identified by the studies fall
into distinct categories:

• Early warning refers to forecasting conflict to enable
timely alerts and preventive interventions by relevant
actors, such as governments or peacekeeping organiza-
tions.

• Policy-making support involves generating forecasts
that inform the development or adjustment of public
policies.

• Risk assessment focuses on identifying areas or popula-
tions that are most vulnerable to conflict.

• Strategic planning is oriented toward long-term
decision-making.

• Methodological improvement is concerned with advanc-
ing the technical aspects of forecasting, such as increas-
ing accuracy or interpretability.

18 of the reviewed models position themselves as opera-
tional early warning systems designed to enable timely re-
sponses to anticipated conflict events. Another nine highlight
their utility in informing policy-making processes. Method-
ological improvement is stated as an explicit goal, with ten
studies focusing on improving methodological robustness
rather than deploying operational systems.

Table 1 illustrates that 15 studies simultaneously serve
multiple purposes, like ViEWS [21] and ACLED CAST [23],
which extend their practical utility across policy-making, risk
assessment, and strategic planning contexts.

3.2 Data Sources and Quality
The models included in this study rely on a wide range of
data sources. The most frequently used source is the ACLED
(Armed Conflict Location & Event Data) dataset, which ap-
pears in 13 out of the 32 reviewed studies. The Georefer-
enced Event Dataset (GED) from the Uppsala Conflict Data
Program (UCDP) is also widely used, featuring in 10 studies.
In addition to conflict event data, many models incorporate
demographic and socioeconomic indicators sourced from the
World Bank Open Data platform11.

11https://data.worldbank.org/
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Table 1: Forecasting goals identified across the reviewed studies.
Some studies serve multiple purposes.

Forecasting goal Studies
Early warning [21], [22], [23], [25],

[27], [28], [29], [30],
[31], [32], [33], [34],
[35], [36], [37], [38],
[39], [40]

Policy-making support [21], [22], [27], [28],
[29], [32], [33], [41],
[42]

Risk assessment [23], [26], [35], [36],
[40], [41], [43], [44]

Strategic planning [21], [23], [24], [25],
[29]

Methodological improvement [26], [44], [45], [46],
[47], [48], [49], [50],
[51], [52]

Other commonly used datasets include the ViEWS dataset,
the Civil War Dataset (CWD), the ICEWS (Integrated Cri-
sis Early Warning System) dataset, the Power-Sharing Event
Dataset (PSED), the Global Terrorism Database (GTD),
the Rulers, Elections, and Irregular Governance (REIGN)
dataset, and the V-Dem (Varieties of Democracy) dataset.
These sources provide diverse coverage of political institu-
tions, leadership, regime characteristics, and patterns of po-
litical violence.

Several studies also combine structured datasets with tex-
tual data from sources such as news articles, social media,
and national surveys. Notably, one study applies the Latent
Dirichlet Allocation (LDA) topic modelling technique to ex-
tract conflict-relevant signals from millions of newspaper ar-
ticles [29]. Another study integrates data from a two-wave
national survey to capture sociopolitical dynamics, such as
perceived insecurity and trust in government, that are often
absent from event-based datasets [46].

The ACLED dataset is widely utilized. However, in 2013,
Perry cited concerns raised by Kristine Eck about quality-
control issues in the ACLED dataset, particularly caution-
ing that “those interested in sub-national analyses of conflict
should beware of ACLED’s data due to quality-control issues
which can result in biased findings if left unchecked by the
researcher” [25]. Almost a decade later, Macis et al. [28] de-
scribe the ACLED dataset as “valuable in predicting conflict”,
emphasizing its utility for ML models due to its disaggre-
gated structure and regular updates. They also highlight that
the dataset is publicly accessible, making it well-suited for
transparent and reproducible forecasting applications. Simi-
lar concerns regarding data quality have been raised by Blair
and Sambanis [45] regarding the ICEWS dataset, which is
recognized to occasionally suffer from noise and misclassifi-
cation due to automated event coding processes.

Despite this diversity of datasets used, several common
challenges appear regarding data quality, preprocessing, and
bias management. A frequent issue is missing data, which
can significantly affect the predictive accuracy of models if

not addressed appropriately. Most studies handle missing
data through various data imputation strategies, such as Mul-
tiple Imputation by Chained Equations (MICE), which mod-
els missing values multiple times; Last Observation Carried
Forward (LOCF), which fills gaps with the last known value;
and random forest imputation, which predicts missing values
using decision trees.

Class imbalance presents another common issue, espe-
cially problematic due to the rarity of conflict events com-
pared to non-conflict cases. Without addressing class imbal-
ance, models risk trivial predictive success by mostly fore-
casting “no conflict,” which is accurate but practically inef-
fective for conflict prevention or mitigation efforts. To man-
age this imbalance, studies typically employ strategies such
as downsampling [44], which intentionally reduces the ma-
jority class cases to balance the dataset, or the Synthetic Mi-
nority Oversampling Technique (SMOTE) [31], which gen-
erates synthetic data points for minority classes.

Moreover, data preprocessing frequently involves steps
such as the removal of duplicates and filling null values with
placeholders. In some instances, studies specifically filter out
zero-fatality events or redundant fields to enhance analytical
clarity and model performance [24].

3.3 Modelling Approaches
The 32 reviewed studies employ a diverse range of ML tech-
niques. As shown in Figure 4, Random Forest is the most
frequently used algorithm, appearing in more than half of
the studies. Logistic regression is also often used, either as
the primary forecasting model or as a baseline in compara-
tive evaluations. For example, Muchlinski et al. [44] im-
plemented a Random Forest model and compared its perfor-
mance with logistic regression. Although logistic regression
is often categorized as a statistical method, models that use
it are included here under the ML category, as they are im-
plemented as supervised learning algorithms with automated
prediction pipelines in all reviewed cases.

Figure 4: Frequency of the ML algorithms

Beyond these models, the studies implement gradient
boosting methods, such as XGBoost, Support Vector Ma-
chines (SVMs), and various types of neural networks, in-
cluding Artificial Neural Networks (ANNs), long short-term
memory networks, and Graph Neural Networks (GNNs). A
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number of studies also explore novel or less conventional
modelling strategies to enhance predictive power. For in-
stance, AutoML frameworks were used to automate model
selection and tuning [47]. Anomaly detection approaches us-
ing autoencoders were explored to identify unexpected shifts
in violence patterns [37].

Model evaluation methods vary across the reviewed stud-
ies. The most common approach is cross-validation, particu-
larly 10-fold cross-validation, which is used in 23 studies. In
the case of Random Forest models, cross-validation is often
combined with out-of-bag (OOB) error estimation, a built-
in mechanism that provides nearly unbiased error estimates
and helps prevent overfitting. Other studies use simpler fixed
train/test splits to evaluate model performance. A few employ
time-based splits for out-of-sample validation, such as train-
ing on data from 2001–2007 and testing on 2008–2015 in the
case of Blair and Sambanis [45].

However, model evaluation practices are inconsistent.
Some studies report detailed performance metrics, including
Area Under the Curve (AUC), precision, recall, F1 score, and
Brier scores, offering a detailed view of model effectiveness.
In contrast, others mention the use of cross-validation but
don’t provide specific metrics or include confusion matrices,
making it difficult to assess their predictive quality.

3.4 Reliability and Robustness

The studies included in this analysis show variation in terms
of how they assess the robustness of their forecasts.

Uncertainty in the included studies is mostly addressed in-
directly through the performance evaluation of ML models.
As described in Subsection 3.3 most studies rely on out-of-
sample evaluations and cross-validation methods to assess
and validate the robustness of their models. These methods
mitigate model uncertainty by repeatedly testing the model
on unseen data.

Several classification models frequently employ standard
metrics such as Area Under the ROC Curve (AUC-ROC) and
Area Under the Precision-Recall Curve (AUC-PR) to quan-
tify prediction uncertainty. Similarly, regression-oriented
studies commonly use Mean Squared Error (MSE) and Root
Mean Squared Error (RMSE) as performance measures.
However, explicit quantification of model uncertainty, such
as confidence or prediction intervals, is rare. Only two stud-
ies leverage bootstrapped confidence intervals or conduct
simulation-based analyses to characterize model robustness
[43; 51].

Regarding error analysis, studies predominantly rely on ag-
gregate quantitative metrics. While standard performance in-
dicators such as AUC-ROC, accuracy, and precision-recall
curves are reported, detailed error analyses are rare. Only
eight studies provide more thorough insights, including
confusion matrices, false-positive and false-negative break-
downs, and region-specific or temporal evaluations. Com-
prehensive analyses, often seen in operational systems like
ViEWS [21] or ACLED CAST [23], are exceptions rather
than the norm.

3.5 Ethics and Practical Application
Among the 32 studies reviewed, only five mention or im-
ply ethical considerations. These few studies that do address
ethics tend to focus on themes such as interpretability, trans-
parency, media bias, uncertainty communication, and risks of
misuse. For instance, one study emphasizes the importance
of model interpretability to ensure that predictions are trans-
parent and actionable for policymakers [28]. Another study
mentions ethical concerns tied to the use of predictive sys-
tems in counter-terrorism, including potential issues related
to surveillance, wrongful profiling, and fairness [24]. Trans-
parency is often highlighted as an ethical value, with some
authors not only acknowledging biases, such as those stem-
ming from media censorship, but also taking steps to mitigate
them by publishing forecasts, code, and datasets openly and
ensuring regular updates [29]. In addition, the communica-
tion of uncertainty is framed as an ethical imperative, partic-
ularly when predictions are directed at non-expert stakehold-
ers like humanitarian actors or policy officials [43]. Perhaps
most notably, the ViEWS project explicitly warns of the pos-
sibility that its forecasts could be misused, for example, by
enabling governments to justify preemptive violence [21]. To
mitigate this risk, the project embraces transparency and pub-
lic accessibility, positioning its platform as a tool to support
civil society, NGOs, and international organizations in con-
flict prevention.

Additionally, despite the increasing sophistication of ML
models, only five of the reviewed systems are currently in op-
erational use. The ACLED CAST delivers monthly updated
forecasts through a public dashboard, providing a practical
interface for early warning [23]. The Global Conflict Risk
Index is another example of applied forecasting, serving as
the quantitative foundation for the European Union’s Con-
flict Early Warning System [22]. The model introduced by
Mueller et al. [29] is made available through the Conflict
Forecast12 platform, which is used not only in research but
also in real-world policy settings, including the UK’s Foreign,
Commonwealth & Development Office (FCDO) intervention
in Nigeria. Lastly, the ViEWS project, active since 2018, pro-
vides monthly forecasts of political violence and is publicly
available for use by NGOs, researchers, and international in-
stitutions [21].

4 Discussion
4.1 Survey Findings
Firstly, out of the 32 studies included in this survey, 27 are
published after 2020. This indicates a growing research in-
terest in using ML for conflict forecasting, particularly in
the time of global instability. In terms of geographic fo-
cus, 10 of the reviewed studies target Africa, highlighting the
region’s relevance due to persistent instability and humani-
tarian risk. However, the majority of studies are focusing
on a global approach rather than targeting a specific region.
This fact may enhance model generalizability but comes with
the risk of overlooking local contextual factors that are im-
portant for practical applications. Additionally, the results

12https://conflictforecast.org/
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show that most of the studies have as their intended purpose
early warning, but also another considerable number aim for
methodological improvement, as can be seen in Table 1. This
division in goals reflects the dual focus of the field: while
some researchers prioritize building models that can be used
for operational forecasting, others concentrate on advancing
the technical aspects of conflict prediction through academic
experimentation. Moreover, the surveyed studies vary sig-
nificantly in their forecasting targets. This diversity in goals
means that studies are not always directly comparable, com-
plicating broad generalizations. This underscores the impor-
tance of context-specific evaluation: insights into the feasi-
bility of ML models are better understood within the specific
framing of each study rather than generalized across the en-
tire field.

Secondly, the analysis demonstrates that a wide variety of
datasets are used, with ACLED and UCDP being the most
common. Many studies identify issues with missing, bi-
ased, or inconsistent data, especially for the most conflict-
vulnerable regions. Areas such as Sub-Saharan Africa of-
ten suffer from limited reporting capacity, which reduces the
trustworthiness of the data used to train ML models. Al-
though the studies propose mitigation strategies, as described
in Subsection 3.2, these methods may not fully resolve the
core problem. Consequently, the practical accuracy of these
forecasts in underreported regions remains questionable, cre-
ating risks to humanitarian organizations that might rely on
them. An unreliable forecast could lead to misallocation of
already insufficient resources or leave at-risk populations un-
supported.

Thirdly, the multitude of different modelling approaches
reflects the complexity of conflict prediction. As discussed
in Subsection 3.3, the most frequently used algorithm is Ran-
dom Forest, which is widely recognized for performing well
in high-dimensional settings and for its ability to capture non-
linear relationships between variables. As Biau and Scor-
net [53] highlight, this algorithm is well-suited to settings
involving numerous predictors, which is a condition met by
many conflict forecasting tasks. For instance, Rød et al. [51]
combine Random Forest with a diverse set of variables from
ACLED, V-Dem, REIGN, and the World Bank data. Fur-
thermore, the results show that model validation practices
vary considerably. Most studies implement cross-validation,
but the transparency and granularity of performance reporting
differ. This lack of consistency makes it difficult to compare
models and may hide issues such as overfitting or differences
in performance across regions or time periods.

Fourth, an important limitation found across the survey is
the inconsistent reporting of uncertainty and error analysis.
Although some papers acknowledge the high-stakes nature of
the humanitarian decisions these models aim to support, only
a minority quantify prediction uncertainty or explore sources
of error. This highlights potential areas for further standard-
ization and improvement within conflict forecasting research.
In this domain, uncertainty needs to be clearly specified for
having accurate and trustworthy forecasts, and if the report-
ing of uncertainty and the error analysis are not standardized,
it is hard to conduct a good comparison between the studies.

Finally, the review found that only five out of 32 models

mention ethical implications of deploying ML in humanitar-
ian settings. Additionally, only five studies report practical
deployment, while the remaining models primarily serve as
proof-of-concept or methodological exploration. This indi-
cates a significant gap between academic modelling and op-
erational use. While the lack of deployment may reflect in-
stitutional barriers or data limitations, it also raises concerns
about whether the research community is sufficiently address-
ing the translational challenges of moving from model devel-
opment to field implementation. Notably, out of the five de-
ployed models, only two engage with ethical considerations.
As humanitarian decisions often involve vulnerable popula-
tions and limited budgets, overlooking ethical implications or
deployment constraints may inadvertently cause harm or un-
dermine stakeholder trust in these systems.

4.2 Answering the Research Questions
Building on the patterns and gaps identified in Subsection 4.1,
this subsection interprets the findings in order to address the
two sub-questions and, ultimately, the main research ques-
tion.

Trustworthiness and Accuracy of ML Models (RQ1)
This review finds that although many models report promis-
ing predictive accuracy, their overall trustworthiness is lim-
ited by inconsistent evaluation and reporting practices. In par-
ticular, few studies assess the implications of false positives
and false negatives, an omission with serious consequences
in humanitarian contexts. False negatives may lead to missed
early interventions, while false positives can result in the mis-
allocation of scarce resources. Only a few papers provide
confusion matrices or performance breakdowns that could
support such analysis. These gaps point to a broader lack of
standardization in validation protocols within this field. As
Agbabiaka et al. [54] emphasize in their review of trustwor-
thy AI in public-sector decision-making, trustworthiness de-
mands regular, transparent evaluation and communication of
model performance. Without this, even technically sophisti-
cated models cannot be considered reliable or actionable in
operational humanitarian settings.

Practical Feasibility of Model Deployment (RQ2)
The practical deployment of conflict forecasting models in
humanitarian settings depends on several contextual condi-
tions that are often overlooked. First, many conflict-prone
regions lack reliable, timely, and disaggregated data. In such
cases, model outputs risk being misleading, which can result
in harmful decisions.

Second, operational feasibility remains a barrier. Most or-
ganizations in the field face a limited budget. For a model
to be useful, it must be both cost-effective and interpretable.
Highly complex systems, even if technically sound, are un-
likely to be adopted unless their outputs are justifiable to non-
technical decision-makers.

Third, few models communicate uncertainty in ways that
are actionable. In real-world forecasting, uncertainty is es-
sential for decision-making. Yet most reviewed studies fail
to report uncertainty, limiting their value for planning under
risk.
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Finally, ethical concerns must be taken seriously. Without
safeguards, models may reinforce surveillance biases or be
misused to justify political agendas. Transparency, account-
ability, and clear documentation are needed to prevent such
outcomes.

In short, forecasting models can only support humanitarian
decisions when their outputs are data-informed, interpretable,
uncertainty-aware, and ethically grounded. Without these
conditions, deployment remains limited, regardless of tech-
nical performance.

Addressing the Main Research Question
Taken together, the findings suggest that while ML systems
for conflict forecasting show technical potential, they are not
yet sufficiently reliable or feasible for widespread use in real-
world humanitarian contexts. Their trustworthiness is limited
by inconsistent evaluation practices, lack of standardized er-
ror analysis, and poor communication of uncertainty. At the
same time, their practical deployment is constrained by low
interpretability and a general absence of ethical and opera-
tional integration. As a result, most models remain confined
to academic experimentation, with only a few transitioning
into real-world applications. To bridge this gap, future work
in the field must prioritize not just accuracy, but also usabil-
ity, transparency, and ethical safeguards. Only then can ML-
based forecasting systems meaningfully support humanitar-
ian decision-making.

5 Responsible Research
This study adheres to the five principles of responsible re-
search conduct, according to the Netherlands Code of Con-
duct for Research Integrity [55]. These five principles are
honesty (truthful representation of methods and findings),
scrupulousness (careful and precise execution of research),
transparency (open communication about research processes
and outcomes), independence (freedom from outside influ-
ence or conflicts of interest), and responsibility (awareness
of the societal impact of research). The application of these
principles is reflected in the following aspects of the research
process:

• Honesty has guided the literature review through accu-
rate representation of sources, faithful interpretation of
authors’ arguments, and avoidance of misquotation or
selective reporting.

• Scrupulousness has been upheld by consistently using
citation standards and maintaining precision in analyz-
ing, citing, and comparing the literature.

• Transparency has been ensured by clearly describing the
criteria for the selection of the articles and comparison
methods. The systematic literature review process en-
sures the reproducibility and allows others to understand
and verify the research approach.

• Independence has been respected by forming judgments
and perspectives based on critical engagement with the
literature, free from personal, institutional, or ideologi-
cal bias.

• Responsibility has been demonstrated by acknowledg-
ing the ethical relevance and societal implications of the
research domain, and by engaging with the literature in
a respectful and constructive manner.

In addition, a few tools were used to improve the read-
ability of the paper. Grammarly13 was used for grammar
checking. ChatGPT14 and QuillBot15 were used to assist with
rephrasing during the writing process. As English is my sec-
ond language, I occasionally find it challenging to express
ideas in academic style, and these tools helped me refine
the language while maintaining the originality of the content.
The prompt used for ChatGPT was: “Help me rephrase this
paragraph to make it sound more academic and natural. I
want the tone to be appropriate for a research paper.”.

6 Limitations and Future Work
6.1 Limitations
This study is subject to several limitations that may influence
its findings. Firstly, the project was conducted over a period
of ten weeks, which constrained the depth of the literature
search, synthesis, and analysis. While care was taken to select
the relevant sources, the time constraints may have limited the
inclusion of other valuable studies.

Secondly, the review was restricted to papers that are pub-
licly available or available through databases that are acces-
sible to TU Delft. As a result, relevant studies published in
subscription-only journals may have been excluded, poten-
tially affecting the completeness of the review.

Lastly, only English-language literature was considered.
This introduces a language bias, as models published in other
languages were not captured. This may have led to the omis-
sion of culturally important insights.

6.2 Future Work
This review primarily focused on peer-reviewed academic lit-
erature, with the exception of one gray literature source: the
ACLED CAST [23]. Obtaining detailed documentation on
the methodologies used by the humanitarian organizations in
their forecasting models was not feasible within the project’s
timeframe. As a result, the review relied more heavily on
sources with publicly available and well-documented meth-
ods, which led to a stronger focus on academic research.

Future work should aim to systematically include gray lit-
erature, such as internal reports and model documentation
from humanitarian agencies and NGOs. These sources often
offer crucial insights into real-world implementation, model
adaptation, and region-specific challenges that are underrep-
resented in academic studies. Additionally, expanding the re-
view to include non-English publications would help capture
more diverse perspectives, especially from conflict-affected
regions where relevant work may not be published in English.

Another important direction for future work is a more in-
depth examination of the datasets used in conflict forecasting
models. Analyzing the reasoning behind dataset selection,

13https://www.grammarly.com/
14https://chatgpt.com/
15https://quillbot.com/
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comparing available alternatives, and evaluating trade-offs in
coverage, granularity, and update frequency would contribute
to a better understanding of how data choices influence model
performance and relevance across different operational set-
tings.

For researchers developing ML models for conflict fore-
casting, we also recommend the adoption of systematic re-
porting practices for model uncertainty, error analysis, and
validation methods. Clear documentation of these aspects
is essential for assessing model robustness, ensuring trans-
parency, and supporting responsible deployment in high-
stakes humanitarian contexts.

7 Conclusion
This study investigated whether ML models for conflict fore-
casting are reliable and feasible for application in humani-
tarian contexts. It evaluated the strengths, limitations, and
potential applications of these models, focusing on their rele-
vance for humanitarian decision-making. The assessment ad-
dressed the models’ geographic scope, the kinds of outcomes
they forecast, and the forecasting purposes they serve. It also
examined how the models are validated, the types of data they
use, and the model types they employ. Finally, it evaluated
how they handle uncertainty, report errors, consider ethical
implications, and whether the models are used in practice.

The review found that while ML-based conflict forecast-
ing models show promise, their practical utility in humani-
tarian settings remains limited. Most models lack standard-
ization in performance validation and do not systematically
address key aspects such as uncertainty quantification or eth-
ical implications. Only a few are deployed in operational
settings, and many remain confined to academic experimen-
tation. Common challenges include inconsistent reporting,
insufficient interpretability, and unreliable or missing data,
particularly in regions most affected by conflict. These fac-
tors constrain both the trustworthiness and the real-world ap-
plicability of such models, creating risks for humanitarian
decision-making.

Future research should prioritize integrating gray literature
from humanitarian organizations to better understand the op-
erational use of ML models developed by humanitarian or-
ganizations. Expanding the scope to include non-English
sources would also help surface insights from conflict-
affected regions often excluded from academic discourse.
Another important direction for future work is a more in-
depth examination of the datasets used in conflict forecasting
models. Only by addressing these gaps can ML-based fore-
casting systems move beyond academic potential and mean-
ingfully support humanitarian action.

A List of sub-questions for Synthesis
1. Forecasting scope and purpose:

• What is being forecasted?
• For what purpose is it being forecasted?
• What is the geographical coverage?

2. Data sources and quality:
• What data is used?

• How are data quality issues and biases handled?
3. Modelling approaches:

• What type of model is used?
• How is the model validated?

4. Reliability and robustness:
• How is uncertainty addressed?
• How thorough is the error analysis?

5. Ethics and practical application:
• What ethical considerations are discussed?
• Is the model used in practice?
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