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Abstract

The direct writing technology known as ion-beam-induced deposition (IBID) has been
attracting attention mainly because of its high degree of flexibility of locally proto-
typing three-dimensional (3D) nanostructures. These high-resolution nanostructures
have various research applications. However, no systematic study of the capability of
IBID to fabricate 3D nanostructures has been published to date. This is partly caused
by the lack of suitable methods to monitor and to access the numerous time-varying
process parameters and our lacking overview of the interplay between the relevant
parameters. This thesis partially aims to fill this gap. This thesis mainly includes
three parts:

(1) Exploration of the limits of IBID to fabricate nanopillars. Firstly to fabri-
cate IBID pillars in a controllable and reproducible manner, we have studied the
optimization of the pillar growth conditions. With the conventional Ga+ FIB and
the novel He+ FIB approaches, the influence of precursor surface density and of the
ion beam interaction have been investigated, respectively. Moreover, relevant simu-
lation work is discussed to explain the interplay between vertical and lateral growth
and their dependence on precursor depletion and replenishment. Combining these
results, a comparison between Ga+ and He+ IBID pillar growth is made. Secondly,
to improve the quality of IBID pillars, we have studied the formation of the irregular
sidewall surface and the halo viz. the deposits around the bases of a typical Ga+

IBID pillar by comparing pillars grown on either an insulating Si3N4 membrane or
on a semiconducting Si wafer. Thirdly, by changing the substrate properties and the
distance between neighboring pillars, we have studied the proximity effect in IBID
pillar growth. This proximity effect is important when fabricating dense pillar arrays.
The proximity effect of He+ IBID is similar to that of Ga+ IBID, though the trend
is much less pronounced.

(2) Exploration of the limits of IBID to fabricate nanopores in thin membranes.
We have demonstrated that sub-10-nm-diameter nanopores in a Si3N4 membrane can
be fabricated in a single Ga+ IBID step by carefully adjusting the ion beam and
gas exposure conditions. This is accomplished by exploiting the competition between
sputtering and deposition processes during IBID. Apart from the simplicity and the
speed, another advantage is a broad choice of material for the deposit and the mem-
brane. At various stages of pore formation we have studied the chemical composition
and the shape of the pore, which are the factors that determine the functionalization
of the nanopores. For this purpose, energy dispersive x-ray (EDX), electron energy
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loss spectroscopy (EELS) analysis have been used for determining the chemical com-
position, and 3D electron tomography for determining the shape of the pore. It is
found that the chemical structure in the rim of the pore depends on the properties of
the precursor gas. Furthermore, simulation shows that the forward and the backward
sputtering depend differently on membrane thickness. This difference can also play a
role in the pore formation and shrinkage.

(3) Study of the IBID process mechanisms. We have done a series of experiments
to distinguish the roles of different mechanisms involved in IBID. Firstly we have
found a significant contribution of secondary particles to Ga+ IBID. This result was
obtained by comparing the volume of a deposited box with that of the material de-
posited onto a nearby sidewall. Subsequently we have investigated two models that
describe IBID in terms of the impact of secondary electrons and of sputtered atoms,
respectively. For this purpose, the yields of deposition, sputtering, and secondary
electron emission as well as the energy spectra of the secondary electrons were mea-
sured in situ during Ga+ IBID as functions of ion incident angle and energy. The
results indicate that the sputtered atom model describes Ga+ IBID better than the
secondary electron model. I also briefly discuss the contribution of primary ions.
Based on these results, we review the studies on the mechanisms of IBID with Ga+

or He+ ion beams and EBID mechanisms reported in the literature. I conclude that
IBID has to be described by multiple mechanisms. The dominating mechanism is in
Ga+ IBID related to sputtering, while in He+ IBID and EBID to secondary electron
emission.

In this thesis work, we have studied the capability of IBID to grow 3D nanostruc-
tures. Future efforts, for instance improvement of the purity of the deposits, will be
necessary to functionalize IBID nanostructures.
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Chapter 1

Introduction

This chapter provides a general introduction of the direct-write technology known
as ion-beam-induced deposition (IBID) by discussing broader research fields which
encompass IBID. First, a brief introduction of the fields of nanotechnology is given.
Then follows a sequential introduction of nanofabrication techniques including con-
ventional optical lithography, next generation lithographies (mask-based approaches),
and maskless techniques before turning to IBID. In particular, an overview is given on
the applications of IBID three-dimensional (3D) nanostructures and the importance
of a systematic study of the limits of IBID 3D nanofabrication. Subsequently, the
fundamentals of IBID and especially the determining factors of IBID for 3D nanofab-
rication are discussed in detail. The chapter ends with an outline of this dissertation.
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1.1 Nanotechnology

Nanotechnology is defined as manipulation, fabrication and utilization of any mat-
ter having a size of 100 nanometers or less at least in one dimension. The term
“nanotechnology” was coined in 1974 [1]. Since then, nanotechnology has attracted
widespread attention and has become a collective term for scores of technologies
and techniques. The label of “nano-” has become attached to more and more sub-
ject areas, including nanomaterials, nanoeletronics, nanomechanics, nanophotonics,
nanomedicince, to name but a few. Today, almost every major research institution
throughout the world has announced its activities in some field of nanotechnology.
In our everyday lives, there are various commercial products which use the term
nanotechnology, ranging from the fields of information, medicine, environment, and
even consumer goods.

We cannot recall the history of nanotechnology without mentioning the semi-
nal talk “There is plenty of room at the bottom” [2] by Richard Feynman, who
would later become a Nobel laureate. It might be not completely true to say that
Feynman’s talk gave birth to nanotechnology, however, it is surely fair enough to
conclude that it predicted and catalyzed the development of nanotechnology and
inspired many researchers. In his talk, Feynman described a field of “manipulating
and controlling things on a small scale”. He emphasized the importance of this new
field, saying “a point that is most important is that it would have an enormous
number of technical applications”. He predicted that things can be miniaturized by
scaling their size smaller and smaller by stripping away unwanted material to produce
the desired structures. This would subsequently be called the top-town approach.
Feynman also introduced the possibility of the bottom-up approach which starts
with materials from the atomic or molecular level, allowing them to self-assemble
into useful nanostructures. It is amazing to see how many of the concepts Feynman
talked about have actually been established and developed into very important and
diverse scientific and technical fields today. Some are nanofabrication technologies:
electron- and ion-beam fabrication such as electron- and ion- projection lithography
(EPL and IPL), molecular-beam epitaxy (MBE), nanoimprint lithography (NIL),
scanning probe techniques such as scanning tunneling microscopy (STM) and atomic
force microscopy (AFM). The rest are integrated circuits (also known as ICs, or sil-
icon chips), micro- /nano- electro mechanical systems (MEMS/NEMS), spintronics,
quantum-effect electronics and nanobiotechnology.

Nanotechnology has made huge progress over the past 30 years. Some subject
areas have already achieved huge success in applications, for instance IC industry.
Nevertheless, many are still in their early stages of research, for instance quantum
computers.
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1.2 Nanofabrication

A key to nanotechnology is fabricating functional nanostructures with arbitrary pat-
terns. After the transistor was invented in 1947, the IC industry has been the main
driving force for pushing the limits of nanofabrication techniques. Following the
so-called Moore’s law, the critical length of IC devices has shrunk at a rate of 30%
every three years. Today, it is already as small as 32 nm. In 2005, the International
Technology Roadmap for Secomiconductors (ITRS) suggested that the features in
complementary metal-oxide-semiconductors (CMOS) would shrink to at least 22
nm [3]. As it comes closer and closer to the limits of optical lithography, a variety
of emerging nanofabrication techniques have been studied [4–6]. The main reasons
optical lithography can survive in the IC industry are that it can be used in a parallel
process which guarantees a high throughput, and the inventions of phase-shift masks
and immersion lithography. Any technique that competes with optical lithography
has to work in a parallel process usually involving masks and resists. However, with
decreasing feature sizes, mask fabrication has caused more and more engineering
difficulties. Therefore, maskless or even resistless approaches have been investigated.
So far, most maskless techniques have been applied only for the purpose of research
and prototyping. In other words, they only fulfill academic requirements.

1.2.1 Optical lithography

Lithography technology has been applied in the semiconductor industry since IC
was invented in 1958. The basic idea of optical lithography is using light to transfer
a geometric 2D pattern from a mask to a light-sensitive chemical resist, which is
coated on the substrate. Afterwards, a series of chemical treatments engraves the
exposure pattern into the material underneath the resist to form a 3D nanostruc-
ture. This technology soon migrated to optical projection lithography to avoid the
defects caused by the repeated contact of the mask and the resist and to improve
the resolution and overlay. After passing through the mask, the light goes through
a lens system that projects the light to create a demagnified image of the mask on
a resist-coated substrate. The resolution of optical lithography is limited by the
wavelength of light because of the optical diffraction. The wavelength of exposure
light is decreased to produce smaller feature sizes [4]. At its early stage, lithography
used visible G-line (436 nm) and I-line (365 nm) wavelengths produced by mercury
arc lamps, then excimer lasers at deep ultraviolet (DUV) 248 nm KrF and 193 nm
ArF. Until 2009, state-of-art lithography was a combination of 193 nm lithography
and immersion technology in which water is used as an immersion medium between
the lens and the wafer surface to have a high dielectric, concentrating medium for the
light-path. It has already taken the minimum feature size down to 32 nm. However,
this technology is unlikely to be suitable beyond the 32 nm node due to extreme
challenges such as alignment and overlay accuracy as well as the lack of high-index
materials and immersion liquids.
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1.2.2 Next-generation lithography

With decreasing feature sizes and increasing wafer sizes, to overcome the diffraction
limits of optical lithography, shorter wavelength lithography using 157 nm, extreme
ultraviolet (EUV) at 13.5 nm, x-ray at ∼1 nm, and even shorter wavelengths of
electron and ion beams (for instance, 0.01 nm for 10 kV electrons) have been studied.
In addition, a technique called nanoimprinting lithography (NIL) has the parallel
patterning capability of optical lithography. In NIL, the shape of a rigid mold (usu-
ally silicon) is replicated into a resist (usually polymer) coated on a hard substrate
by mechanical contact [7]. All of these techniques are known as next-generation
lithography (NGL) candidates. Electron projection lithography (EPL) was most
popular during the 1970s, but was replaced by X-ray lithography (XRL) during the
1980s and early 1990s, and then by EUV lithography from the mid-1990s till today.
NIL’s popularity is rising, and is positioned to succeed EUVL as the NGL of choice.
Ion projection lithography (IPL) has a niche market in defect repair.

Extreme ultraviolet lithography (EUVL) and X-ray lithography (XRL)

The maturation of immersion technology delayed the development of EUVL and
caused the semiconductor industry to abandon 157 nm lithography because 157 nm
can only last one generation of IC manufacturing. Today, EUVL is widely accepted
as the most promising NGL for the 32 nm node and beyond [5, 8]. In many aspects,
EUVL retains the image of optical lithography in practice, though EUV at 13 nm
wavelength actually should be called soft X-ray. However, the conventional refractive
optics do not work for EUVL because of their strong absorption in virtually all types
of materials. Instead, reflective mirrors have to be used for both masks and focusing
optics. Up to now, fabrication of sub-30 nm features has been demonstrated. The
lithography company ASML has announced that it is on track to ship its first EUVL
tools in 2010. However, many critical challenges still exist: developing reliable EUV
sources with high output power and sufficient lifetime, controlling contamination of
projection and illuminator optics, developing defect-free masks, developing resists
with high resolution and sensitivity. All these factors make it difficult for EUVL to
replace optical lithography in the near future.

XRL was supposed to be an ideal candidate for NGL due to its short wavelength.
However, X-ray masks are so expensive that they have ended XRLs prospects [4].

Electron projection lithography (EPL) and ion projection lithography
(IPL)

In EPL, electrons that are extracted from a source and collimated through a mask
are accelerated through a series of electrostatic lenses that project the electrons to
create a demagnified image of the mask on a resist-coated substrate. Owing to the
negligible wavelength of electrons (for instance, 0.01 nm for 10 kV electron beam),
the resolution of EPL is mostly limited by lens aberrations, not by diffraction as in
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optical projection lithography. As a consequence, EPL can offer a higher resolution.
On the other hand, mask-based EPL has increased throughput significantly compared
to beam-based direct writing. Since the early 1990s, types of EPL systems have been
developed: the cell projection system by Hitachi (HL-800D) [9], the scattering with
angular limitation projection e-beam lithography (SCALPEL) by Lucent Technolo-
gies [10], and the projection reduction exposure with variable axis immersion lens
(PREVAIL) by IBM [11]. Nikon has achieved a resolution of 70 nm for dense lines
and 50 nm for isolated lines [12]. However, a key engineering difficulty is still the
mask. Typical masks used in EPL are the stencil type [9, 11] or the membrane
type [10]. Both types are difficult to make, inspect, and repair. A key fundamental
difficulty is the space charge effect (particle-particle repulsion), which is especially
serious considering the high current needed in EPL.

In parallel with the development of EPL, another charged-particle-based pro-
jection lithography known as ion projection lithography (IPL) has also attracted
considerable attention since the late 1990s [13–16]. In IPL, collimated ions, instead
of electrons, are used. IPL has several advantages over EPL [13, 17]. The resists are
normally two orders of magnitude more sensitive to ions than to electrons, because
in the 1-200 keV energy range ions lose most of their energy in the resist whereas
electrons pass through the resist but lose little energy. Ions, particularly the light ions
H+, H+

2 and He+ used in IPL systems, suffer little or no scattering in the resist and
substrate; hence they exhibit a much weaker proximity effect than electrons, which
have a proximity effect of a few tens of micrometers. In addition, the penetration
depth of ions can be easily adjusted by the ion energy. Thus, high-aspect-ratio and
multi-layer structures can be relatively easily fabricated by IPL. In the late 1980s,
IMS Nanofabrication developed the first generation of IPL systems, called the ion
projection lithography machine (IPLM), which was already able to demonstrate 0.2
µm resolution [18]. In 1992, the Advanced Lithography Group (ALG), a consor-
tium of universities and industry in the US and Europe, was formed to build a
next-generation IPL system. The result was ALG-1000 [19], the goal of which was
to project sub-0.18 µm patterns in a stencil mask onto a wafer substrate. In 1997,
MEDEA, another international consortium was founded to build an IPL process
development tool (PDT) to achieve 50 nm resolution [15, 16]. Up to now, 50 nm
resolution has been demonstrated [20, 21]. Like EPL, IPL also has the difficulty of
mask fabrication and space charging effects. In addition, ions can induce damage in
the mask and the underlaying substrate.

Nanoimprint lithography (NIL)

In 2003, nanoimprint lithography (NIL) was formally accepted by ITRS as an NGL
candidate for the 32 nm node and beyond, and scheduled for industrial manufactur-
ing in 2013 [22]. NIL is a parallel patterning method in which the shape of a rigid
mold (usually silicon) is replicated into a resist (usually a polymer) coated on a hard
substrate by mechanical contact [7]. Invented in 1995 [23], NIL has attracted a great
deal of attention as a low-cost, high-throughput, high-resolution parallel patterning
lithography technique. Types of NIL have been developed, but the most important
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ones are thermal NIL [23–25] and UV-NIL [26]. The main difference is the resist. In
thermal NIL, a thermoplastic polymer resist is heated to above its glass transition
temperature, where the solid resist becomes a viscous liquid. Then, it is pressed into
the mold. In UV-NIL, first a photo-curable (often UV light) liquid instead of a solid
polymer resist is pressed into a UV-transparent mold, then the resist is solidified
by UV light exposure at room temperature. Up to now, NIL can fabricate polymer
pattern features as small as 5 nm [27] with an aspect ratio up to 40 [28]. NIL is a
promising fabrication technique for the community of sensors, lab-on-a-chip, nano-
optics, and compact disks which require a cheap method to produce a multitude of
identical devices. However, both thermal NIL and UV-NIL are not ready for mass
production. They are still time-consuming, either due to the slow heating and cooling
or the slow curing and air dissolution processes. Besides the resolution and the speed,
many problems are caused by the mechanical nature of the process. Unlike optical
lithography, which avoids mechanical contact between the mask and the resist, the
3D mechanical contact is an essential part of NIL. In NIL, high-temperature- and
high-pressure-induced mechanical deformations of the mold and the resist can happen
during or after the pattern transfer and mold removal. Other concerns are the pattern
overlay due to the thermal expansion mismatch, the defects caused by air bubbles,
and the patterning of the nanometer-sized mold. Thus, in a long-term view, NIL
will be an integral part of nanofabrication, not the replacement of optical lithography.

1.2.3 Beyond next-generation lithography: Maskless and re-

sistless techniques

Some relatively slow approaches that work in a serial process are being pursued for
the high resolution required by the 32 nm node and beyond. Besides the advantage
of the resolution, these approaches can lower manufacturing costs because they do
not need the very expensive masks required by optical lithography. Though excluded
from the list of NGLs, these approaches play active roles in research and prototyping
individual devices, for instance when making high-resolution masks for optical lithog-
raphy.

Maskless lithography (ML2)

Electron beam lithography (EBL) and ion beam lithography (IBL)

At energies higher than 2 keV, the wavelengths of both electrons and ions are so
short as to be of negligible concern (for instance, 0.01 nm and 2.8 × 10−4 for 10 kV
electrons and ions, respectively). Moreover, electron or ion beams can be focused
finely in the sub-nanometer regime, giving electron and ion beam lithography (EBL
and IBL) advantages in terms of resolution.

EBL emerged in the early 1960s at approximately the same time as optical lithog-
raphy. An EBL system is very much like a scanning electron microscope (SEM),
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which evolved into EBL mainly because of the discovery of an electron-sensitive
polymer resist material called polymethylmethacrylate (PMMA). Later, with the im-
provement of electron beam size, writing strategy, resist material, and development
process, the resolution of EBL has been improved over the past four decades. In the
early 1970s, EBL was already able to pattern features as small as 60 nm [29]. Today
with the special resist material hydrogen silsesquioxane (HSQ), 5 nm features can be
written with EBL [30]. However, the best resolution using HSQ has never been below
5-6 nm even with a resist layer as thin as 5 nm and a 100 keV electron beam [31]. It is
believed that the key limiting factors are the electron-resist interaction and the resist
development, not the accuracy of the width of the electron beam and the procedure
for the beam movements. Therefore, the roadblock to further resolution improvement
is the nature of the resist materials. So far, at least two commercial EBL systems
(JEOL and VISTEC), which are used for prototyping individual devices, have been
developed.

In the early days, IBL was hampered because a fine size ion beam was difficult
to achieve from the early gas discharge ion sources before the introduction of the
focused ion beam (FIB) based on liquid metal ion sources (LMIS) [32–34]. IBL work
has been performed based on Ga+ FIB, and light ions such as H+, He+ and Be+, as
reported in an early overview given by Melngailis [35]. Today, the smallest Ga+ FIB
spotsize is as small as 5 nm [36]. The main differences between IBL and EBL are
caused by the different masses of ions and electrons. Compared to EBL, IBL has the
advantages of higher resist exposure sensitivity as a result of the higher efficiency of
energy transfer [37], and a lower proximity effect because of negligible ion scattering
in the resist and low backscattering from the substrate [38]. The disadvantages of IBL
are a lower resolution due to a larger beam diameter and contamination from Ga+

FIB exposure. Smallest features including 12.5 nm linewidth in PMMA resist [39]
and a 30 nm dot size in polyphenylsilsesquioxane resist [40] have been reported. In
2006, helium ion microscopy (HIM) with a sub-nm probe size became commercially
available [41]. Recent work demonstrates that with a HSQ resist, sub-10 nm res-
olution and a very low proximity effect have been achieved with HIM lithography [42].

In order to improve throughput, several multi-electron beam lithography ap-
proaches have been proposed: multiple aperture pixel-by-pixel enhancement of
resolution (MAPPER) [43–45] and projection maskless lithography (PML2) [46–
48]. Arrays of several hundreds or thousands of individually addressable electron
beamlets have been realized by MAPPER and PML2. The space charge effects are
supposed to be minimized due to the absence of crossover among the beamlets. The
idea is that a single electron source illuminates an array of apertures, forming elec-
tron beams that are focused by electrostatic lens arrays on the wafer. Underneath
the apertures there are deflector plates, which can blank or unblank electron beams
individually. MAPPER Lithography has demonstrated a massively parallel electron-
beam lithography (110 beamlets) by writing 45 nm dense patterns (32 nm node) [49].
IMS Nanofabrication has realized a PML2 proof-of-concept tool. In parallel with the
development of multi-electron beam lithography, multi-ion beam lithography has also
attracted attention: Projection maskless patterning (PMLP). IMS Nanofabrication
has also realized a PMLP proof-of-concept tool [50, 51]. A broad ion beam (H+, He+,
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Ar+, Xe+, C−
60) is directed to a programmable aperture plate system with thousands

of apertures, then ion beams pass the deflector plate underneath. Those undeflected
beamlets are focused onto to the wafer with nanometer resolution. With an ion
optics of 200x reduction, the PMLP tool has demonstrated 16 nm half-pitch (= half
distance between two neighboring lines) resolution. In summary, these multi-beam
lithography technologies are still in an early stage of development.

Scanning probe lithography (SPL)

SPL techniques, which feature sub-100 nm resolution, are based on the variety
of probe microscopes including scanning tunneling microscopy (STM), atomic force
microscopy (AFM), and near-field scanning optical microscopy (NSOM). STM, in-
vented in 1981, was the first SPM [52, 53]. By approaching a sharp conductive tip
to a sample surface within the atomic range (< 1 nm) and applying a bias between
the tip and the sample, one can observe the tunneling of electrons across the gap. As
the tunneling current depends exponentially on the gap distance, STM can achieve
sub-angstrom vertical resolution and sub-nanometer lateral resolution with a feed-
back control of the tunneling current. AFM evolved from STM but with a significant
difference: an AFM-tip is mounted on a flexible cantilever, whereas an STM tip is
rigidly mounted. Depending on the conditions, AFM operates by measuring forces
mechanical contact force, van der Waals forces, capillary forces, magnetic forces, etc.
The force causes deflections of the cantilever, which can be detected optically and
translated into a surface topography image. Using tunneling electrons for imaging,
STM has to be operated in an ultra-high vacuum environment, whereras AFM can
be operated in air. STM requires a conductive tip and sample, whereas AFM can
work on any material. NSOM uses an optical fiber with a small aperture at the
end to emit laser light to form the optical probe and a detector very close to the
sample surface(< λ the wavelength of the illuminating light). NSOM exceeds far-field
resolution limits by exploiting the propagation of near-field optical evanescent waves
which is no longer limited by diffraction [54].

The possibilities of SPL were first discovered shortly after the STM was invented.
Lines were found on a sample surface scanned with an STM probe, which is a phe-
nomenon called local oxidation [55]. This was the first time sub-100 nm structures
were obtained without using photons or charged beams. SPL is cheaper, simpler
and much slower compared to conventional lithography. Based on the different
mechanisms they use, SPL techniques can be sorted into three groups: material
modification, addition and removal [4, 56, 57]. In addition, a special SPL technique
is atomic manipulation. If the tip-sample gap in STM is very small, the tip-sample
interaction can be great enough to move adsorbed atoms on the sample surface. In
1990, Eigler used a W-tip in STM to manipulate single Xe atoms adsorbed onto Ni
(111) surface to form the company logo “IBM” [58] or Fe atoms adsorbed onto Cu
(111) to form the Chinese characters “atoms” [59]. This atomic manipulation is the
ultimate limit achieved so far with nanofabrication.

Material modification can be realized by resist exposure to field-emitted electrons
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or optical probe and electrically induced local oxidation. Resist exposure by STM was
first reported in 1988 when a 22-nm-wide and 12-nm-thick Au-Pd line was deposited
on Si [60]. Besides PMMA, other polymer resists such as SAL601 have been applied
as well [61]. AFM with a metal-coated tip has also been applied to provide a local
electron source for PMMA resist exposure, which produced a 35-nm-wide line [62].
With an aperture-less metal tip, 40 nm resolution lithography has been obtained
in NSOM [63]. Because the electrons in STM and AFM have very low energy and
the evanescent wave in NSOM decays exponentially in the resist, very thin resist
layers (<50 nm) are required. Owing to the low energy of electrons and the slow
scanning speed (typical scanning speed of STM and AFM is 1 µm/s), the efficiency
of SPL is much lower than in EBL. The field-enhanced oxidation around the tip-
sample interface in the presence of oxygen or OH groups was firstly reported using
STM [64]. On a Si sample, 23 nm resolution has been achieved using AFM [65]. The
direct-patterned oxide can be used as dielectric barrier in various electronic devices,
such as single-electron transistors [66] and single-electron memories [67].

Material addition can be realized by field-induced deposition and dip-pen lithog-
raphy (DPN) [4]. Field-induced deposition is based on the well-known phenomenon
of field evaporation: atoms or ions can be pulled out of a material surface under very
high electrical field (for instance, 5 V/angstrom). With a bias between the tip and the
sample, metal-coated STM or AFM tips can serve as emission sources to transport
atoms or nanoparticles from the tip to the sample. Tips made of different materials
have been used to deposit different nano-dots on samples, for instance 20 nm Au [68]
and 22 nm Pt dots [69]. In the presence of precursor molecules such as organometal-
lic gases, the electrons emitted from STM and AFM tips can induce chemical vapor
deposition (CVD) by decomposing the precursor molecules. With this approach, Si
dots as small as 3.4 nm have been deposited using SiH2Cl2 as precursor [70]. Since
the first paper on DPN published in 1999 [71], DPN has attracted a great deal of
interest and has become the most popular AFM-based SPL technique [4, 72–74].
With DPN, an “ink”-coated AFM tip is used to pattern a sample surface. Unlike
other SPL techniques, which can be considered “destructive”, DPN is a direct-write
“constructive” tool that allows to pattern many types of ink materials, including
organic molecules, polymers, DNA, proteins and metals, with sub-50 nm resolution.
For some materials, a resolution as small as 15 nm has been achieved [74]. DPN is a
unique tool to pattern biological and soft materials since these materials are usually
sensitive to the harsh conditions under exposure to the ultraviolet, electron or ion
beams. In addition, unlike “destructive” SPL approaches, which have difficulties with
parallelization [74], DPN is particularly suitable for parallel operation because the
deposition is much less dependent on the applied force on the tip. Many multi-pen
systems have been developed and the number of the pens has increased dramatically.
An eight-pen nanoplotter for parallel DPN was reported in 2002 [75]. In 2007, ∼55
000 cantilevers were used to pattern 450 million sub-100 nm features in 30 min [74].

Material removal can be achieved by electrochemical etching, field-induced de-
composition and mechanical scratching. In the presence of an acid solution of HF,
materials such as Si(100) can be etched with a resolution of a few tens of nanometers
by scanning STM tips over the sample surface [76, 77]. Material removal can also
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occur without the presence of a chemical solution. At a bias pulse, STM and AFM
tips can make holes on a sample surface directly, ranging in size from a few to a
few tens of nanometers. Unfortunately, the location and the size of the holes are
usually unpredictable. Mechanisms ranging from field-induced decomposition [78] to
local heating [79] are still controversial. By applying force on AFM tips, mechanical
scratches measuring a few tens of nanometers in width and a few nanometers in depth
can be left on a sample surface. A groove as narrow as 3 nm and as shallow as 1
nm was achieved by the scratching of AFM tip over a mica substrate [80]. Though
this approach is simple, it is limited by the shallow scratch depth, the slow speed,
the damage of the tip or the short tip lifetime. Generally speaking, the quality of
SPM-etched nanostructures is poor and the mechanism is not yet fully understood.
There is still a long way to go to before this application can become suitable for
industrial applications.

Resistless techniques

Electron-beam-induced deposition (EBID) and ion-beam-induced deposi-
tion (IBID)

EBID and IBID are direct writing techniques that do not need masks and resists.
With EBID or IBID, precursor molecules adsorbed on a substrate surface are dis-
sociated by an electron- or ion-beam-induced reaction, respectively. This reaction
takes place locally only in the vicinity of the irradiated area of the beam. The non-
volatile products of the dissociation are locally deposited on the substrate, whereas
the volatile products are pumped out of the vacuum chamber. Depending on the
types of the precursor, many different materials can be deposited by EBID and IBID,
insulators or conductors. The IBID process is illustrated schematically in Figure 1.1.
The EBID process only differs in that it uses an electron beam instead of an ion beam.

Figure 1.1: Schematic drawing of IBID.

As early as 1934, Stewart observed an insulating film, which was a carbon com-
pound grown in an electrical optical system [81]. At the time, these deposits were
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considered as contamination, which was to be avoided. Much research followed to
study the contamination induced by electron beam bombardment [82–84]. Until
1960, Christy first recognized the potentially useful feature of this phenomenon by
observing that thin (<10 nm) films deposited on a substrate in the presence of silicone
oil vapor “had excellent electrical insulation properties” [85]. Actually, in the early
days the sources of the precursor were just vapors of diffusion pump oils inside the
vacuum chamber. Similarly, the deposits induced by ion beam bombardment were
originally also considered to be contamination [86]. In the early stages, IBID was
demonstrated only by a wide ion beam until Gamo demonstrated IBID with FIB in
1984 [87]. The deposition yield of IBID was found to be several hundreds of times
higher than that of EBID because of the higher dissociation cross sections [86, 88].

Today, most EBID work is performed on the systems such as SEM, TEM and
scanning transmission electron microscopy (STEM). Most IBID work is carried out
on Ga+ FIB systems or, only very recently, with helium ion microscope (HIM),
which can produce sub-nm He+ ion beams [89]. As reviewed in [88, 90], the existing
precursors allow to deposit most elements by EBID or IBID: C, Al, Si, SiOx, Au, Cu,
Fe, W, Pt, Ge, Co, Cr, Ga, GaAs, Ir, Mn, Mo, Ni, Os, Pb, Pd, Rh, Ru, Sn, and Ti,
although purity (low metal content) is a problem, which will be discussed below.

Experimental work related to the ultimate resolution of EBID can be found
in [91–101]. Van Dorp demonstrated the best lateral resolution of EBID with 0.72
nm (full width at half maximum FHWM) W dots deposited on a 30-nm-thick Si3N4

membrane substrate with a 1-nm-diameter electron beam in an STEM system [91].
The same author declared in a following work that at such a small scale, deposition
does not happen exactly locally at the irradiation point, but behaves in a random
manner [102]. On a bulk Si substrate in a SEM system, the best lateral resolution
achieved was 3.0 nm (FHWM) Pt dots [103]. However, the aspect ratios of these dots
are all below unity. The resolution of high-aspect-ratio structures (pillars) is believed
to be limited by the generation of secondary electrons along the trajectory of the inci-
dent electron beam in the deposit, which can cause a broadening of 5-20 nm according
to simulation work [104]. Experimentally, the best resolution of EBID pillars was ∼50
nm carbon pillars fabricated with phenanthrene (C14H10) as precursor [105]. With
the same precursor, the minimum diameter of a suspended rod deposited by moving
the electron beam laterally was only 5 nm [105]. The different diameters of the pillar
and a suspended rod indicate that the interaction volume of primary electrons in the
deposits plays a role in the broadening of the high-aspect-ratio structures compared
to low-aspect-ratio structures.

Apart from the resolution, the purity of the deposits is another important factor
to consider when deciding whether the deposits can be useful. As most precursors
used for metal deposition are organic, numerous carbon atoms are also deposited
with the metal atoms. Although it varies according to the type of precursor and the
electron beam parameters, the metal atomic composition of most EBID deposits is
about 10-15% [88, 90, 106]. Fortunately, their purity can be increased significantly
(in some case even as high as 95%) by using purification techniques such as heating
the substrate during growth, post-annealing after growth, adding a second gas such
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as O2 or H2 during growth to burn the embedded carbon, or post-annealing in O2 or
H2 [88, 90, 106].

The resolution of Ga+ IBID is generally poorer than that of EBID. The reasons
are the larger Ga+ FIB diameter (10 nm FHWM) [107] and the more serious depletion
of the precursor in the central irradiation area as a result of the higher deposition
yield of IBID [88]. The best resolution of IBID pillars was 150 nm Au, which is much
larger than the FIB diameter [108]. The metal composition of Ga+ IBID deposits
is about 35-70%, which is higher than that of EBID 10-15% [88, 90, 106], whereas
the metal composition of He+ IBID deposits [89] is similar to that of EBID. It is
interesting to note that the dissociation mechanism is thought to be a key factor that
determines the purity of deposits [88, 109].

In addition, for 3D nanostructure fabrications, IBID nanostructures have advan-
tages over EBID in terms of 3D morphology [110], mechanical behavior [111, 112]
and complex 3D structures [113]. Most of these advantages are linked to the shallow
penetration of ions compared to that of electrons [110, 113].

1.3 3D nanofabrication by IBID

1.3.1 State-of-the-art and applications

As discussed in the previous section, IBID is considered to be a powerful tool for local
prototyping 3D nanostructures [108, 113]. In fact, not only simple 3D structures such
as pillars can be fabricated by IBID. With a 3D computer-aided-designed (CAD)
software to control the beam scanning in a precise manner (Fig. 1.2a), more complex
3D structures such as branches, coils, beakers, drills, and wine glasses (Fig. 1.2b-f)
have been fabricated by IBID [113, 114].

The nanostructures fabricated by IBID have various applications. Examples are
mask repair for lithography systems [108], nanoelectrostatic actuators and nano-space-
wirings as parts of nanomechanical systems [115], cantilevers as a mass sensor [116],
bridge structures as a thermal sensor [117], four-wings rotors [118], electrostatical
nano-manipulators [119, 120], electrostatical actuators [120], bio nano-tools such as
nano-injectors [121], nano-nets [122], nano-filters [123], nano-sensing probes [124],
vacuum microcapsules used as a diode, a triode or a sensor [125], nano-tubes used
in nanomechanics and as drug delivery [126], field emitters [127, 128], magnetic dot
arrays for data storage [129–132], and nanogap electrodes for single-molecule de-
vices [133, 134]. Despite these listed applications, so far IBID is limited to academic
research, due to its serial nature and thus low throughput.
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Figure 1.2: 3D nanostructure fabrication by 0.4 pA 30 keV Ga+ IBID with phenan-
threne (C14H10) as precursor [113]. (a) Fabrication process; (b) branch structure with
80 nm diameter; (c) micro-wine glass measuring 2.75 µm tall; (d) micro-beakers with
1.0 µm diameter and 1.0 µm height; (e) micro-drill with 0.25 µm diameter, 0.20 µm
pitch and 3.8 µm height; (f) micro-coil with 0.6 µm diameter, 0.7 µm pitch and 80
nm linewidth.

1.3.2 Fundamentals of IBID

Properties of focused ion beams

This section briefly discusses two types of field ionization sources that are applied
in modern FIB systems. One is the gas field ionization source (GFIS), which is the
central component of He+ FIB systems, and the other one is the liquid metal field
ionization source (LMIS), which is the central component of Ga+ FIB systems. Ga+

and He+ are the two types of FIB applied in this dissertation. More details of the
development of GFIS and LMIS can be found in a book by Orloff [135].

GFIS was invented by Müller in 1951 [136–138] and successfully applied as the
surface analytical technique of field ion microscopy (FIM) [139, 140]. In the field ion-
ization process, an atom or molecule (such as H2, He, Ne) is trapped by a polarization
force near the end of a cryogenically cooled sharp field emitter that is maintained
at a very high positive electrical field strength (1 V/angstrom). Then the atom or
molecule is ionized by the quantum mechanical tunneling of an electron from this
atom or molecule to the field emitter. The material of the field emitter is normally
tungsten and the curvature radius of the end is ∼50 nm. As we know, the ions have
a negligible deBroglie wavelength (1.4 × 10−4 nm for 10 keV He+ beam), so they
follow nearly radial paths from the emitter and appear to originate from a virtual
source measuring less than 1 nm in diameter. In the 1970s, applying GFIS to produce
a FIB system was reported [141–146]. Because the virtual source size is so small,
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the size of the FIB is limited by the aberrations of the beam focusing optics rather
than by the source size itself. Therefore, it is convenient to characterize the source
in terms of its angular intensity, i.e. by the current emitted per solid angle. For
GFIS, the source current density is only ∼100 A/cm2 and the largest typical angular
intensity reported is only 1 µm/sr [147] but the optical brightness is as high as 109

A/cm2sr. These FIB systems based on GFIS can produce beam currents of only ∼10
pA, which is much lower than the field emission electron source (FES). However,
due to this very low current the space charge effects of the ion source caused by the
Coulomb interaction between the ions in the beam are almost negligible compared
to FES, which is operated at very high intensity (≥ 0.5 mA/sr). Furthermore, due
to the very short wavelength of the ions, diffraction effects are absent for the ion
source. The low beam current due to the low angular intensity and the inconvenience
of cryogenic operation made GFIS FIB much less popular than Ga+ LMIS FIB in
the past 30 years, until GFIS recently attracted new interest when helium ion mi-
croscope (HIM) with a sub-nm probe size developed at Carl Zeiss SMT (formally
the ALIS Corporation) became commercially available in 2006 [41, 148, 149]. The
most significant feature of the ALIS helium ion source is its very sharp tungsten
tip. The curvature radius of the tip is 50 nm, which is first made by a standard
electron-chemical etching procedure. Then by applying a high electrical potential (5
V/angstrom) to the tip, atoms at the most protruding points will be field-evaporated
away until the end of the tip can be assumed to have the shape of a three-sided pyra-
mid. With this shape, the electric field is concentrated at the apex of the pyramid,
so the field ionization takes place predominantly at the topmost few atoms instead of
the hundreds of atoms at the end of the field emitter. The ions from one atom will
be selected to travel through the ion optics, yielding a single-atom emitter with high
brightness (> 109 A/cm2sr). Conventional FIM and ALIS are compared in Figure 1.3.

Besides field ionization, ions can be directly produced from the atoms of an emitter
or a coating film on an emitter at a high electrical potential. This process is known
as field evaporation which is responsible for the ion production in LMIS. LMIS FIB
was introduced in the late 1970s and early 1980s [32–34]. An LMIS consists of a
blunt field emitter (usually tungsten) with an end radius of curvature of ∼5 µm. The
emitter is connected to a supply reservoir of a metal, which has a low vapor pressure
and high surface tension at its melting point. The emitter is heated until the metal
becomes liquid, while the emitter is applied with a high positive electrical potential
(∼10 kV) relative to a nearby extraction electrode. When the electrical field is strong
enough, the liquid metal is pulled into a conical shape (Taylor cone) by the balance
between the electrostatic force and the liquid surface tension [151]. The curvature
diameter of this cone is only ∼5 nm [33, 34, 152]. The TEM image of an operating
LMIS in Figure 1.4 shows clearly the formation of the Taylor cone.

Various ion species have been produced by LMIS: Al, As, Au, B, Be, Bi, Cs,
Cu, Ga, Ge, Fe, In, Li, Pb, P, Pd, Si, Sn, U and Zn [135]. Ga has become the
most popular material for LMIS FIB because it can be operated without heating and
remains stable for many hours. As discussed above, the emitting area of LMIS is
only 5 nm in diameter, which is much less than hundreds of nanometers as in the
case of GFIS. This results in a much higher source current density ∼106 A/cm2 and
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Figure 1.3: Comparison of FIM and the ALIS set-up [41, 150]. (a) Illustration of FIM
emitter and the actual FIM image of the geometry. (b) Illustration of ALIS emitter
and the actual ALIS image of the geometry.

Figure 1.4: TEM image of the shape of the emitter tip coated with a liquid AuGe
alloy [152]: (a) without Taylor cone; (b) with Taylor cone.
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a higher angular intensity of LMIS of 20 µm/sr compared to GFIS. Today LMIS FIB
can provide a beam current of 1 pA to 30 nA. However, LMIS is limited by the more
serious space charge effect because of the larger current density. Though the emission
is from 10 nm in diameter, the emission appears to originate from a virtual source of
50-100 nm [135, 153, 154]. Owing to the larger virtual source size, the brightness of
LMIS is only 106 A/cm2sr, which is less than that of GFIS. The Coulomb repulsion
of the ions can also cause the beam to get larger, which is called radial broadening.
Experiments and simulations show that a 10 nm beam can be broadened to 70 nm,
even to hundreds of nanometers [88, 135, 153, 155–157]. Gaussian distribution cannot
precisely describe the beam profile, and a Holtsmark distribution has been proposed
to fit the beam profile, as can be seen in Figure 1.5. Clearly, this long tail in the beam
distribution can affect the resolution of imaging, implantation and nanofabrication
performed by LMIS FIB.

Figure 1.5: Simulated Gaussian-Holtsmark distribution of 30 keV Ga+ beam at 1 pA
[88].

Supply of the precursor

Figure 1.6: Schematic of a nozzle-based GIS for IBID or EBID [158].

Clearly, injection of the precursor into the vacuum chamber and the flux distribu-
tion of the precursor molecules on the substrate surface, especially in the irradiated
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area are important aspects in IBID. A nozzle-based gas injection system (GIS), nor-
mally a straight cylindrical tube, is used to deliver the precursor into the chamber
for most IBID and EBID systems. In practice, to provide high local precursor flux
in the irradiated area while keeping a low total pressure in the entire chamber, the
nozzle is brought very close to the substrate surface with a typical distance of about
100 µm to 1 mm. This setting allows the substrate to move freely below the nozzle.

According to the kinetic gas theory, the mean free path (λ) of the precursor
molecule can be calculated by

λ =
kT√

2πδ2P
(1.1)

where k is the Boltzmann constant, T is the absolute temperature of the precursor
gas, δ is the molecule diameter, and P is the pressure. In our system the local pressure
at the outlet of the nozzle is in the range of 10−2-10−3 mbar. According to the kinetic
gas theory, the corresponding MFP of the precursor molecules at room temperature
is roughly 1-10 mm, which is much larger than the distance from the nozzle to the
irradiated point. Therefore, most molecules do not encounter a gas phase collision
before impinging onto the surface. This can explain the observed shading and the
proximity effects that I will discuss in Chapter 3.

Figure 1.7: Simulated molecule flux impinging on the substrate for a conventional
and an optimized tube by a Monte Carlo-based GIS simulator program [88, 158].
The vertical line shows the impinging direction of the electron beam; there is a hole
in the optimized tube. (a) Cross section of tube geometries along the tube axis. (b)
Molecule flux distribution taken along the tube axis. The x-axis is in units of the
inner tube radius.

Though the spatial distribution of the precursor molecule on the substrate surface
is crucial for IBID (and EBID), only a few quantitative studies have been published
and a Monte Carlo-based GIS simulator program was developed by Fredili [88, 158].
This program considers the molecular and transient flow which can be applied for
most IBID (and EBID) systems in reality. A molecular flow regime refers to the
situation that no molecule collisions happen when λ is larger than the diameter of the
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nozzle tube d, or in other words, when the Knudsen number is λ/d>1. A transient
flow regime refers to 0.1<λ/d<1. For known geometric parameters of the GIS system
setup, the spatial distribution can be calculated by this GIS simulator program.
This work of Fredili bears several interesting conclusions [88, 158]. Firstly, the ex-
perimental deposition shape agrees very well with the simulated precursor spatial
distribution. It also indicates that most IBID (and EBID) are in the molecule-supply-
limited regime. Secondly, the spatial distribution within an area as small as 100×100
µm2 cannot be considered constant (Fig. 1.7). This is one of the factors that hinder
the reproducibility of IBID. Thirdly, two new types of nozzle have been proposed
to enhance the efficiency of delivering the precursor molecules to the irradiated area
(Fig. 1.7).

Ion-substrate interaction

When an energetic ion penetrates into a solid material, there are two basic classes
of interaction processes that slow down the ion and dissipate its energy: (1) nuclear
energy losses and (2) electronic energy losses. Nuclear and electronic energy losses
result from the elastic collision cascade between the ion and the target atoms within
the solid, and from the inelastic scattering between the ion and the lattice electrons,
respectively. The dominant energy loss mechanism depends on the energy of the
ion and the masses of the ion and the target atom. Roughly speaking, the nuclear
energy losses dominate for ions with medium energy and the electronic energy losses
take over for ions with high energy. For most Ga+ FIB applications, nuclear energy
losses dominate [135, 159, 160], whereas electronic energy losses dominate for He+

applications [160, 161]. Nuclear losses displace the atoms (usually lattice atoms) in
the solid and cause damage and surface sputtering. Electronic energy losses result in
the emission of secondary electrons, X rays, photons and phonons.

Figure 1.8 shows a schematic diagram illustrating the sputtering and the sec-
ondary electron emission and several parameters used to quantify three-dimensional
(3D) spatial distribution of the ion traveling in the target material: the distance from
the final position of the ion along the parallel direction to the target surface is the
projected range Rp, the transverse projected range is the transverse straggling dis-
tance Rt. I will not cover all of these emissions here, but discuss only sputtering and
secondary electron emission, which are most probably related to the IBID process.
The interested reader can find more details on ion-solid interaction in the extensive
review papers or books on this subject [135, 159, 162–167].

Sputtering occurs when a surface atom receives sufficient energy transferred from
the primary ion by the collision cascade to overcome the surface binding energy,
which is the potential energy between a surface atom and the rest and has a typical
value of a few eV. In this case, the surface atom will be removed from the target
surface. The energy of the sputtered atoms is typically a few eV. A small portion
(< 1%) of these sputtered atoms will be ionized and become secondary ions, which
can be used for imaging or can be collected and mass separated as a surface analytic
technique known as secondary ion mass spectrometry (SIMS) [162]. The sputtering
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Figure 1.8: Schematic of the ion-solid interaction showing the geometric relation-
ship between the projected range Rp and the transverse straggling distance Rt. The
shading area indicates the interaction volume of ion in the solid.

yield depends on the energy and angle of the primary ion, the masses of the ion and
the target atom [135, 159, 162–168]. The sputtering yield, defined as the number of
sputtered atoms per primary ion, has a typical value for Ga+ FIB between 0.1-100
while for He+ it is several hundreds of times less. The linear collision cascade model
gives this quantitative dependence of the sputtering yield [169]. Since sputtering is
a surface phenomenon, the sputtering yield increases if the collision cascade happens
closer to the surface. Within the typical energy range of modern FIB (5-30 keV), the
sputtering yield increases with increasing energy. This increase slows down until it
reaches a stable level because the projected range becomes larger and the collision
cascade is located deeper, which makes it more difficult for the atoms to escape from
the surface. The angular dependence of the sputtering yield follows 1/cos(θ)f , where
θ is the ion incident angle which is defined as the angle between the surface normal
and the ion incident direction, f is a constant typically between 1 to 2 which is de-
termined mainly by the mass ratio of the ion and the target material. The sputtering
yield reaches a maximum at θ = 75o-85o, then decreases rapidly because of the high
reflection of the primary ion. In practice, however, it is still difficult to calculate the
sputtering yield with these models. For this reason, a Monte Carlo computer simula-
tion program called SRIM (stopping and range of ions in matter) and its subroutine
TRIM (transport ions in matter) are very useful for quantitatively estimating the
sputtering yield and 3D spatial distribution of the ion in the target material [160, 163].

Ion-induced secondary electron emission has been studied for many years. Exten-
sive review papers on ion-induced secondary electron emissions have been published
in [170–172]. Similar to sputtering, emission of secondary electrons is also a result
of a scattering and energy-loss (inelastic) process. Electrons are excited through the
collision cascade generated by the incident ion in the target material. These excited
electrons continue to undergo collisions in the solid until most energy is lost as heat.
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The average length (mean free path) between two collisions depends on the energy
of the electrons. Some of these excited electrons are directed outwards and hence are
able to reach the surface and escape. These escaped electrons (secondary electrons)
typically have low energy (< 50 eV). As secondary electrons originate mostly from
layers a few nanometers below the surface, the emission is very sensitive to the surface
condition. Generally speaking, the electrons escape more easily from insulators than
from metals or semiconductors, which can be attributed to the larger mean free path
due to less electron scattering in insulators. However, the emission of secondary
electrons from insulators is very complicated due to surface charging. The secondary
electron yield, defined as the number of secondary electrons per primary ion, has a
typical value of 0.1-10. The energy and angular dependence of the secondary electron
yield is similar to the case of the sputtering yield [171, 173–179]. Moreover, the
energy spectrum of the secondary electrons shifts slightly to higher energies with
increasing ion energy [171, 180].

Precursor molecule-substrate interaction

Precursor molecules can be adsorbed on a substrate surface either physically or chem-
ically. The adsorbed precursor molecules can then diffuse on the substrate surface.
Chemical adsorption, which is strong and non-reversible, occurs due to the formation
of a chemical bond between the molecule and the surface, whereas physical adsorp-
tion, which is weak and reversible, occurs due to a dipole-induced interaction. Here,
I will only discuss physical adsorption, which is the situation applied to IBID, and
discuss the diffusion later. As stated above, physical adsorption is reversible, which
means that, on average, the adsorbed molecules desorb from the substrate surface
after a residence time τ . The value of τ depends on the substrate temperature T as
τ(T)= 1

ν exp(Edes/kT), where ν is the vibrational frequency of a molecule adsorbed
on the surface having a typical value between 1012 to 1013 s−1, Edes is the desorption
energy having a typical value of 0.1-0.5 eV [88, 181]. Correspondingly, the typical
values of τ at room temperature are between 10−8 and 10−3 s, respectively. When
a dynamic equilibrium between adsorption and desorption has been reached, a pre-
cursor monolayer with a constant density forms on the substrate surface. Multilayer
adsorption (condensation) occurs only on a very cold substrate surface.

Diffusion can be considered as a random movement. For instance, for a large
irradiated area, the contribution of diffusion to dissociation can be neglected because
the displacement of the molecules occurs only from one irradiated spot to another
inside the irradiated area. However, for a small irradiated area, diffusion plays a
significant role in supplying the molecules [88, 182]. In that case, the dissociation
of the precursor is so fast that a concentration gradient develops, causing diffusion
of the neighboring adsorbates into the irradiation area (Fig. 1.9). Surface diffusion
coefficient D depends on the substrate temperature T as D(T )=D0 exp(-Ediff/kT),
where Ediff is the activation energy for diffusion.
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Figure 1.9: Schematic of the contribution of diffusion to the supply of molecules in
IBID.

Ion-precursor molecule interaction

The incident ion can have several effects on the adsorbed precursor molecules on
the substrate surface: desorption of the molecules, dissociation of the molecules, or
stimulated chemical interaction between the molecules and the substrate. Here I will
discuss only the dissociation of the molecules because it is the basis for IBID (and
ion-beam-induced etching).

The total deposition rate of IBID R(r) [nm/s] can be expressed by [88, 183]

R(r) = V n(r)σf(r) (1.2)

where V [nm3] is the volume of the decomposed molecule, n(r) [nm−2] is the
number of adsorbed molecules per surface unit, σ [nm2] is the dissociation cross
section, and f(r) [nm−2 s−1] describes the ion flux distribution. The probability
for an ion to break the chemical bond of a molecule is the product of n(r) and σ.
Knowledge of σ is crucial to understand the IBID mechanism, and to maintain full
control over the resolution, the throughput and the purity of the deposits. However,
σ is very difficult to determine because it depends on many parameters: the energy of
the incident primary ions and the generated secondaries, the bonding of the molecule,
and the property of the substrate, etc. Relevant studies of the dissociation cross
section in IBID are rare and not yet fully developed, which is partly due to the
different interpretations of the IBID mechanism. One group of authors believes that
the energy transfer via a cascade of atom-atom collisions to the adsorbed molecules is
responsible for the dissociation because they found that the experimental deposition
yield is proportional to the theoretically calculated nuclear stopping power [184–186].
The second group of authors observed a linear relationship between the deposition
yield and the secondary electron yield, therefore they support a secondary electron
model [187]. Furthermore, it is even still unclear whether it is fair to rule out the role
of the primary ion in IBID [188].
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The model of Dubner describes the dissociation in terms of the kinetic energy
transfer during the collision cascade from an excited surface atom to the atoms of
the molecule [185]. Although good agreement between experimental and the theo-
retically calculated deposition yield was found, the weak point of this model is the
over-simplification of the energy transfer process [88]. Some available data of the
IBID deposition cross sections: σ = 10 nm2 (W(CO)6, with 42 keV Ga+) [189]
and σ = 52 nm2 (DMG (hfac), with 40 keV Ga+) [190], were estimated by combin-
ing the experimental IBID deposition yield and assuming a Gaussian FIB distribution.

As discussed above, ion-induced secondary electrons can also contribute to the
dissociation [187]. Therefore, I will also briefly discuss several studies of the electron
interaction with molecules, though they were aimed at studying the dissociation in
EBID, not IBID. Owing to the difficulty of theoretically calculating the dissociation
cross section, the deposition cross section was measured instead. The deposition cross
sections were found to have a peak at around 100-200 eV for W(CO)6 [191], SiOx [191]
and (CH3)3Pt(CpCH3) [192, 193] adsorbed on a substrate surface. In addition, a
similarity between the W(CO)6 deposition cross section and the secondary electron
yield indicates that the low-energy electrons are responsible for the deposition [191].
Actually, energies as low as a few eV are sufficient to break the chemical bond in the
molecule. For instance, a threshold energy of 4 eV was observed for Cu(I)(hfac)(vtms)
molecules [194]. Despite the importance of the low-energy electrons, in practice it
is extremely difficult to control a low-energy electron beam below 20 eV to perform
reliable experiments. With (CH3)3Pt(CpCH3), by varying the energy of the electron
beam Botman et al. found that the deposition cross section has a peak at 140
eV [192]. With the same precursor, van Dorp et al. performed thermal programmed
desorption experiments, in which a cooled substrate with adsorbed molecules was
irradiated with a broad low-energy electron beam. A peak value of 140 eV was
confirmed [193]. However, the same basic barrier occurred for both cases: the control
of an electron beam below 20 eV [192, 193]. In addition, it is worth pointing out that
secondary electrons can be generated by an electron beam above 100 eV. Therefore,
unless a good low-energy electron beam can be obtained, one cannot distinguish the
contributions of secondary electrons from those of primary electrons.

Regarding all the previous work, the dissociation cross section of the adsorbed
molecules irradiated with ions in IBID is not yet fully understood. Furthermore, the
ion-substrate and precursor-substrate interactions discussed in previous sections are
still not yet fully understood. These factors make that the understanding of IBID
mechanisms remains a complicated issue.

1.4 Outline of this dissertation

This dissertation reports on the fabrication of 3D nanostructures by using a direct
writing technology IBID, and the investigation of IBID mechanisms. The outline of
this dissertation is as follows.
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Chapter 3 reports the exploration of the limits of IBID to fabricate nanopillars
using a conventional Ga+ FIB and a novel He+ FIB. By varying the growth condi-
tions, we investigated the influences of precursor surface density and the ion beam
on pillar growth. To improve the quality of IBID pillars, we studied the formations
of the irregular sidewall surface and the halo on the substrate of typical Ga+ IBID
pillars. We also studied the proximity effects in Ga+ and He+ IBID pillar growth.

Chapter 4 describes a novel fabrication method for nanopores by IBID. We
demonstrated that sub-10-nm-diameter nanopores in a Si3N4 membrane can be fab-
ricated by a single IBID step. This is accomplished by exploiting the competition
between sputtering and deposition during IBID. We studied the chemical composi-
tion and the shape of the pore at various stages of pore formation using 3D electron
tomography, energy dispersive x-ray (EDX) and electron energy loss spectroscopy
(EELS) analysis. We also applied SRIM simulations to show how forward and back-
ward sputtering depend on the membrane thickness.

Chapter 5 reports a series of experiments to distinguish the roles of different
mechanisms involved in the IBID process. We observed a significant contribution
of secondary particles to Ga+ IBID. We discussed two models which describe IBID
mechanisms in terms of the impact of secondary electrons and of sputtered atoms,
respectively. We also investigated the contribution of primary ions. Finally, we review
studies on IBID mechanisms with Ga+ or He+ and on EBID mechanisms published
in the open literature.

Finally, Chapter 6 presents the conclusions.

23



Figure 1.10: Outline of this dissertation
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Chapter 2

Setups and methods

2.1 Abstract

This chapter describes the technical details of two commercial systems, namely the
FIB-SEM DualBeam microscope, and the helium ion microscope and accessories
which are used for tuning substrate bias and temperature.
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2.2 FIB-SEM DualBeam system: FEI STRATA 235

The IBID experiments were performed mainly on a combined FIB plus SEM Du-
alBeam system FEI Strata DB 235 installed in Nanofacility group, Nanoscience
Department, TU Delft (Fig. 2.1). The FEI company is a leading supplier of charged
particle beam systems, including FIB systems, DualBeam systems, scanning and
transmission electron microscopes, and components. The FEI Strata DB 235 features
FEI’s high performance MagnumTM ion column as standard equipment. The SEM
is a high-performance field-emission microscope, whereas the ion-beam system has
a gallium liquid-metal ion source (LMIS) that yields a high-brightness Ga+ beam.
In a Ga LMIS, liquid gallium metal is placed in contact with a tungsten needle and
heated. Gallium wets the tungsten, and a huge electric field causes ionization and
field emission of the gallium atoms. Source ions are then accelerated to an energy of
5-50 keV, and focused by electrostatic lenses. LMIS produce high-current-density ion
beams with very little energy spread. A modern FIB can deliver tens of nanoamperes
of current to a sample, or it can image the sample with a spot size on the order of
a few nanometers. Strata DB 235 is the industry’s first full-featured versatile Dual-
Beam system with a wide variety of functionality for nanofabrication and additional
materials characterization capability. A nano-manipulator is installed in our system
for in-situ TEM sample preparation. Strata DB 235 offers energy dispersive X-ray
spectroscopy (EDX) capability. EDX provides elemental site-specific information of
samples operated in spot, line-scan or Z-contrast map mode. Therefore, this tool is
ideally suited to failure analysis and cross sectioning of samples. There is also a gas
injection system (GIS), which allows reactive ion etching or the deposition of metals
such as platinum. (CH3)3Pt(CP CH3) was used as the Pt precursor. The GIS bottle
is connected to a nozzle of 400 µm in diameter which is located 450 µm above the
substrate surface at an angle of 34o to the normal of the surface (Fig. 3.1 in Chapter
3).

During IBID work, samples were put on a fully motorized stage and mounted with
carbon glue onto an aluminum sample holder measuring 3 cm in diameter. The range
of acceleration voltage of the Ga+ was 5 to 30 kV and the currents were from 1 pA
upto 20 nA. A picoampere-meter connected to the sample stage was used to measure
the ion-beam current absorbed in a Faraday cup and the sample current. The full
width half maximum (FWHM) of the Gaussian beam profile of 1 pA is about 10 nm.
The beam movement was controlled by a script that enables the writing of complex
patterns and provides the exposure dwell time (≥0.1 µs), the step size of the beam,
and the number of dots.

2.3 Helium Ion Microscopy: Carl Zeiss OrionTM

plus SHIM

In 2006, helium ion microscopy (HIM) with a subnanometer probe size became com-
mercially available [41, 148]. The ion source developed at Carl Zeiss SMT (formerly
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Figure 2.1: Photo of the FEI Strata DB 235 system installed at Delft University of
Technology.

the ALIS Corporation) is introduced by comparison with the related technology
known as field ion microscopy (FIM), which was developed over 50 years ago and
provided the first direct observation of the arrangement of atoms in matter. FIM has
a cryogenically cooled metal tip (100 nm in diameter). When the tip is positively
biased, the nearby neutral gas atoms will be ionized by electron tunneling. Then
these positive ions will be accelerated away from the tip. The ALIS helium ion source
is built upon FIM technology. The most significant feature of the ALIS helium ion
source is its very sharp tungsten tip, which is manipulated until it assumes the shape
of a three-sided pyramid. With this shape, the electric field is concentrated at the
apex of the pyramid, so field ionization takes place predominantly at the topmost
few atoms. One of the first HIM systems in the world was installed by the NanoNed
consortium and located at an independent research organization in the Nederlands,
namely TNO Science and Industry. The HIM experiments presented in this thesis
were performed on the HIM system installed at TNO. The acceleration voltage of
He+ ranged from 5 to 30 kV. The beam currents of HIM range from 1 fA upto 100
pA and the typical working current is 1-5 pA. The beam movement was controlled
by a pattern-generation system, which enables the writing of complex patterns and
provides exposure dwell time and beam step size. HIM affords the highest resolution
surface imaging of bulk materials with a scanning manner, and bridges the gap in
imaging resolution traditionally left between SEM and TEM. HIM has a wide field of
view, enhanced depth of focus, and excellent surface sensitivity. Owing to its small
probe size, the small interaction volume in the substrate, the physics of secondary
electron generation and the Rutherford backscattered ions HIM has advantages over
SEM. However, HIM has some drawbacks as well. For instance, the available beam
currents of HIM are rather low compared to SEM. Furthermore, sample damage can
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be induced by sputtering in HIM. Overall, there is still a long way to go before HIM
becomes as widespread as SEM.

Figure 2.2: Schematic of the Orion-type HIM column that indicates the ion source,
apertures, and detectors configuration. Inset image of atomic trimer on tungsten
showing He+ emission from three atoms; one atom is selected by means of aperture
placement to produce the beam [195].

2.4 Additional accessories for tuning the substrate

bias and temperature

Through a flange on the side door of the chamber, a power supply connected to a
conductive copper wire inside the vacuum chamber was used to adjust the bias on the
substrate surface. The sample was mounted on a chip carrier. A cascade of Peltier
elements with an aluminum heat absorber mounted on the stage was used to control
the substrate temperature between -20 and 90 oC. The temperature was measured
with a chromel-alumel thermocouple (Fig. 3.3).
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Figure 2.3: Photo of the substrate temperature tuning accessory installed in the
Strata DB 235 system.
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Chapter 3

Nanopillar growth by IBID

3.1 Abstract

A nanopillar can be regarded as a simple example of a three-dimensional (3D) nanos-
tructure. Nanofabrication aims to fabricate nanopillars with nanometer precision in
height and width. As this dissertation deals with nanometer-scale ion-based fabri-
cation, nanopillar growth by ion-beam-induced deposition (IBID) was selected as a
main research topic. This chapter discusses the relevant parameters and processes of
IBID pillar growth.

Section 3.2 introduces the research topics and explains the key parameters such as
halos etc. Section 3.3 gives the experimental procedure for the experiments described
in Sections 3.4-3.6.

Section 3.4 summarizes the growth conditions required to fabricate nanopillars
in a controllable and reproducible manner. Two types of ion techniques were used:
(1) conventional Ga+ beam, which has a typical beam diameter of 10 nm, and (2)
novel He+ beam, which has a typical beam diameter in the sub-nanometer regime.
With the conventional Ga+ beam, the influence of precursor surface density on pillar
growth was investigated by changing the deposition site on the substrate with respect
to the nozzle, the substrate temperature, and the ion beam dwell time or refreshment
time. With the novel He+ beam, the influence of the ion beam was investigated by
changing the current of the ion beam. Based on these results, Ga+ and He+ IBID
pillar growth is compared. Furthermore, a model is presented to explain the interplay
between vertical and lateral growth during IBID pillar growth.

The work presented in this chapter has been published as (1) P. F. A. Alkemade, P. Chen, E.
van Veldhoven, and Diederik Maas, Analytical Model for Nanopillar Growth by Focused Helium
Ion-Beam-Induced Deposition, submitted to J. Vac. Sci. Technol. B (2010). (2) P. Chen, H. W.
M. Salemink, and P. F. A. Alkemade, J. Vac. Sci. Technol. B 27, 1838 (2009). (3) P. Chen, H. W.
M. Salemink, and P. F. A. Alkemade, Jpn. J. Appl. Phys. 47, 8120 (2008).
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Section 3.5 presents the formations of the irregular sidewall surface and the halo
on the substrate of a typical Ga+ IBID pillar. The influence of substrate (surface)
conductivity is studied by comparing pillars grown on different substrates, either
on a conducting bulk Si or an insulating Si3N4 membrane. It shows that the pillars
grown on an insulating-surface are higher and thinner than those grown on a conduct-
ing surface although they have the same volume. The insulating-grown pillars are
smoother with smaller halos. These differences suggest a charging effect of nanopillar
growth, which can be attributed to the secondary electron emission and possibly to
the aggregation of precursor gas molecules during IBID.

Section 3.6 discusses the proximity effect of pillar growth, which should be avoided
for the fabrication of dense pillar arrays by IBID. The proximity effect is caused by
the scattering of incident ions and secondary particles, the non-homogeneous precur-
sor coverage, and the conductivity of the substrate. We studied the proximity effect
in terms of these three factors with a Ga+ beam. With a He+ beam, though the
proximity effect of pillars grown on the conducting bulk Si is weaker than that with
the Ga+ beam, the proximity effect can be explained by the same mechanisms.

In the conclusion, the different factors influencing IBID pillar growth will be
described, as well as their interplay. This interrelation is important to fabricate pillar
(arrays) as an engineering technology with maximum flexibility.
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3.2 Introduction

In the direct writing technology, IBID, precursor molecules adsorbed on a substrate
surface are decomposed by an ion-beam-induced reaction, resulting in localized mate-
rial deposition. Owing to its high flexibility with respect to the shape and location of
the deposits, IBID is becoming increasingly interesting as a powerful tool for proto-
typing 3D nanostructures for various applications [108, 113]. A pillar can be regarded
as a simple example of a 3D nanostructure. This chapter discusses several topics
related to IBID pillar growth: process dependences of the pillar width and height;
formation of the rough sidewall and the halos; and the proximity effect. Relevant
studies of these three topics will be introduced below.

3.2.1 Process dependences of IBID pillar growth

Though IBID has an advantage over EBID with regards to growth rate, an even
higher growth rate is still desirable. The growth rate of IBID (also of EBID) is
proportional to the surface density of the precursor molecules, which depends on
adsorption, diffusion, desorption and decomposition of the precursor molecules on
the substrate surface [88]. These are (some of) the parameters we look for. A
relationship among (all) key parameters involved is given in Equation 3.1, which
will be discussed in detail in Section 3.4.4. The growth rate can be enhanced by
changing the parameters that can influence the balance of precursor molecule deple-
tion (desorption and decomposition) and replenishment (adsorption and diffusion)
within the deposition region, such as increasing the precursor pressure [97, 196–199],
decreasing the substrate temperature [90, 181, 198, 200–202], decreasing the beam
dwell time or increasing the precursor refreshment time [203–205], or defocusing the
beam [204]. However, these studies mostly discuss the growth of a box or a dot, not a
high-aspect-ratio structure like a pillar. Simulation works show that both the growth
rate and the resolution of EBID pillars can be enhanced by increasing the precursor
surface density within the deposition region [88, 182, 183, 206–208]. Experiments of
increasing the precursor pressure during EBID demonstrated that both the growth
rate and the resolution of pillars are enhanced [196]. However, the effects of precursor
surface density on the growth rate and the resolution of IBID pillars have not yet
been thoroughly discussed in literature. In this chapter, we investigate this aspect by
changing the deposition site on the substrate with respect to the nozzle, the substrate
temperature, the ion beam dwell time, and the precursor refreshment time.

So far, most IBID work has been performed with Ga+ FIB, which typically has a
beam size of 10 nm. Only a few studies deal with broad (∼mm) ion beams, such as
H+, He+, Li+, Ne+, and Xe+ [86, 185, 186]. Despite of the different conditions ap-
plied, Ga+ IBID pillars are always more than 100 nm in diameter [108, 112, 128, 209].
The pillar broadening is attributed to the scattering of primary ions and secondary
particles [105, 206, 210, 211]. In addition, Ga+ IBID pillars always have rough
sidewalls and relatively flat tops [209]. Recently, helium ion microscopy (HIM) with
a sub-nanometer probe size became commercially available [41, 148]. Owing to its
small probe size, the small interaction volume in the substrate close to the surface, the
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physics of secondary electron generation and the Rutherford backscattered ions, HIM
has advantages over scanning electron microscopy (SEM) [41, 149, 150, 195, 212, 213].
In addition, HIM is becoming increasingly interesting as a tool for nanofabrication. A
very recent work demonstrates that a higher resolution and a lower proximity effect
can be achieved with He+ lithography than with electron beam lithography (EBL)
and Ga+ FIB lithography [214]. For He+ IBID, due to the smaller probe size and the
nature of noble ions, a better resolution and less contamination than with Ga+ IBID
are expected. Sanford et al. reported that with a (CH3)3Pt(CP CH3) precursor, the
deposition yield of He+ IBID is similar to that of Ga+ IBID, whereas the Pt atomic
composition of the deposits is similar to that of EBID but lower than that of Ga+

IBID [89]. Here, we report the first successful growth of pillars by He+ IBID and the
dependence of pillar growth on He+ beam current.

3.2.2 Formation of rough sidewalls and halos by Ga+ IBID

Though IBID and EBID are powerful for prototyping nanopillars, we note that
IBID and EBID pillars are not always as regular as intended. For instance, they
frequently exhibit irregular extensions on their sidewalls and micrometer-sized halos,
viz., the deposits around their bases. Generally, IBID pillars are less smooth than
EBID pillars, although EBID pillars also become rough when a high electron-beam-
current is being used [215–218] or when they are grown on top of a perpendicular
rod [219]. Despite the fundamental drive to improve the quality of IBID pillars, the
understanding of the sidewall roughness and halo formation is still limited. Halos
have been reported for EBID [216, 220], but not for IBID. Some authors attribute
the halo in EBID to the secondary electrons emitted from the substrate within the
backscattering radius around the pillar base [216] and the primary electrons scattered
from the pillars [216, 220]. Ishida et al. [221] and Igaki et al. [110] suggested that the
origin of sidewall extensions of IBID pillars is atom relocation, either via sputtering
and redeposition, via mixing in the collision cascade, or via surface diffusion. They
attributed the outgrowth of these initial extensions to the decomposition induced by
captured dispersed ions or electrons. Those authors demonstrated that the sidewall
extensions can be removed by a subsequent FIB milling after IBID [221].

To understand the formation of rough sidewall surfaces and halos, we have to
gain a better understanding of IBID mechanisms. A number of causes have been
postulated to be operative in IBID [222], such as depositions by primary ions, sput-
tered atoms or ions, emitted secondary electrons and ion beam heating. Dubner
et al. explained IBID in terms of ion-solid interaction (sputtering) because they
found that the deposition yield was proportional to the calculated nuclear stopping
power [184–186]. Shuman et al. reported a significant contribution of secondary
electrons to IBID [223]. Fujita et al. observed a Ga-rich core and a carbon outer shell
in IBID pillars by transmission electron microscopy (TEM) and they suggested that
secondary electrons are responsible for the formation of the outer shell [105, 210, 211].
In Section 3.5, we report a new method of distinguishing the deposition induced by
secondary electrons from the other processes in IBID pillar growth. This distinction is
achieved by changing the surface charging conditions. The formation of the irregular
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sidewalls and halos is also discussed.

3.2.3 Proximity effect in IBID of pillars

The rough sidewall surface and the halo formed on the pillar base are issues in
connection with a single pillar growth. For pillar array growth, we have frequently
observed changes in shape and dimension of the existing pillars as well as changes in
the newly grown pillar when a second pillar grows near an existing pillar. Despite
the fundamental drive to explore the capabilities and limitations of IBID to fabricate
complex 3D nanostructures and improve the quality of IBID 3D nanostructures,
the knowledge of this proximity effect is still limited, though these effects are com-
monly encountered in IBID repair of photolithography masks and integrated circuit
modification. So far, the proximity effect of pillar growth has only been reported
for EBID [216, 224, 225], but not for IBID. Kislov et al. observed that an existing
tungsten pillar becomes broader and bends toward a neighboring new pillar [224].
The same effect was observed by Mitsuishi et al. for carbon pillars [225]. Both
sets of authors considered the broadening to be the result of additional deposition
induced by secondary electrons emitted from the newly growing pillar [224, 225].
They attributed the bending to an electrostatic force between the two neighboring
pillars [224, 225]. Lau et al. [216] observed that an existing cobalt-containing pillar
was broadened and had a lower metal content than the nearby newly grown pillar.
They explained this effect as the result of additional deposition on the first pillar
during the growth of the second pillar. In Section 3.6, we report our investigation on
the proximity effect of Ga+ and He+ IBID pillar growth. Effects of the scattering of
particles (primary ions, secondary electrons and atoms), the precursor coverage, and
the substrate charging are discussed.

3.3 Experimental

Ga+ IBID experiments were performed in a combined Ga+ FIB and SEM system
(FEI STRATA DualBeam DB235). A metal-organic gas (CH3)3Pt(CP CH3) was used
as Pt precursor. A nozzle measuring 400 µm in diameter was located 450 µm above
the substrate surface at an angle of 34o to the normal of the surface, and at the left
side in all images taken. The gas injection system (GIS) setup is shown in Fig. 3.1a.
The background chamber pressure was 5.5×10−7 mbar and during growth it was
3.3×10−6 mbar. To ensure a constant precursor gas supply, the gas was introduced
into the chamber 60 s before the ion beam. Pillars were grown by a 1 pA 30 keV Ga+

FIB (the estimated diameter was 10 nm [107]) at an incident angle 0o (perpendicular
to the substrate surface), either in spot mode (the beam stays at the same spot during
the growth) or in a raster scanning manner.

The Ga+ IBID process and fabrication procedure are described as below. The
deposition sites on conducting Si substrate were addressed by positioning the Ga+ at
selected sites, which was realized by adjusting the ion beam shift values. Pillars were
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grown within a range of 100 µm surrounding the zero beam shift point. Three pillars
were grown at the zero beam shift point (x = 0, y = 0, green spot) and two sites with
beam shifts (x = -70 µm, y = -30µm, red spot) and (x = 100 µm, y = 100 µm, blue
spot) (Fig. 3.1b). The impinging precursor flux distribution on the substrate surface,
which depends on the precursor flow rate and nozzle setup, was simulated by a GIS
simulator program (Fig. 3.1c) [158]. The substrate temperature between 10 and 36
oC was controlled by a cascade of Peltier elements with an aluminum heat absorber
mounted on the stage. The temperature was measured with a chromel-alumel ther-
mocouple. For pillar growth, the Ga+ beam is raster scanned with a pixel dwell time
of τd, and returns to the same pixel after its refreshment time of τ r. In this work, τd

and τ r were chosen between 0.1 and 4.0 ms and between 0.4 and 32 ms, respectively.
Pillars were grown in spot mode with a beam shift (-50 µm, 0 µm) in the experiments
of the substrate temperature dependence, of the ion beam dwell time dependence,
and of the precursor refreshment time dependence. Grown pillars were imaged by
SEM inspection.

For the experiments of fabricating smooth and narrow pillars, the substrate was
a double-polished Si wafer with 45-nm-thick Si3N4 top and bottom layers and a
400×400 µm2 window at one side (Fig. 3.2a). Series of pillars were grown at different
locations on the conducting bulk Si surface (A in Fig. 3.2a) and on the insulating
Si3N4 membrane (B). To vary the charging conditions, some pillars (C) were grown
near conductive Pt lines that connect the insulating Si3N4 window to the conducting
bulk Si surface. All pillars were grown at room temperature for 180 s, unless specified
otherwise.

For the experiments of the proximity effect, the substrates used were a conducting
Si wafer with or without a 30-nm-thick Cu coating layer, and a Si wafer with a 45-nm-
thick Si3N4 top layer and a 400×400 µm2 insulating Si3N4 membrane window. To
vary the surface charging conditions on the insulating Si3N4 surface, some pillars were
grown near a conductive Pt line, which connects the Si3N4 window to the conducting
bulk Si surface. In some other cases, a similar Pt line was laid down near the pillars
after their growth to enhance their visibility during SEM imaging. All pillars were
grown in spot mode for 180 s at room temperature on the same sample. The pillar
separation was selected by moving the sample stage instead of shifting the ion beam.
Thus, the distance between the nozzle and the beam impact point was the same for
every pillar. Tilted 59o SEM images were taken for determining the diameter and
height of the grown pillars. The measurement of the pillar diameter (FWHM) did
not include the side-wall extensions (Fig. 3.22a).

These experiments of He+ IBID were performed in a Carl Zeiss OrionTM plus
scanning helium ion microscope (HIM) with an OmniGIS unit. The substrate used
was a conducting bulk Si. The same precursor (CH3)3Pt(CP CH3) was used; its
reservoir was heated to 30 oC during deposition. A carrier gas N2 was added to the
(CH3)3Pt(CP CH3) precursor gas in pulses of 1 s per cycle of 10 s. The precursor
continuously flows from the right sides in all the He+ IBID images taken. The back-
ground pressure in the chamber was 6.3×10−7 mbar and the pressure during growth
was 4.5×10−6 mbar. Pillars were grown with a 25 keV He+ beam in spot mode.
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Figure 3.1: Dependence of pillar dimensions on local gas flux distribution. (a) GIS
setup: the nozzle of 400 µm diameter above substrate surface L = 450 µm and at an
angle of α = 34o. The outer and inner diameters are 0.85 and 0.4 mm, respectively.
(b) SEM top view of the nozzle and three deposition sites (green, blue and red spots).
(c) Calculated impinging precursor gas flux distribution expressed by the ratios of the
local flux on the substrate surface to the mean flux at the exit of the nozzle. (d) SEM
images of the pillars grown at three sites; (e) the heights H (µm), diameters φ (nm)
and volumes V (0.01 µm3) of the pillars shown in (d), and the ratios of the local flux
at the growth site to the mean flux leaving the tube Fr (%). Pillars were grown in
spot mode at room temperature. The exposure time for each pillar was 180 s. The
precursor nozzle is at the left side of the images.
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Figure 3.2: (a) Sketch of the Si sample plus a suspended insulating Si3N4 membrane
with pillars grown on three locations. A: on the conducting bulk Si substrate; B:
on the insulating membrane Si3N4; C: on the insulating Si3N4 membrane next to a
conductive Pt line. (b) SEM top view of pillars (encircled in the figure) grown at
different locations. P0 on conducting bulk Si substrate; P1 to P5 on the insulating
Si3N4 membrane; P6 and P7 grown after deposition of two conductive Pt lines. Pillars
were grown in spot mode at room temperature for 180 s. The precursor nozzle is at
the left side of the images.
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The substrate material was conducting bulk Si with 1.0 nm native oxide. For the
experiments of the process dependence, different currents from 0.6 to 5.5 pA were
used for pillars grown in spot mode with a same dose of 6.0 pC. For the experiments
of the proximity effect, arrays of deposits were grown in spot mode with exposure
times between 1 and 9 s. The spatial separations between the deposits ranged from
50 to 1000 nm.

3.4 Process dependences of IBID pillar growth

3.4.1 Pillar growth by Ga+ IBID

Local gas flux distribution dependence

As shown in Figs. 3.1c and d, in close proximity, the pillar height increases while the
diameter first decreases then increases slightly. The change of the pillar volume is
proportional to the change of the local precursor flux at the deposition site.

Substrate temperature dependence

Figure 3.3: Dependences of pillar dimensions on substrate temperature. Heights and
diameters of pillars grown in spot mode with different temperatures for 180 s, the
insert is an SEM image of one pillar (scale bar 1 µm, tilted 52o). The precursor
nozzle is at the left side of the images.
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Figure 3.4: Dependences of pillar dimensions on substrate temperature and exposure
time. SEM images of pillars grown in spot mode with different substrate temperatures
and exposure times (2-264 s) (scale bar 2 µm, tilted 52o). The precursor nozzle is at
the left side of the images.
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Figure 3.5: Dependences of pillar dimensions on substrate temperature and exposure
time. Heights and diameters of three pillar groups (shown in Fig. 3.4).

Figure 3.6: Sketches of pillar formation above and below 15 oC.
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With increasing substrate temperature T, the pillar height decreases significantly.
The diameter barely changes below 25 oC but increases above 25 oC (Fig. 3.3).
Surprisingly, at 36 oC nearly nothing was grown vertically, but pancake-like deposits
have appeared (insert in Fig. 3.3). Figure 3.4 shows the exposure time dependence for
pillars grown at three different substrate temperatures 13.7 oC (LT), 25.1 oC (RT),
and 29.2 oC (HT). At RT and HT, the growth rate remains more or less constant
between 2 and 256 s, whereas at LT it starts high but decreases continuously. The
stabilized diameter decreases slightly at LT, whereas it remains constant at RT and
HT. Additionally, it is interesting to note that at LT, the pillars have an asymmetric
skirt-shaped bottom (note that the nozzle is located at the left side of the image) and
only becomes cylindrical above 2 µm (Fig.s 3.4 and 3.6).

Ion beam dwell time and precursor refreshment time dependence

Figure 3.7: Dependences of pillar dimensions on the ion beam dwell time τd and
the precursor refreshment time τ r. Diameters and heights of pillars grown with (a)
different τd and a long τ r of 4.0 ms; (b) different τ r and a long τd of 4.0 ms or (c)
same, but a short τd of 0.1 ms. The exposure time for each pillar was 60 s.

Series of pillar arrays were grown with different beam dwell times τd and precursor
refreshment times τ r but with the same exposure time of 60 s for each pillar. In order
to minimize the influence of insufficient precursor refreshment, a long refreshment
time of 4.0 ms was chosen to investigate the dwell time dependence. With increasing
dwell time, the pillar height decreases while the pillar diameter increases only slightly
(Fig. 3.7a). With increasing refreshment time, the increase of the height is more
pronounced for a short dwell time of 0.1 ms than for a long one of 4.0 ms. In both
cases, the diameter changes only slightly (Fig. 3.7b,c). With an optimal combination
of these parameters (a short dwell time and a reduced temperature) the growth rate
is about 10 times higher than that in spot mode and at room temperature, whereas
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the resolution is almost unaffected (Fig. 3.8).

Figure 3.8: Effects of different variable parameters: temperature T, and the refresh-
ment time τ r. Diameters and heights of pillars grown with a short τd of 0.1 ms. The
exposure time for each pillar was 60 s.

3.4.2 Pillar growth by He+ IBID

With HIM, we managed to grow pillars for the first time. HIM images of the deposits
grown with different He+ currents are shown in Fig. 3.9. The diameter, the height
and the deposition yield are shown in Fig. 3.10. The deposits are cones at low
currents and cylinders with conical tops-pillars-at higher currents. The pillar height
decreases continuously with increasing beam current, while its diameter increases.
With increasing beam current from 0.6 to 5.5 pA, the deposition yield, which is
expressed as volume per incident ion, decreases slightly.

3.4.3 Comparison of Ga+ and He+ IBID pillar growth

As we have conducted substantial IBID research using both Ga+ and He+, it is
interesting to compare Ga+ and He+ IBID pillar growth with the same precursor
(CH3)3Pt(CP CH3), as shown in Fig. 3.11 and Table 3.1. In the case of He+ IBID the
vertical growth rate is 10 times faster, whereas the pillars are 3 to 4 times narrower.
In addition, He+ IBID pillars always have a very smooth sidewall and a cone-shaped
top, whereas Ga+ IBID pillars have a rough sidewall and a relatively flat top [209].
These differences can be related to the different projected ranges (Fig. 1.8) and the
different interaction volumes (Fig. 3.13) of ions in the deposit. According to SRIM
simulation, in the typical He+ IBID deposits Pt0.15C85, the projected range and
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Figure 3.9: Beam current dependences of He+ IBID pillar growth. A compilation of
several HIM tilted 30o images of pillars grown in spot mode with different currents but
the same doses of 6.0 pC. Beam currents (pA) are indicated under the corresponding
pillars.

Figure 3.10: Dependences of He+ IBID pillar growth on beam current. (a) the pillar
diameter at half height; (b) the pillar height and (c) the deposition yield of pillars
shown in Figure 3.9.
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straggling of He+ (25 keV) are 140 nm and 75 nm, whereas in the typical Ga+ IBID
deposits Pt0.40C60, those of Ga+ (30 keV) are 13 nm and 8 nm. Therefore, precursor
decomposition by scattered He+ ions takes places in a larger area than in the case
of scattered Ga+ ions. Thus, under similar practical conditions there will be less
depletion in He+ IBID than in Ga+ IBID, resulting in taller cone-like tops and faster
vertical growth. Furthermore, compared to Ga+, He+ has lighter mass. Therefore,
scattering is weaker and the interaction region close to the surface where the depo-
sition happens is smaller [41]. As a consequence, a better resolution of IBID can be
achieved by He+, especially when the sub-nm beam is being used. The different top
shapes can also be caused by different sputtering yields of He+ and Ga+. It seems
that the weak sputtering of He+ preserves the sharp pillar top, whereas the Ga+ IBID
pillar flattens due to the strong sputtering. The deposition yield of the He+ IBID
pillar is comparable to the box deposition yield of Sanford et al., which ranges from
3.8 to 9.6×10−2nm3/ion [89]. We find that for pillar growth Ga+ and He+ IBID have
very similar deposition yields (Table 3.1). We also note that the mechanism of Ga+

IBID is explained by sputtering (collision cascades) [88, 226]. Hence, the similar de-
position yields but very different sputtering yields of Ga+ and He+ indicate that Ga+

IBID and He+ IBID have different mechanisms. We will discuss IBID mechanisms in
detail in Chapter 4. The deposits of He+ IBID do not have Ga contamination, which
is clearly an advantage over Ga+ IBID. According to the work of Sanford et al., the
Pt atomic composition of the deposits of He+ IBID is only about 8-17 % measured
by EDX analysis [89], which is much lower than the typical value 35-45% for Ga+

IBID. Overall, except for a lower Pt atomic composition, He+ IBID has advantages
over Ga+ IBID with regard to the pillar growth.

Table 3.1: Comparison of IBID pillars grown in spot mode by 1.0 pA 25 keV He+

and 1 pA 30 keV Ga+. All data are from the current experiments, unless otherwise
indicated.

He+ Ga+

Vertical growth rate (nm/s) 225 19

Diameter(nm) 39 142

Deposition yield (nm3/ion) 4.05×10−2 4.79×10−2

Ga contamination no yes

Pt atomic composition (%) 8-17 [89] 35-45
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Figure 3.11: Comparison of typical Ga+ and He+ IBID pillar growth. (a) SEM tilted
59o image of a pillar grown by 1 pA 30 keV Ga+ in spot mode for 180 s; (b) HIM
tilted 30o image of a pillar grown by 1.0 pA 25 keV He+ in spot mode for 6 s.

3.4.4 Discussion

To understand the process dependences of IBID, we summarize here the relevant
models of IBID and EBID. So far, most models treat EBID, and IBID is similar to
EBID except for the sputtering involved in IBID. The net deposition of IBID is the
total deposition minus the sputtering. Thus, the deposition rate R [nm/s] at surface
position r of EBID (or IBID) can be expressed by [88, 183]

R(r) = V n(r)

∫ EP E

0

σ(E)f(r, E)dE = V n(r)σf(r) (3.1)

where V [nm3] is the volume of the decomposed molecule, n(r) [nm−2] is the num-
ber of adsorbed molecules per surface unit, σ(E) [nm2 eV−1] is the energy-dependent
electron (or ion) impact dissociation cross section, EPE is the energy of the PEs
(PIs), and f(E,r) [nm−2 s−1] describes the spatial flux distribution of the electron
(or ion) with energy E generated by the PEs (PIs). As the σ(E) data of adsorbed
molecules is not available, we use the simplified expression in Eq. 3.1, where σ [nm2]
represents an integrated value over the energy spectrum.

It is well known that the precursor adsorbs, desorbs, and diffuses on the substrate
surface at a rate that is a function of the local gas pressure and the substrate tempera-
ture. To interpret the complex process of EBID and IBID, Utke presented a molecule
adsorption rate (dn/dt) model [88, 183]
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−
n

τ
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desorption

− σfn
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decomposition

(3.2)

where J [nm−2 s−1] is the impinging precursor flux, s is the sticking probability,
n/n0 is the relative coverage, n0 is the maximum monolayer coverage (the number
of available adsorption sites), which is usually taken as the inverse of the molecule
size, D [nm2 s−1] is the diffusion coefficient, and τ [s] is the residence time of the
precursor molecule. Here it is assumed that no multilayer adsorption can take place.
All parameters other than n(r,t) and f(r,t) are considered constant. Note that, except
s which is dependent on the properties of the precursor molecule and the substrate
surface and hence not easily controlled, J and τ can be controlled by adjusting regu-
lar EBID or IBID parameters as the precursor pressure and the substrate temperature.

However, the parameters in Eq. 3.2 are rarely known, which makes a quantitative
analysis still difficult. Despite these difficulties, some EBID simulations have been
developed, although simulations dedicated to IBID are still not available. Here, we
summarize the relevant models that deal with pillar growth. For a high kinetic energy
electron beam (200 keV), Silvis-Cividjian et al. used a 2D dynamic profile Monte
Carlo (MC) simulator to simulate pillar growth as a function of exposure time, based
on the assumption that the irradiated area is permanently covered with a monolayer
of precursor molecules [227]. The authors concluded that the ultimate resolution of
the pillar depends on the spatial distribution (up to 20-30 nm in diameter) of the
emitted secondary electrons.

Solving the steady state of the depletion and the replenishment of the precursor
molecule during EBID, Utke introduced several fundamental dimensionless param-
eters and simulated the EBID process as functions of these parameters [88, 183].
The spatial distribution of the emitted secondary electrons is assumed to be equal to
that of the incident primary electron beam, which is actually only applicable for the
low-aspect ratio deposits when the incident beam size is large. Thus, the simulation
results were correlated only to experimental results of a low kinetic energy (5 keV)
and broad (beam size 110 nm) electron beam. In addition, the simulation is based
on a planar surface, but not on a pillar.

One dimensionless parameter is the dimensionless deposition resolution, which is
defined as the ratio of the full width at half maximum (FWHM) of the deposit and
the incident beam:

ϕ̃ = FWHMD/FWHMB (3.3)

where FWHMD and FWHMB are full widths at half maximum of R(r) and f(r),
respectively.

For steady-state (∂n/∂t = 0), solving Eq. 3.2 and neglecting the diffusion, one
finds:
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n(r) =
sJ

sJ
n0

+ 1

τ + σf(r)
≡ sJτeff (r) (3.4)

where τeff (r) is defined as the effective residence time. The effective residence
times in the center of the beam and far away from the center are τ in ≡ τeff (0) and
τout ≡ τeff (r→∞). A dimensionless ratio

τ̃ ≡
τout

τin
= 1 +

σf0

1/τ + sJ/n0

(3.5)

represents a measure for depletion due to dissociation. The idealized case of zero
depletion corresponds to τ̃=1.

With a Gaussian beam f(r)=f0exp(-r2/2a2), a is the standard deviation which
is related to FWHMB as FWHMB = 2

√
2ln2a, ϕ̃ can be expressed as a function of

irradiative depletion of the precursor molecules:

ϕ̃ = (log2(1 + τ̃))1/2 (3.6)

Numerically solving Eq. 3.2 for steady-state and the boundary conditions n(r→∞)=nout=s
J τout and dn(r=0)/dr=0, ϕ̃ can also be expressed as a function of diffusive replen-
ishment [88, 183]:

ϕ̃ ≈ (log2(2 + (ρ̃)−2))1/2 (3.7)

where the diffusive replenishment is described by the dimensionless ratio ρ̃=2ρin/FWHMB ,
and ρin is the molecule diffusion distance in the center of the beam: ρin = (D τ in)1/2.

As shown in Fig. 3.12, less depletion and better replenishment correspond to a
higher deposition rate and higher resolution. The continuum model is helpful to pre-
dict qualitatively the trend of how the vertical growth rate and the resolution change
with the experimental parameters. However, as discussed above, the assumption
implies that this continuum model is only applicable to low-aspect-ratio structure
deposition with a broad beam on a planar surface, not to high-aspect-ratio pillar
growth. The continuum model describes the early stage of the pillar growth. To
simulate the high-aspect-ratio structure growth, Smith et al. have developed a more
advanced 3D Monte Carlo-based simulation with gas-handling algorithms [207]. One
of the significant features of this simulation is that the morphology of the deposit is
continuously updated as well as the precursor coverage on the deposit surface. The
Monte Carlo subroutines record the electron trajectory and energy as well as the
generated secondary electrons (SEs) and preserve the energy spatial distribution as a
function of time. However, an unknown factor is how the energy-dependent dissocia-
tion cross section varies with the different electron types, which have different energy
spatial distributions. Furthermore, these distributions change with the morphology
of the deposit as a function of time.
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Figure 3.12: (a) Normalized steady-state deposition rate (R(r)/s J V)at indicated
depletion representing the deposit shape. Note the shape transition from flat top
(ρ̃=0), indented (ρ̃=0.17), round (ρ̃=1.3), to Gaussian (ρ̃=∞) and the related decrease
of the deposit FWHM (FWHMD) with increasing diffusive replenishment ρ̃. (b)
Normalized deposit size (ϕ̃) vs normalized diffusion path for varying depletion (τ̃ as
indicated). Circles represented the scaling law in Eq. 3.7. Adapted from Fig. 27
of [88].
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Despite these difficulties, some important conclusions have been reached by Smith
et al. The vertical growth is dominated by the primary electrons (PE) and secondary
electrons type I (SEI), which are generated by PE, whereas the lateral growth is
dominated by forward-scattered electrons (FSE) and secondary electrons type II
(SEII), which are generated by back-scattered electrons [206] (Fig. 3.13). Consistent
with the work of Utke [88, 183], as the growth regime changes from precursor-limited
to electron-limited with increasing precursor supply, both the growth rate and the
resolution increase [182, 207], whereas with decreasing the electron supply, only the
resolution increases [207]. Furthermore, it is interesting to note that the relative
contributions to the total deposition by these individual contributors (PE, SEI , FSE,
SEII) change as the growth regime changes from precursor-limited to electron-limited:
the relative contributions of PE and SEI increase, whereas those of FSE and SEII

decrease, which correlates well with the variation of the vertical and the lateral growth
rates [182, 207].

Figure 3.13: Schematic of the electron trajectory through an EBID pillar, where PE
is the primary electron, FSE and BSE are forward and backscattered electron, SEI

and SEII are the secondary electrons type I and II. The shaded area indicates the
interaction volume of the electron. Note that the effective interaction volume is the
part inside the pillar (marked by red line). The schematic is also applicable for the
case of IBID.

Furthermore, Smith et al. also pointed out that the effective electron interaction
volume (as shown in Fig. 3.13), which depends primarily on the energy of the electron
beam and the species of the precursor materials, can also affect the vertical growth
rate and the resolution of the pillar [182, 206, 207]. The effective interaction volume
was not considered in the continuum model [88, 183]. The pillar width becomes
saturated when the pillar height is longer than the vertical length of the interaction
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volume (Fig. 3.13). The pillar width could also become saturated when the vertical
growth is so slow that the pillar grows to a width where the interaction volume is
fully encompassed within the pillar. The former case is applicable to most of EBID
work in reality. Thus, the height of the cone-like top of EBID pillars depends mainly
on the vertical length of the interaction volume. An example is that the SE yields
are similar for electrons in SiO2 and W, however, the interaction volume in SiO2 is
larger. Thus, the electrons in SiO2 encounter more precursor molecules on average
because of the larger surface area, which results in a broader pillar, a taller cone-like
top and a higher deposition yield [196, 206].

There is a complex interplay between the vertical growth rate and the resolu-
tion [182, 207]. For instance, in the electron-limited regime, the vertical growth rate
increases with decreasing beam energy, whereas the resolution remains almost the
same, although it is expected to deteriorate due to the increased SEII emission on the
pillar sidewall with decreasing energy beam. This “contradiction” can be explained
as follows: with decreasing energy beam, the electron interaction volume is reduced
and the vertical growth rate is increased; hence the time for lateral growth is limited
because the electron interaction volume “rises” faster through the pillar [207]. For a
similar reason, the resolution actually improves with increasing vertical growth rate
and surface diffusion efficiency, not as expected deteriorates due to the increased
precursor coverage on the pillar sidewall [182].

With these models proposed by Utke [88, 183] and Smith [182, 206, 207], we
try to understand the physical mechanisms behind our experiments. Qualitatively,
the continuum model supports our experiments on pillar growth by Ga+ and He+

beams. We have observed that both the vertical growth rate and the resolution
improve with increasing local precursor pressure, which results in a higher precursor
adsorption (Fig. 3.1), and with decreasing substrate temperature, which results in
a longer residence time (Figs. 3.3, 3.4, 3.5), and with increasing refreshment time
or decreasing dwell time, which results in a better replenishment or less depletion
(Fig. 3.7). We have also observed that the resolution improves with decreasing beam
current, which results in less depletion (Figs. 3.9 and 3.10).

The very different pillars grown at different sites within a region of only 100 µm
region can be explained by the almost two fold difference of flux distribution in this
region (Fig. 3.1). A higher precursor flux distribution results in taller and narrower
pillars owing to better precursor replenishment. However, even with a higher flux
distribution, the pillars became slightly thicker. We do not yet have good explanation
for this thickness. However, we suspect that an optimized precursor flux is required
to grow high-aspect-ratio pillars. Furthermore, it appears that the interplay between
the vertical and lateral growth requires another model that considers the high-aspect-
ratio structure growth. With decreasing substrate temperature, the residence time
increases, which resulted in an increased precursor surface density, faster vertical
growth rate and better resolution (Figs 3.3, 3.4 and 3.5). The diameter increases
slightly for the temperature below 16 oC, which is caused perhaps by the external
structures on the sidewall surface. The residence time is related to the substrate
temperature as τ(T ) = τ0exp(Edes/(kT )), where Edes is the activation energy for
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desorption, and k is the Boltzmann constant. However, the quantitative description
of the relationship between deposition and the substrate temperature is not as simple
as that, due to remaining unknown factors such as Edes. As reported by Li et al. [181],
Edes increases with decreasing electron beam current and decreasing beam energy in
WF6 deposition. This can partly explain the EBID experimental results which do not
strictly follow a simple exponential relationship [90, 181, 198, 200–202]. With decreas-
ing temperature, the diffusion coefficient decreases as D(T ) = D0exp(−Ediff/(kT )),
where Ediff is the activation energy for diffusion. However, the diffusion rate can also
increase due to the reduced desorption, leading to an increased number of precursors
on the substrate surface. Thus, the total effect of diffusion is still unknown. It is
interesting to note that Li et al. reported that for medium or high beam currents the
height of the EBID pillar first increases and then decreases with decreasing substrate
temperature [181]. Li explained this, though the diffusion coefficient decreases with
decreasing substrate temperature, the diffusion rate is still high enough to have an
increasing number of molecules at the pillar top. Only at even lower temperatures,
the diffusion coefficient decreases so much that most diffusing molecules decompose
on the pillar sidewall surface and not many were able to reach the pillar top, meaning
that the pillar height decreases. The decrease of the growth rate in our experiment
with increasing exposure time at LT is unlikely due to beam-induced heating, which,
as reported in the literature, causes higher desorption in the case of EBID (Figs. 3.4
and 3.5) [217, 218, 228]. For a 5-µm-tall pillar with a diameter of 150 nm, the
estimated heat increase is only 0.11 K assuming the thermal conductivity of pure
platinum 71.6 W/m · K [218]. Possibly, the decrease of the growth rate is due to the
lower diffusion to the pillar top with increasing pillar length. We suspect that the
skirt-shaped bottom of the pillar grown at LT is caused by the accumulation of pre-
cursor molecules on the cooled substrate surface due to the lower desorption rate and
to the decomposition by the scattered primary ions and secondary particles. Short
dwell times reduce the precursor decomposition in each loop and long refreshment
times increase the precursor adsorption and diffusion (Figs. 3.7a-c), which has also
been demonstrated by Fowlkes [203]. The combined variation of the temperature, the
dwell- and refreshment-times shown in Fig. 3.8 suggests that increasing the precursor
surface density is indeed effective to enhance the pillar growth rate, without affecting
the resolution. For He+ IBID, with constant precursor supply and increasing beam
current, the deposition yield decreases continuously (Fig. 3.10). The precursor de-
pletion increases with increasing beam current, resulting in a decrease of the vertical
growth rate and the resolution (Figs. 3.9 and 3.10).

As discussed, the simplified continuum model should not be overinterpreted in
terms of quantity, and it is especially not perfectly applicable for high-aspect-ratio
structure growth. Nevertheless, to gain a quantitative understanding of the process
of IBID pillar growth, we tried to calculate the relationship between the He+ beam
current and the vertical growth rate and the resolution using Eqs. 3.1 and 3.2. The
case of Ga+ IBID is supposed to be even more complicated because it also involves
sputtering. Therefore, we do not include the calculation of Ga+ IBID in this disserta-
tion. For steady state (∂n/∂t = 0), solving Eq. 3.2 and neglecting the diffusion term,
we have n(r)= sJτeff (r) (Eq.3.4).
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The growth rate R(r) is expressed as

R(r) = V sJτeff (r)σf(r) =
(V sJ)f(r)

( sJ
n0σ + 1

τσ ) + f(r)
(3.8)

For the vertical growth rate Rv, for simplicity, we assume r = 0.

Rv = R(0) =
(V sJ)f0

( sJ
n0σ + 1

τσ ) + f0

(3.9)

The beam current I is

I/e = 2a2f0(

∫ ∞

−∞

exp(−x2)dx) · (
∫ ∞

−∞

exp(−y2)dy) = 2a2πf0 (3.10)

where e is the elementary charge.

Thus, Rv can be expressed in the beam current I,

Rv =
P1I

P2 + I
(3.11)

where two constants are P1 ≡ V sJ ; P2 ≡ 2a2π e ( sJ
n0σ + 1

τσ ).

Figure 3.14: Experimental vertical growth rates of He+ IBID pillars grown with differ-
ent beam currents and same doses, shown with the fitting curve neglecting diffusion.

As shown in Fig. 3.14, the experimental vertical growth rates agree quite well with
the model, though diffusion was neglected in the calculation. For low beam currents
(<1 pA), the vertical growth rate tends to be proportional to the beam current.
This indicates an ion-limited (-like) regime, thus the replenishment of the precursor
is sufficient to prevent the depletion. In addition, these results also illustrate that in
practice most IBID experiments are conducted without sufficient replenishment of the
precursor. For high beam currents (>2.5 pA), the vertical growth rate saturates at a
level of V sJ [nm/s]. The vertical growth rate is then independent of the beam current,
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which indicates that all precursor molecules are consumed rapidly by the dissociation.
Clearly, the growth regime becomes precursor-limited. It is interesting to note that
there is a transition between the ion-limited and precursor-limited regime.

The product of V s J is 300 nm s−1. To determine the sticking probability s, the
precursor flux J and the volume of the decomposed molecule V have to be known.
The vapor pressure of the precursor (CH3)3Pt(CP CH3) is 0.115 mbar [107] for a
precursor reservoir temperature of 30 oC; the background pressure is 6.3×10−7 mbar;
the diameter of the nozzle d is 400 µm, the length of the nozzle L is assumed to be 3
cm. The throughput of the precursor flux J [m−2 s−1] is

J =
Q

A
= ∆PW

1√
2πmkT

(3.12)

where A [m2] is the cross section of the nozzle, ∆P [Pa] is the pressure difference
from the nozzle entry to the nozzle exit, W is the transmission probability of a
molecule in a molecular flow going through the nozzle, which is approximately to
4d/3L [229], k is the Boltzmann constant (1.38 × 10−23 J K−1), T is the temperature
(303 K), m is the molecular weight (1.66×10−27× 319.30 kg for (CH3)3Pt(CP CH3)).

Hence J is 1.72×103 molecules nm−2 s−1. This value is comparable to the gas
flux calculation for the same precursor as reported by Puretz [230]. However, J is
the mean flux at the exit of the nozzle. The flux at the deposition site should be 5-10
times lower, as shown in Fig. 3.1. Taking the diameter of the decomposed molecule
to be the same as the precursor molecule (CH3)3Pt(CP CH3) (0.78 nm [88, 231]),
the volume V is 0.248 nm3 and n0 = 1.9 molecules nm−2. Therefore the sticking
probability s is 3.5-7.0. However, from a physical point of view, it is impossible that
the sticking probability greater than 1. This margin of error can be caused by the
diffusion which is not included in this model.

We found that P2 (≡ e 2a2π ( sJ
n0

+ 1

τ ) 1

σ ) is 0.37 pA (see 3.14), and we know that

FWHMB = 2
√

2ln2a= 1 nm. Assuming τ to have a typical value of 1 ms [88], the
decomposition cross section σ is 7.9×10−4 nm2, which is much lower than for Ga+

IBID [88]. This seems unlikely considering the observed similar deposition yields of
He+ IBID and Ga+ IBID (Table 3.1). However, this discrepancy can be explained by
the exclusion of diffusion in this model.

The pillar width can be estimated from the FWHM of the growth rate profile
R(r1/2).

R(r1/2) =
P1f0exp(−r2

1/2
/2a2)

P3 + f0exp(−r2
1/2

/2a2)
=

1

2
R(0) =

1

2

P1f0

P3 + f0

(3.13)

where P3 ≡ sJ
n0σ + 1

τσ . Thus,

r1/2 =

√

−ln(
P3

2P3 + f0

)2a2 =
√

2a

√

ln(2 +
f0

P3

) (3.14)
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The pillar diameter d is 2r1/2, which can be expressed in the beam current I as

d = 2
√

2a

√

ln(2 +
I

P2

) (3.15)

Figure 3.15: Experimental diameter of He+ IBID pillars grown with different beam
currents and same doses, and the fitting curve neglecting diffusion. The error bar of
the data is shown in Fig. 3.10.

However, it is not possible to fit the experimental data using Eq. 3.15 (see the
dashed fitting curve 1 in Fig. 3.15). From the prefactor of curve 1 it follows that a
should be about 15 nm, or FWHMB is 35 nm, which is much larger than the sub-
nanometer helium beam used in our experiments [41], as was checked independently
by imaging. For a high-aspect-ratio pillar, the diffusion contribution to the vertical
growth rate is inversely proportional to the pillar height. However, the diffusion
from the substrate surface is expected to have a larger impact on the lateral growth.
Therefore, we also performed the calculations for diffusion replenishment. According
to Eq. 3.7, ϕ̃≈ log2(2 + ρ̃−2)1/2, where the dimensionless ratio ρ̃ is 2ρin/FWHMB.
Thus, ρin is the diffusion distance during the typical residence time of the molecules
in the center of the beam ρin=(D τ in)1/2, τ in=1/(sJ/n0+1/τ+σf0). In our case,
FWHMB=1 nm

ϕ̃ =

√

ln(2 + ( 2
√

Dτin

FWHMB
)−2)

√
ln2

(3.16)

ϕ̃ =

√

ln(2 + ( 1

2

√

D 1
sJ
n0

+ 1
τ

+σf0

)2)

√
ln2

(3.17)

ϕ̃ =

√

ln(2 + ( σ
4D )(P3 + I

2a2πe ))
√

ln2
(3.18)
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ϕ̃ =

√
ln(2 + σ

4D P3 + σ
4D2a2πeI)

√
ln2

(3.19)

If we define constants P4=(2+P3
σ

4D ), P5=
σ

4D2a2πe we have

ϕ̃ =

√

ln(P4 + P5I)√
ln2

(3.20)

the pillar diameter is proportional to ϕ̃, we define another constant P6

D = P6

√

ln(P4 + P5I) (3.21)

It seems that the experimental measured pillar diameter can be fitted well with
Eq.3.21 as shown by curve (2) in Fig. 3.15. However, it is not correct because the
constant P4 must be ≥2. Therefore, this fitting does not work either. The failure can
be caused by the assumption of the model: the distribution of secondary particles is
the same as that of the primary beam which is only the case for a very broad beam
(see Fig. 3.13). It is not applicable for sub-nanometer He+ beam. As discussed,
the contribution of secondary particles dominates in the lateral growth, whereas the
vertical growth depends mainly on the primary beam. Therefore the assumption
might not be justified for calculating the lateral growth, but it is useful for calcu-
lating the vertical growth. Nevertheless, this continuum model based on precursor
depletion and replenishment can qualitatively predict EBID and IBID growth with a
clear message: the vertical growth rate and the resolution both increase with reduced
depletion and / or enhanced replenishment. This is helpful to optimize the conditions
for 3D structure growth. To expand this continuum model to narrow beams and
high-aspect-ratio structures, simulation of the spatial distribution of the emitted sec-
ondary electrons from a non-flat surface is required. However, this remains a difficult
task.

In summary, the study of process dependences not only gives us a better view of
how to optimize the IBID conditions to grow high-aspect-ratio pillars, but also allows
us to gain deeper understanding of the physical mechanisms of IBID pillar growth.

3.5 Formation of rough sidewalls and halos by Ga+

IBID

This section will describe how irregular sidewall surfaces and halos form on substrates
of a typical Ga+ IBID pillar. The influence of substrate (surface) conductivity is
studied by comparing pillars grown on different substrates, either a conducting bulk
Si or an insulating Si3N4 membrane.
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Figure 3.16: (a) Tilted (59o) SEM views of Ga+ IBID pillars P0 (on the conducting
bulk Si) and P1 to P5 (on the insulating Si3N4 membrane); (b) SEM top views of
pillars P4 to P7; (c) tilted SEM views of pillars P4 to P7.
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3.5.1 Pillars grown on Si and Si3N4

Figure 3.2b shows an overview of a number of grown pillars. Pillar P0 was grown on
the bulk surface and pillars P1 to P5 at different locations on the Si3N4 membrane.
To study the effect of conductivity at the growth site, two conductive Pt lines were
laid down (Fig. 3.16), and subsequently, pillars P6 and P7 were grown. A similar
series of pillars was grown near the lower left corner of the membrane.

The Pt pillars are about 0.13 µm wide and 3 µm high. Figure 3.16a shows ir-
regular structures (protrusions) on the pillar sidewalls. These irregularities are most
prominent in the pillar grown on the bulk (P0) and weaker in the pillars farther away
from the window edge. Pillars P6 and P7, grown next to the conductive Pt line have
rougher sidewalls than P4 and P5 (Figs. 3.16b,c). Moreover, they are lower and wider,
and have larger halos, but have approximately the same volume.

Figure 3.17: SEM images of the PL series (the Ga+ IBID pillars were deposited first,
then the conductive Pt line) and the LP series (first the conductive Pt line, then the
pillars): (a) top view; (b) tilted (59o) view; details of (c) the PL series (180 s, 270 s)
and (d) the LP series (60 s, 180 s). (The insulating Si3N4 membrane edge is 20 µm
to the left.)

To investigate the processes of halo formation and sidewall roughening, four pillars
(PL series) were grown at the left side of the insulating Si3N4 membrane for differ-
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ent exposure times: 30, 60, 180 and 270 s. Subsequently, a conductive Pt line was
grown nearby. Then, a second line followed by a similar set of pillars (LP series) was
grown. One sees that the pillars grown on the isolated base (PL series) are smoother,
thinner, and higher, and have smaller halos than those grown after the accompany-
ing conductive Pt line (LP series) (Figs. 3.17a,b). By comparing the short pillars to
the corresponding lower part of the longer pillars in Figs 3.17c and d, one sees that
the surface irregularities grow with deposition time. There is a linear relationship
between the pillar height and the halo area (Fig. 3.18). Moreover, the growth rate is
almost constant, although the PL series grew 25% faster than the LP series.
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Figure 3.18: Relationship between Ga+ IBID pillar height and halo area for LP and
PL series which have different exposure times and sites.

The shown pillars are always rougher at the side that faces the insulating Si3N4

membrane edge (P1 to P5 in Fig. 3.16 and PL in Fig. 3.17). This was also observed
for many other pillars grown at many other locations on the membrane. Moreover,
the pillars always bend towards the center of the membrane. Furthermore, all halos,
including those of the bent pillars, are circles with their centers at the starting point
of the vertical growth.

3.5.2 Discussion

As discussed in Chapter 1, possible operative mechanisms in IBID [222] are deposi-
tions by (1) primary ions (2) sputtered atoms or ions and (3) secondary electrons.
One or more of these mechanisms can cause the formation of the halos and irregular
sidewalls. We think that the charging effects observed in this study provide a clue.
For IBID pillar growth, the primary ion reflection is mainly due to atomic collisions
at the top of the pillar. Considering the energy and mass of Ga+ primary ions, it is
unlikely that they can be affected markedly by charging. Furthermore, if deflected
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primary ions formed the halo, simple geometric considerations suggest that the halo
diameter is proportional to the pillar height, not its area (as observed in Fig. 3.18).
As discussed in Chapter 1, according to the kinetic gas theory, the scattering mean
free path (MFP) of (CH3)3Pt(CP CH3) precursor molecules at room temperature is
roughly 1-10 mm. For such a large MFP, one does not expect a large scattering of
primary ions when they pass through precursor molecules in the gas phase. More-
over, the scattering of primary ions can be ruled out in any case because it is not
affected by charging. Also, the sputtered particles can be ruled out because most are
neutral [135, 167, 232] and therefore not affected by charging. The typical energy
range of ion-induced secondary electrons is from 0 to 20 eV, and the typical yield
ranges from around 1 to 10 electrons per ion [135, 167, 170, 171, 233]. Moreover,
secondary electron emission is very sensitive to surface charging [234–236].

We propose the following mechanism. The pillar becomes positively charged by
the incident positive primary ions and the emission of secondary electrons. Owing
to the capture of some secondary electrons, the surrounding insulating membrane
becomes negatively charged with respect to the pillar. As only a portion of the sec-
ondary electrons arrive at the substrate, the charge on the pillar is greater than that
on the substrate. Therefore, the entire system of pillar plus substrate is positively
charged. Because the pillar is conductive and the current is small, the electrical
potential is uniform over the pillar. Owing to the attraction by the negatively
charged substrate, the positive charge on the pillar surface is concentrated at the bot-
tom. Furthermore, one expects charge accumulation at the sharp corners of the pillar.

Calculations using the finite element analysis software COMSOL Multiphysics
give more insight into the details of pillar charging. The calculated charge density for
a pillar potential of 1 kV is shown in Fig. 3.19a. The charge density is relatively high
at the bottom of the pillar and decreases rapidly with height. Moreover, the charge
density at the corner of the top of the pillar is higher than that at the central area
of the top. The total charge on the pillar is +0.077 pC and that on the membrane
is -0.04 pC. We observed that the measured sample current stabilized a few seconds
after the start of the pillar growth, corresponding to a few pC of ion charge. Thus,
either there is a significant leakage current or the pillar potential is considerably
greater than 1 kV. The actual potential of the pillar is unknown, but we consider that
a much higher potential is not reached during growth. A high electric potential on
the pillar would strongly affect the focus and direction of the primary beam. Okada
and coworkers reported that with ion beam energy decreasing from 30 to 5 keV, the
growth rate of IBID pillars increases by as much as 30 times, whereas the diameter
increases by a factor of 3 [112]. Furthermore, the sidewall becomes more irregular. We
did not observe any of these effects in the present experiments, which indicates that
the incident energy of the primary ions is not far below 30 kV. Therefore, we conclude
that the effect of charging on the pillar potential is limited to one or a few kV at most.

We hypothesize that the accumulated negative charge on the substrate repels
newly arrived secondary electrons (see the sketch in Fig. 3.20a). In contrast, if the
surface is conductive, the captured secondary electrons flow away to the ground
(Fig. 3.20b). Therefore, more secondary electrons can arrive at the substrate surface,
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Figure 3.19: (a) Calculated surface charge density for a pillar grown on an insulating
Si3N4 membrane with a potential of 1 kV. The height and the diameter of the pillar
are 3 µm and 150 nm, respectively. The diameter of the halo region is 2 µm. (b)
Calculated electric potentials on the pillar and surrounding area.
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leading to a more intense halo. The unequal charge density on the equipotential
surface of the pillars on the insulating membrane affects the electron emission char-
acteristics. Secondary electrons are preferably emitted from the central area of the
top of the pillar, where the positive charge density is lowest and thus the surface
energy barrier is lowest. Simultaneously, fewer electrons are emitted from the corner
of the top of the pillar and its sidewall. Thus, the pillars on an insulating substrate
grow faster in height and slower in width. Moreover, these pillars remain smoother
because fewer secondary electrons are emitted from the sidewalls, let alone from any
hypothetically charged sidewall protrusions.

Figure 3.20: Sketches of secondary electron emissions during IBID pillar growth on
(a) insulating (b) conducting substrates.

However, we cannot rule out the effect of the charged surface on the movement
of the polarized or charged precursor gas molecules or their fragments. It is worth
noting that carbon dendrite-like or filament-like structures were formed on insulators
by electron irradiation under relatively poor vacuum conditions [237–239]. Simi-
larly, tungsten dendrite-like structures were fabricated on insulators with tungsten
hexacarbonyl W(CO)6 as a precursor [240, 241]. On a charged surface, the diffu-
sive random movement of molecules does not occur [237]. The formation of these
dendrite-like structures is attributed instead to the oriented aggregation of ionized or
polarized molecules in a local electrical field, caused by the charging of the insulator
surface [237–241]. One might also attribute the observed differences in pillar shape
in our work to the differences in the aggregation of the precursor gas molecules.
Polarized gas molecules aggregate at locations where the field strength is highest, for
instance at the top of the pillar (Fig. 3.19b), instead on the sidewall and the substrate
surface. Hence the pillar sidewall becomes smooth and the halo becomes smaller.
Owing to the complexity of the process involved, further study is required to confirm
or reject this possible mechanism.

Furthermore, we consider that the irregularity of the sidewall cannot be explained
by heating [217, 218, 221] because the heat is more slowly dispersed in the isolated
membrane than in the bulk Si. The asymmetric sidewall roughness and pillar bending
we observed are probably related to the nonhomogeneous charge distribution on the
membrane. Note that the circular shape of the halos of the bent pillars rules out
FIB drift and sample sliding as causes for the bending. Instead we suggest that the
bending is caused by the attraction between the positively charged pillar and the neg-
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atively charged membrane. The bending of EBID pillars was observed previously by
Mitsuishi and coworkers and also explained in terms of electrostatic attraction [225].
The initial deposition at the pillar base is possibly caused by a temporary FIB drift
during the initial charge buildup (see P2 to P5 in Fig. 3.16a and PL in Fig. 3.17).

3.6 Proximity effect in IBID of pillars

This section will present the proximity effect of pillar growth by Ga+ or He+ on
different substrates having different conductivity.

3.6.1 Proximity effect in Ga+ IBID of pillars

Influence of the direction of the precursor gas flow

Figure 3.21: Shadowing effect in Ga+ IBID pillar growth. Tilted (59o) SEM images
of two pairs of pillars which are grown in different orders (nozzle is located at the left
side) on conducting bulk Si: the second pillar is grown (a) at the left side of the first
pillar; (b) at the right side of the first pillar.

To investigate the influence of the direction of precursor gas flow, we compared
two pairs of pillars grown on a conducting bulk Si. One pair was grown from left to
right, the other from right to left (Fig. 3.21a,b). The second pillar in Fig. 3.21a is
shorter. It was probably shadowed from the precursor gas flow by the existing pillar.
To avoid this known shadowing effect [88], the order of growth is always from right
to left in the images of Figs 3.22, 3.24, and 3.25.
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Pairs of pillars grown on Si at different separations

Figure 3.22a shows pairs of pillars which were grown on conducting bulk Si with dif-
ferent separations. A single pillar is shown for comparison. As a consequence of the
growth of the second pillar, the first pillar becomes broader and rougher, and bends
slightly toward the second one for separations less than 1.4 µm. Moreover, the second
pillar is taller than the first one. Not surprisingly, the additional length varies with
the separation (Fig. 3.23). However, the height of the first pillar and the diameter of
the second pillar are unaffected as compared to a single pillar. No proximity effect has
been observed when pillars are 3.0 µm apart. The halo regions of the pillars are visible
in the corresponding top views (Fig. 3.22b). Note that if the halo of the second pillar
does not extend to the irradiation point of the first pillar, no proximity effect is visible.

Pairs of pillars grown on Si3N4 at different separations

Figure 3.24a shows pairs of pillars grown on the insulating Si3N4 membrane. In
contrast to the pillars on conducting bulk Si, the first pillar broadens only slightly
and does not bend towards, but away from the second pillar. Surprisingly, the sec-
ond pillar is shorter and rougher. Furthermore, its shape is twisted: first, it bends
away from the first pillar, and then towards it. In addition, as can been seen in
Figure 3.24b, the bases of the neighboring pillars are very different: the first pillar
has a twisted base whereas the second one does not. Finally, this proximity effect
is still visible at 7.0 µm separation. Even when the halo regions of two neighboring
pillars do not overlap, the proximity effect is still pronounced.

Role of substrate conductivity in the proximity effect

The proximity effect on a Si wafer coated with 30 nm Cu is very similar to that on a
bare Si wafer (Fig. 3.25a). Contrary to Mitsuishi’s observation for EBID pillars [225],
the bending of the first pillar remains unaffected with increasing substrate conductiv-
ity. On the same Si3N4 membrane of Figure 3.24, two pillars were deposited 7.0 µm
apart near a Pt line, which connects the Si3N4 window to the conducting bulk Si sur-
face. In contrast to the pillars grown on the bare Si3N4 surface, no proximity effect is
visible (Fig. 3.25b). Figure 3.25c compares a pillar on Si, a pillar pair on Si, a pair on
bare Si3N4 and a single pillar on Si3N4 with a conductive Pt line. The heights of the
pillars are similar, apart from the second pillar on Si and the first pillar on bare Si3N4.
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Figure 3.22: Proximity effect of Ga+ IBID pillars grown on conducting bulk Si. (a)
Tilted (59o)SEM images of a single pillar and of five pairs of pillars with different sep-
arations from 0.3 µm to 3.0 µm; (b) top views of two pairs of pillars with separations
1.4 µm and 3.0 µm
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Figure 3.23: Proximity effect of Ga+ IBID pillars grown on conducting bulk Si. Re-
lationship between diameter, height and separation of pillars shown in Fig. 3.22; the
points are experimental data and the curves are the values calculated by using the
models discussed in the text of Section 3.6.3.

Figure 3.24: Proximity effect of Ga+ IBID pillars grown on a 45-nm-thick insulating
Si3N4 membrane. Tilted (59o) SEM images of (a) six pairs of pillars with different
separations from 0.5 µm up to 7.0 µm; (b) different pillar bases.
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Figure 3.25: Role of substrate conductivity in the proximity effect of Ga+ IBID
pillar growth. Tilted (59o)SEM images of (a) one pair of pillars grown on Cu-coated
conductive bulk Si; (b) one pair of pillars grown on insulating Si3N4 membrane with
a conductive Pt line; (c) pillars grown on Si without or with a neighboring pillar, and
on Si3N4 membrane with a neighboring pillar or a conductive Pt line.
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3.6.2 Proximity effect in He+ IBID of pillars

Nanopillars with different exposure times grown on Si at different separa-
tions

Figure 3.26: Proximity effect of He+ IBID pillars. a) Tilted (30o) helium ion mi-
croscopy (HIM) views and (b) top views of pillars grown on conducting bulk Si in
spot mode, with exposure time from 1 s to 9 s, and different separations from 500 nm
to 50 nm.

Helium ion microscopy (HIM) images of the deposits by He+ IBID with different
exposure times and different separations are shown in Fig. 3.26. The diameters and
the heights are shown in Fig. 3.27. Only cones are grown for 1 s exposure time. For
exposure times of 2 s and longer, pillars are formed. These are cylinders with conical
tops, all of which are 240 nm tall. For pillar separations above 100 nm, the height
increases almost linearly with exposure time. In contrast, the diameter increases
until it stabilizes at about 50 nm. No proximity effect is observable for separations
larger than or equal to 500 nm. (The pillars at 1000 nm separation are not shown.)
Also, for pillars separated by 200 nm, one sees no differences in the diameter and
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height, although some pillars bend slightly towards to the pillar that was grown
next. For a separation of 100 nm, a proximity effect is clearly visible: pillars are
thicker, slightly taller, and bent. The pillars at 50 nm separation have merged. The
last two pillars were actually grown on top of the pillar grown for an exposure time 7 s.

Figure 3.27: Exposure time dependence and proximity effect of He+ IBID pillar
growth. (a) Diameter (b) height of pillars shown in Fig. 3.26.

3.6.3 Discussion

IBID results from the interaction of ions with precursor gas molecules adsorbed on
a substrate surface. The shape and dimension of IBID structures are determined
by (a) scattering of primary and secondary particles, (b) precursor coverage and (c)
substrate surface conditions. We discuss the proximity effect in IBID pillar growth
in terms of these factors.

Effect of scattered particles

Possible operative mechanisms in IBID are decompositions of adsorbed molecules by
(1) primary ions (2) sputtered atoms or ions and (3) secondary electrons [222]. One
or more types of particles can contribute to IBID. In previous work, we have observed
significant deposition outside the irradiated area during IBID [188].

During the growth of the second pillar, some scattered primary ions as well as
emitted secondary electrons and atoms can arrive at the neighboring, previously
grown pillar. These particles induce additional deposition on the first pillar, resulting
in a broadening (Fig. 3.22a and 3.24a). A similar broadening of the first pillar was
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observed in EBID pillar growth [216, 224, 225]. For a smaller pillar separation, a
larger fraction of the scattered particles can arrive at the first pillar. Therefore,
broadening scales roughly inversely with separation (Fig. 3.22a).

Figure 3.28: Proximity effect. Secondary particles are emitted from the growing
second pillar (left). If the polar emission angle is between θ0 and π/2 and if the
azimuthal angle is within the shown range of ∆φ(= D/L), the emitted particles
arrive at the first pillar (right), causing additional growth in the white colored region.

The angular distribution of emitted secondary particles has an overcosine shape:
n+1
2π

cosnθ, where θ is the emission angle as shown in Fig. 3.28, n = 1 for secondary elec-
trons [178, 179] and 1 < n < 2 for sputtered atoms [242]. From this distribution
plus geometric factors one can write the fraction of the secondary particles fs emitted
from the top of the growing pillar that arrives at the first pillar (Fig. 3.28) as

fs =

∫ D/2L

−D/2L

∫ π/2

θ0

n + 1

2π
cosnθsinθdθdϕ =

D

2πL
cosn+1θ0 (3.22)

where θ0=arctan( L
H−h ). The top of the pillar is dome-shaped. As the diameter

of the emitting area is much smaller than the pillar diameter, convolution of Eq. 3.22
with the actual orientations of the emitting surface has only a marginal effect and,
thus, can be disregarded. Hence, the number ∆Ns of secondary particles that arrive
at the first pillar in a time interval ∆t is:

∆Ns = Y
iP ∆t

e

D

2πL
cosn+1θ0 (3.23)

where Y is the total number of emitted secondary particles per incident ion, iP is
the primary ion current and e the elemental charge. We will denote by α the volume
growth of the first pillar when it is hit by a secondary particle. The additional volume
gain Vs of the first pillar during growth of the second pillar is then

Vs = αY
iP
e

D

2πL

∫

cosn+1θ0dt = αY
iP
e

D

2πL

1

v

∫ H

0

cosn+1θ0dh (3.24)
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where v is the vertical growth rate of the second pillar. The growth rate of the
pillar volume is 1

4
πD2v. If we denote the volume change of the second pillar per

incident ion by β, we have iP β
e =πD2v

4
. Hence, by substituting iP β

ev by πD2

4β Eq. 3.24
can be written as:

Vs =
αY

β

πD2

4

D

2π

1

L

∫ H

0

cosn+1θ0dh ≡
αY

β

D3

8
X(L/H) (3.25)

The dimensionless function X depends only on the ratio L/H and can be nu-
merically evaluated. The curve in Fig. 3.23b shows the calculated width of the first
pillar after growth of the second pillar according to Eq. 3.25 with n=1.5. We have
used αY/β as fitting parameter. The agreement between the experimental data and
the calculation shows that the extra growth of the first pillar can be qualitatively de-
scribed by a geometric model that is based on a cosnθ-like emission distribution.The
ratio obtained between αY and β is 22±3. Calculations in the range 1<n<2 yield
within 1% the same curve shown in Fig. 3.23b. Thus, when an ion hits a substrate
covered by precursor molecules, the emitted secondary particles can in principle de-
posit 22 times more material in the proximity of the impact site than at the impact
site itself. Of course, this can only happen when the nearby surfaces are properly
oriented and fully covered by precursor molecules. This high number can be explained
partly by suttering at impact site, which is absent in the proximity. Moreover, rede-
position of sputtered atoms and of emitted precursor fragments probably contribute
to this high number. Obviously, also precursor decomposition induced by these im-
pinging particles and by secondary electrons is responsible for the large proximity
effect. Assuming that the atomic density of the deposit is 100 atoms/nm3, β is 4.5
atoms/ion (Table 3.1). Secondary electron yield and secondary atom yield are 1.2
and 6, respectivly (Fig. 5.5). If the secondary electron dominates in IBID, α is 82.5
or 16.5 for the cases that the secondary electron or the secondary atom dominates in
IBID, respectively. They are surprisingly high numbers.

Precursor decomposition by heating first pillar during growth of the second one
might also explain the broadening. As heating of the growing pillar itself is small -at
most a few degrees- heating by conduction or radiation over a typical pillar separation
1 µm or more should have no observable effect. Also the primary beam can induce
additional growth of the first pillar. However, ions in the tail of the primary beam are
expected to increase the first pillar height, not its diameter. Scattering of primary
ions is mostly forward and therefore one would expect mainly broadening of the pillar
base, not the entire pillar. We conclude that the proximity effect is largely caused by
secondary particles.

Bending of our IBID pillars is not as great as that of EBID pillars [224, 225].
This difference is not surprising because both the Young’s modulus and the width
of IBID pillars are much higher than those of EBID pillars [111, 112]. The cause
of the bending is still under debate. Unlike Kislov [224] and Mitsuishi [225], we did
not observe a clear relationship between pillar bending and substrate conductivity.
However, both in our work and in [224] and [225], pillar broadening is always accom-
panied by bending. An explanation of the bending is the deformation caused by the

71



uneven stress on the first pillar surface due to the additional deposition at one side of
the pillar. Considering its unaffected width, it is unlikely that the increased height of
the second pillar on Si or Cu-coated Si is caused by scattered particles. There must
be a different mechanism at work.

Similarly, the effect of scattered particles also causes the existing He+ IBID pil-
lars to broaden and to bend towards to the newly grown pillars, as can be seen in
Figs. 3.26 and 3.27. Besides this similarity, the broadening of He+ IBID pillars is
less than Ga+ IBID pillars, whereas the bending is more pronounced. This can be
explained by the scattering of 25 keV He+ beam, which is much smaller than that of
30 keV Ga+, and by the fact that the He+ IBID pillar is 4 times narrower, respectively.

Effect of precursor coverage

The deposition rate of IBID depends strongly on the precursor gas coverage of the
substrate surface. As observed, the deposition rate is high when a scanning ion [243]
or electron [244] beam is moved towards the nozzle. Obviously, the precursor coverage
depends on the orientation of the surface with respect to the precursor gas flow. If the
surface of a growing structure is not fully exposed to the precursor flux, shadowing
occurs: the deposited volume under shadowing is smaller. For high deposits, such
as pillars, shadowing is almost inevitable (Fig. 3.21a). It is important to note that
the proximity effect still exists when shadowing is absent (Fig. 3.21b and Fig. 3.22a).
This proximity effect will be explained below.

From the ratio between the diameter of the nozzle and of the pump inlet, we
estimate that the local pressure at the outlet of the nozzle is in the range of 10−2-
10−3 mbar. According to the kinetic gas theory, the corresponding mean free path
of (CH3)3Pt(CP CH3) precursor molecules at room temperature is roughly 1-10 mm
(see Section 1.3.2). The deposition site was 450 µm from the outlet. Therefore, most
molecules do not encounter a gas phase collision before impinging the surface. Some
molecules that impinge the existing first pillar are reflected. Others are adsorbed first
and then desorbed. These re-entering molecules contribute to the local pressure of the
precursor gas near the growing pillar. Assuming uniform reflection and desorption
intensities and neglecting dependencies on the polar angle θ, the fraction of molecules
that leave the first pillar and reach the growing one is approximately ∆Φ/2π =
D/2πL. The extra flux of these molecules can enhance the precursor coverage on
the growing pillar, thus increasing the growth speed. The curve in Fig. 3.23a is
a fit of γD/2πL, where γ being a fitting parameter. Agreement is found for γ =
1.45. Because this value is relatively large -even larger than unity- we conclude that
reflection or desorption of precursor molecules constitute a secondary flux that can
have a substantial influence on the growth rate of the growing pillar.

The surface diffusion is short-ranged (<100 nm) [244]. Therefore, we conclude
that molecules diffusing between the pillars across the substrate surface play a minor
role in the precursor coverage enhancement of the growing second pillar. Neverthe-

72



less, an accurate estimation of the contributions of all these effects -molecule direct
impingement and reflection, adsorption, desorption, and diffusion- requires further
study [244].

The effect of the precursor coverage can also explain why the second He+ IBID
pillars become slightly taller.

Effect of charging

The similarity between pillars grown on bare Si and on Cu-coated Si indicates that
the conductivity of Si is sufficient to carry away the surface charges during IBID.
However, the charging situation on Si3N4 is very different. During IBID pillar growth,
the growing pillar is positively charged due to the impingement of positive ions and
the emission of secondary electrons [209]. The insulating substrate, however, captures
electrons that are emitted from the pillar or released in the inevitable ion-gas phase
collisions. Therefore, the substrate is negatively charged with respect to the pillar.
The unequal charge distribution on the equipotential surface of the conductive pillars
affects the secondary electron emission [209]. Secondary electrons are preferably
emitted from the central area of the top of the pillar, where the positive charge den-
sity and, thus, the surface energy barrier are lowest. As fewer electrons are emitted
from the sidewall, the pillars on an insulating substrate grow faster in height and
slower in width [209]. Moreover, the base of a pillar grown under charging conditions
has a complex shape, which is possibly caused by a temporary FIB drift during the
initial charge buildup [209]. As the growing pillar on Si3N4 is positively charged,
some emitted secondary electrons are attracted back to the pillar and fewer arrive
at the nearby first pillar. This sensitivity to charging suggests that the secondary
electrons play an important role in the additional growth nearby. It explains why
the broadening of the first pillar is much less on Si3N4 than on Si. Moreover, the
charging effect can also explain the twisted shape of neighboring pillars on Si3N4. At
the beginning of growth, both pillars have the same charge but repulsion force bends
them apart. In the upper half of the pillar, the bending direction is reversed, possi-
bly because the initial bending of the pillar resulted in the end of the pillar shifting
under the fixed ion beam, so the deposition shifted to the side closest to the first pillar.

The clearly different base shapes, heights and surface roughness of two neigh-
boring pillars indicate that the surface charging was reduced due to the presence of
the first pillar (Fig. 3.24b). We conclude that the second pillar becomes shorter and
rougher because there was less charging (Fig. 3.24a). The effect of charging on IBID
pillar growth can also be seen in Fig. 3.25c: not only another pillar but also a nearby
Pt line can reduce charging during growth considerably.

The reduced charging suggests that transport of electrons between two neighboring
pillars takes place. The chance that electrons flow through the insulating Si3N4

membrane is very small. However, they can travel through the vacuum from the first
pillar to the growing one. We note that IBID pillars can work as field emitters [123,
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128]. Alternatively, for insulators with secondary electron emission coefficients greater
than unity, a succession of electron collisions can result, in effect, in electrons skipping
across the surface [245].

3.7 Conclusions

This chapter discusses the study of a detailed optimization of growth conditions of
Ga+ and He+ IBID, which are required to fabricate nanopillars in a controllable and
reproducible manner. Deposition depends on the densities of the precursor molecule
and the ions in the irradiated area. The situation of the depletion and replenishment
of the precursor molecule in the irradiated area determines the morphology of the
IBID pillar. According to the continuum model proposed by Utke [88, 183] and a 3D
Monte Carlo simulation work by Smith et al. [207], the general conclusion is that a
higher vertical growth rate and better resolution of the IBID pillar can be achieved
with better replenishment or less depletion of the precursor. Our experimental results
provide the evidence that the vertical growth rate and the resolution indeed increase
with better replenishment by increasing local precursor pressure, decreasing substrate
temperature, or increasing ion beam refreshment time. Alternatively, the vertical
growth rate and the resolution increase due to less depletion by decreasing the ion
beam dwell time or decreasing the ion beam current. In the case of Ga+ IBID pillars,
the smallest width of about 140 nm has been achieved and a vertical growth speed
of about 20 nm/s. Compared to Ga+ IBID pillars, He+ IBID pillars have similar
deposition yields, but a vertical growth rate that is 10 times higher. Furthermore,
the He+ IBID pillars are about 3 to 4 times narrower. In conclusion, helium ion mi-
croscopy (HIM) offers a more promising alternative technology for direct fabrication
of 3D nanostructures.

Furthermore, the formation of irregular sidewalls and halos in Ga+ IBID has been
investigated by comparing pillars grown on conductive and insulating substrates. Less
irregular sidewalls and smaller halos have been observed on the insulating substrates
where charging is supposed to happen. The analysis of the observed sensitivity to lo-
cal charging shows that there are two factors involved in IBID that can be influenced
by the surface charging: secondary electron emission and aggregation of polarized
or charged precursor molecules. It leads to two explanations for the formation of
the irregular sidewalls: either it is caused by the deposition induced by secondary
electrons emitted from the growing structures or by the non-perfect smooth surface
due to the sputtering process. The latter one seems more likely considering He+

IBID and EBID pillars are smooth where the sputtering is negligible. The halos are
caused by the scattering secondary particles from the growing pillar. Nevertheless,
this study suggests a new method to prevent the irregular sidewalls of Ga+ IBID
structures via the application of a local electric field near the irradiation point.

Finally, the proximity effects in Ga+ IBID of nanopillars grown on conducting
bulk Si and on an insulating Si3N4 membrane have been discussed. When two pillars
are grown next to each other with a separation of hundreds of nanometers or a few
micrometers, the diameter, height, and shape of the first grown pillar are affected
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as well as these properties of the second pillar. I conclude that the changes of the
first grown pillar are caused by the additional deposition induced by the scattering of
secondary particles from the growing second pillar. Deposition by secondary particles
in the proximity of the ion beam impact site can significantly exceed the deposition
at the impact site itself. The changes of the second pillar on Si result from the en-
hancement of its precursor gas coverage, whereas on Si3N4 they result from variations
in substrate charging. The observed similar proximity effects in He+ IBID on bulk Si
can also be explained by the scattering of particles and the enhanced precursor gas
coverage. The only difference lies in the extent of the change of the pillar dimension.
The smallest separation to avoid the proximity effect for He+ IBID is 500 nm which
is much smaller than the 3 µm for Ga+ IBID. This difference is mainly due to the
different scattering of He+ beam and Ga+ beams.

The above three paragraphs summarize the conclusions of three different aspects of
IBID pillar growth discussed in this chapter: process dependences, formation of rough
sidewall and halo, and the proximity effect. In fact, these three aspects are all about
the interplay among the factors involved in IBID (the primary ions and secondary
atoms and electrons, precursor gas coverage, and the substrate condition) under dif-
ferent conditions. Our work shows that a better understanding of this interplay is
helpful to fabricate an IBID pillar in a desirable way.

75



76



Chapter 4

Fabrication and

characterization of IBID

nanopores

4.1 Abstract

The previous chapter discussed nanopillar growth by ion-beam-induced deposition
(IBID). It would be very interesting if IBID could also fabricate negative patterns such
as nanopores, especially considering the wide applications of nanopores in nanoscience.

Section 4.2 introduces the research topics. Section 4.3 presents the experimental
procedure for the experiments described in Sections 4.4-4.5.

Section 4.4 explains how to fabricate sub-10-nm-diameter nanopores in a Si3N4

membrane by a deposition technology: IBID. Two typical precursor gases repre-
senting conductive (CH3)3Pt(CpCH3) - CPC for short and insulating Tetra Ethyl
Oxysilane - TEOS for short are used. Pores are formed by exploiting the compe-
tition between sputtering and deposition during Ga+ IBID. The pore diameter can
be controlled by carefully adjusting the ion beam and gas exposure conditions. As
observed, at the beginning a relatively large pore is formed then shrinked. The
final pore diameter 5.5 nm is well below the limit that can be achieved by Ga+

focused ion beam (FIB) milling alone. As demonstrated, one does not need any
special preparations and successive treatments to fabricate sub-10 nm nanopores by
IBID. Apart from the simplicity and the speed-a few seconds per pore-, another ad-
vantage of this method is a broad choice of material of the deposit and the membrane.

The work presented in this chapter has been published as (1) P. Chen, M-Y. Wu, H. W. M.
Salemink, and P. F. A. Alkemade, Nanotechnology 20, 015302 (2009). (2) M-Y. Wu, P. Chen, P. F.
A. Alkemade, H. W. M. Salemink, and H. W. Zandbergen, accepted by Micro.
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Section 4.5 discusses the characterization of IBID nanopores, which is required
for functionalization of these nanopores. For this purpose, three-dimensional (3D)
electron tomography, EDX and EELS analysis are used to measure the changes in
chemical composition and shape of the pores after their formation and at various
stages of pore shrinkage. Pore formation and shrinkage are shown to be due to a shift-
ing competition between IBID and material sputtering during ion-beam exposure.
The chemical distribution at the rim of the nanopore is dependent on the precursor
gases used: CPC forms a thin carbon layer with small embedded Pt particles at
the top and inner surfaces of the nanopore, whereas TEOS forms SiOxCy with Ga
particles dispersed at the rim of the nanopore. Furthermore, SRIM simulation shows
that forward and backward sputtering depend differently on membrane thickness,
which can also play a role in pore formation and shrinkage.

This chapter concludes by demonstrating that sub-10-nm-diameter nanopores can
be fabricated by a single IBID step and that we have learned the chemical compo-
sition and geometric shapes at various stages of the growth in detail. Nevertheless,
more efforts will still be required to functionalize IBID nanopores in the future.
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4.2 Introduction

Nanopores have important applications in many fields of nanoscience, e.g. for sensing
a single DNA molecule [246, 247], for localizing molecular-scale electrical junctions
and switches [248, 249], for fabricating point contacts [250, 251] and nanoelectrodes
in electrochemistry [252] or for measuring 3D intensity profiles of laser focuses [253].

For simple pore fabrication, direct FIB milling of a thin membrane is commonly
used. With a 5-nm-diameter (FWHM) ion beam, Gierak et al. fabricated sub-5-
nm-diameter pores in a 20-nm-thick ultrathin SiC membrane [36]. Using a signal
feedback from an ion detector below the membrane, Patterson et al. fabricated 18-
nm-diameter pores in a thick Si3N4 membrane [254]. However, it is generally believed
that fine-tuning of the pore size by FIB milling is difficult, and the resolution that can
be achieved is limited by the beam diameter, beam shape and re-deposition, especially
for thick membranes [36, 255]. Pores in Si3N4 or SiO2, which were initially fabricated
by FIB milling or electron beam lithography, shrunk or grew upon exposure with
a low-energy ion beam [256] or a high-energy electron beam [257]. The assumed
mechanism is mass flow driven by surface tension. Feedback from an ion detector
below the membrane [256] or visual feedback in a transmission electron microscope
(TEM) [257] allows fine-tuning of the pore diameter with sub-nanometer resolution.
Lo and Biance shrunk FIB-milled pores in SiN by subsequent FIB scanning [258, 259].
Chang used scanning electron microscopy (SEM) scanning to shrink pores in Si and
SiO2, which were fabricated by micromachining [260]. Wu used laser heating to shrink
mechanically punctured holes in thermal plastics [261]. Despite the extensive use, the
mechanism of surface-tension-driven mass flow in pore shrinkage during broad-area
beam scanning is still not yet fully understood [260, 262]. FIB-milled pores can also
be shrunk by thin-film deposition on prefabricated pores, either by IBID [263–265],
electron-beam-induced deposition (EBID) [266], low-pressure chemical vapor depo-
sition (LPCVD) [255], or atomic layer deposition (ALD) [267, 268]. However, the
control of the final pore size is not straightforward. For instance, Schenkel et al.
observed that the larger one of two initial pores became into the smaller one during
thin-film deposition [263]. They attributed this effect to differences in the local supply
of the precursor molecules.

Despite the large variety of pore fabrication techniques, it is still very desirable to
develop simpler and faster methods. In this chapter, we report a new method for the
fabrication of sub-10-nm-diameter nanopores in a fast, single IBID step. We employed
two very different precursor gases, (CH3)3Pt(CpCH3) for metal (Pt) deposition and
TEOS for insulator (SiO2) deposition. The essence of our method is to control the
dynamic balance between sputtering and deposition involved in IBID. This can be
achieved by adjusting the standard IBID parameters.

Furthermore, using TEM we measured the 3D structure and composition of the
IBID nanopores, which must be known in order to functionalize nanopores. Our
TEM results support the pore formation mechanism as proposed above and outlined
for the first time the 3D chemical distribution of nanopores fabricated by FIB milling
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and IBID.

4.3 Experimental

(CH3)3Pt(CpCH3) was used as precursor for Pt deposition and TEOS for SiO2 depo-
sition. The Ga+ IBID experiments were performed in two FEI dual beam systems,
a STRATA DB235 for Pt deposition and a NOVA 600 for SiO2 deposition. The
substrate was a double-polished Si wafer with 45-nm-thick Si3N4 top and bottom
layers and a 400×400 µm2 Si3N4 window at one side. The Si3N4 membrane was
deposited by LPCVD at oC. A 30 keV focused Ga+ beam at normal incidence was
used. The beam currents were 1, 8, 10 and 13 pA. The FWHM of the incident beam
is 10 nm (1 pA) and 12 nm (8, 10 and 13 pA). In the STRATA DB235, the chamber
pressure was 2.3×10−6 mbar during IBID and the background pressure was <1×10−7

mbar. In the NOVA 600, the pressures were 1.1×10−5 mbar and 4.3×10−6 mbar,
respectively. The nominal pumping speed is 250 l s−1 for nitrogen (as provided by
FEI). Assuming that this value can be used for the precursor gas as well, the flow rate
is thus about 1 × 10−3 scc s−1. To ensure a constant precursor supply, the precursor
was always introduced into the chamber at least 60 s before the ion beam. To reduce
sample charging effects, first a few conductive Pt lines were deposited by IBID on the
Si3N4 membrane. These lines connect the insulating Si3N4 membrane window to the
bulk Si. Arrays of 16 pores were fabricated between these Pt lines. The ion beam
was cycled continuously between these 16 spots. This procedure ensured sufficient
precursor refreshment time, i.e. 15 times the beam dwell time (0.1 ms to 2.0 ms for
Pt deposition; 0.1 ms to 5.0 ms for SiO2 deposition) on each single spot. The total
exposure time equaled the dwell time multiplied by the number of executed cycles.
On the same sample, a series of pore arrays was fabricated with either different dwell
times or different exposure times. We studied the pore formation as a function of
ion beam current, dwell time and exposure time. After fabrication, the sample was
transferred to a TEM for imaging. Imaging of the Pt deposits was performed in a
field emission Philips CM200 TEM and of the SiO2 deposits in a FEI Tecnai (S)TEM.
Both TEMs operated at an accelerating voltage of 200 kV.

Nanopores were characterized a FEI Tecnai (S)TEM for electron beam tomogra-
phy, energy filtered transmission electron microscopy (EFTEM), and EDX analysis.
EFTEM images were recorded using a 5-mm-high resolution Gatan image filter
(HRGIF) entrance aperture, a 10 eV window for carbon K-edge acquisition, and a 2
eV window for Ga plasmon peak acquisition. EDX analysis was performed in STEM
mode with a spot size of about 0.5 nm. Single-axis tilt series of 141 images were
acquired from -70o to 70o with a tilt increment of 1o. A software, namely IMOD [269]
was used to make 3D reconstructions of these tilt series. A pixel size of 0.5 nm was
obtained for the final images. Nanopores were put into TEM directly without any
treatment for normal imaging and pore size checking. A 40-s oxygen plasma cleaning
(25% oxygen and 75% argon) was performed before placing the samples into TEM
for 3D electron tomography and EDX analysis to avoid contamination. No change in
specimen was observed by TEM after the oxygen plasma cleaning.
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4.4 Fast single-step fabrication of nanopores by

IBID

4.4.1 Beam current dependence of nanodot or nanopore fab-

rication on a Si3N4 membrane

With a low current of 1pA, only Pt dots were obtained (Fig. 4.1a). With 8 pA,
pores formed in the center of the dots (Fig. 4.1b). With 24 pA, the pore diameter
was considerably larger (not shown). In the results of Figs. 4.2 to 4.4, an ion beam
current of 8 pA was chosen for Pt deposition and 13 pA for SiO2 deposition.

4.4.2 Dwell time dependence of nanopore fabrication with

CPC and TEOS precursors

To investigate the dwell time dependence of the pore diameter, a constant exposure
time of 4 s per pore for Pt deposition and 2 s per pore for SiO2 deposition was chosen
(Fig. 4.2). In both cases, the pore diameter increases with increasing dwell time. This
trend decelerates for long dwell times. With short dwell times (< 0.3 ms), no pores
formed. With medium dwell times (0.3 - 1.0 ms), the pore diameter increases rapidly,
whereas with long dwell times (> 1.6 ms for Pt and > 3.0 ms for SiO2 deposition),
the pore diameter stabilizes.

4.4.3 Exposure time dependence of nanopore fabrication with

CPC and TEOS precursors

To investigate the exposure time dependence of the pore diameter, a medium dwell
time of 0.5 ms was chosen for Pt deposition and 1.0 ms for SiO2 deposition. The
results are shown in Fig. 4.3. At the early stage of exposure, the membrane was
opened very rapidly (< 0.5 s for Pt and < 1.0 s for SiO2 deposition). Then the
pores closed slowly with increasing exposure time until they became fully closed (at
18 s for Pt deposition). The closing slows down with decreasing pore diameter. The
smallest pore diameter was 11 nm for Pt deposition and 5.5 nm for SiO2 deposition.
For comparison, the diameter of several FIB milled pores is also shown in Fig. 4.3a.
Initially (≤ 1 s), these FIB pores grew very rapidly until the pore diameter exceeded
100 nm.

81



Figure 4.1: Ion beam current dependence of pore formation. SEM top views of Pt
deposits on a 45-nm-thick Si3N4 membrane, fabricated (a) with 1-pA 30-keV Ga+,
only dots have formed; (b) with 8-pA 30-keV Ga+, a pore has formed in the center
of the dot. (Dwell time is 1 ms and total exposure time is 1 s per dot.

4.4.4 Investigation of the geometry of IBID nanopores

An investigation of the geometry of the nanopores is helpful both to understand the
pore formation and to explore their possible applications. Assuming a cylinder shape
and using geometric formulas, we measured the pore length of the pores fabricated
by Pt deposition by comparing 30o tilted TEM views with top views (Fig. 4.4b and
c). We observed that the pore length increases with decreasing pore diameter. This
trend accelerates when the pore diameter falls below 20 nm (Fig. 4.4a).

4.4.5 Discussion

We have observed that nanopores as small as 5.5 nm in diameter can be fabricated
in a single-step IBID process. We found that the pore diameter can be controlled by
adjusting the beam current, dwell time, or exposure time. It is well known that sput-
tering and deposition occur simultaneously in IBID. Sputtering is usually regarded
as a negative factor that reduces the deposition rate and, therefore, most attention
so far has been paid to suppressing sputtering during IBID. This work shows that
sputtering can also be useful in IBID. However, exploration of new applications re-
quires a better understanding of the relationship between sputtering and deposition.
Mechanisms involved in IBID are depositions by (I) primary ions, (II) sputtered
atoms, and secondary electrons [188, 222], see Fig. 4.5. Each mechanism has its
own specific reaction zone around the impact site (Fig. 4.5a). The reaction zone of
incoming primary ions (I) is comparable to the beam size. Secondary (sputtered)
atoms and secondary electrons can travel a long distance in the solid before emission
(II). In this work we exploited the competitions between sputtering and deposition in
the various reaction zones to control the shape of the deposits. Control was achieved
by adjusting one of the following three standard IBID parameters: beam current,
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Figure 4.2: Dwell time dependence of pore formation. (a) Pore diameter versus dwell
time for Pt or SiO2 depositions, with 8-pA or 13-pA 30-keV Ga+ and exposure time
of 4 s or 2 s per pore, respectively. TEM top views of Pt deposit with dwell times
of (b) 0.1 ms (no pores formed), (c) 2.0 ms (a central pore formed); (d) SiO2 deposit
with a dwell time of 5.0 ms.
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Figure 4.3: Exposure time dependence of pore formation. (a) Pore diameter versus
exposure time. Pt or SiO2 depositions with 8-pA or 13-pA 30-keV Ga+ and dwell
times of 0.5 ms or 1.0 ms, respectively; TEM top views of (b) a FIB milled pore with
an exposure time of 0.5 s per pore; pores fabricated by Pt deposition with exposure
times of (c) 0.5 s, (d) 11 s per pore; by SiO2 deposition with exposure times of (e)
1.0 s, (f) 12 s, and (g) 15 s per pore.
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Figure 4.4: Pore shape.(a) Measured pore length versus pore diameter. Pt deposits
with 0.5 ms dwell time and various exposure times. The 11-nm-diameter pore must
be at least 20 nm long because it was invisible in the 30o tilted TEM image; TEM
(b) top view of an 18-nm-diameter pore; (c) tilted view of the pore in (b).

dwell time or exposure time. Indeed, complex structures such as doughnut-like de-
posits with a central tip (Fig. 4.5b) or with a central hole (Fig. 4.5c) have been
obtained in a single IBID step in spot mode by adjusting the dwell time [188]. Be-
low we propose a model that explains how these parameters affect the pore formation.

The sputtering yield Ys, expressed as the number of sputtered atoms per incident
ion, is independent of the ion beam density. On the other hand, the deposition yield
Yd, expressed as the number of deposited atoms per incident ion, depends on the
ratio between the ion beam density j and the precursor flux φ [184, 188, 198, 270].
For a fixed precursor flux, the deposition yield is independent of the ion beam density
for low values of j, but decreases above a critical ratio between j and φ. Hence, for
a low beam current in spot mode and a sufficient precursor flux, deposition domi-
nates over sputtering and only dot-like deposits form (Fig. 4.1a). In contrast, for a
sufficiently high beam current with the same gas flux and beam diameter, sputtering
dominates in the center of the deposit where the ion beam density is highest. Hence,
a central pore forms (Fig. 4.1b). Nevertheless, deposition by secondary electrons and
atoms [188, 222] dominates in the rim area, where sputtering by primary ions is low
or absent.

With shorter dwell times, smaller pores form (Fig. 4.2). We will discuss the dwell
time and ion-beam-density dependencies of the pore formation in terms of the sketch
in Fig. 4.6. In each cycle, adsorbed precursor molecules are consumed at the beam
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Figure 4.5: Balance between deposition and sputtering in IBID. Sketches of (a) ac-
tivity regions of different particles contributing to IBID: I incident primary ions, II
sputtered atoms and secondary electrons. Reaction zones of I, II and doughnut-like
structures with (b) a central tip, fabricated with a short dwell time (c) a central hole,
with a long dwell time.

spot during the beam-on step A. The adsorbed precursor layer is then refreshed
during the beam-off step B. In our experiment the refreshment time is chosen to
be long enough so that the precursor surface coverage θp saturates again before
the next cycle starts. The deposition yield Yd strongly depends on the precursor
surface coverage θp. In particular, it decreases during step A. Sputtering is caused
by ion-solid interactions. Therefore, the sputtering yield Ys is independent of the
precursor coverage; it remains constant during step A. For short dwell times (short
dashed lines in Fig. 4.6) the deposition yield exceeds the sputtering yield for most of
duration of step A. Nevertheless, averaged over the entire step A, Yd-Ys is positive
and, thus, a deposit forms. On average, sputtering dominates over deposition for
long dwell times (thick solid lines). The balance between deposition and sputtering is
delicate at medium dwell times. For the usual Gaussian-like beam profile, sputtering
can dominate in the center of the beam spot (thin solid line), whereas deposition
dominates in the rim (long dashed line). A small change in beam density or dwell
time can flip the balance. Indeed, Fig. 4.2a shows that the pore diameter varies
rapidly with dwell time just above a certain threshold.

For a dwell time just above the threshold, the membrane opens rapidly at the early
stage of beam exposure (see Fig. 4.3). The pores close again with increasing exposure
time. We discuss the opening and closing process as sketched in Fig. 4.7. Initially
(Fig. 4.7a) all ions interact with the membrane and therefore sputtering is strong.
There is some deposition in the rim area. After the membrane has been opened, most
ions pass through the pores without any interaction (Fig. 4.7b). However, the deposit
in the rim continues to grow. When the thickness L of the deposit increases, more
precursor molecules adsorb on the pore’s sidewall and more secondary electrons and
atoms are emitted. Both effects enhance the deposition yield at the pore’s sidewall.
Therefore, the pore closes after Fig. 4.7c. Note that the pore in Fig. 4.7d closes,
although it has the same diameter D as the pore in Fig. 4.7b. We presume that
deposition on the sidewall is caused mainly by secondary atoms and electrons; thus
processes II and III in Fig. 4.5. The closing slows down with decreasing pore diameter
until the pores are fully closed (Fig. 4.3a). Owing to the high beam current density
in the pore’s center, the net deposition rate at the sidewall decreases with decreasing
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pore diameter. Moreover, the increasing aspect ratio of the pore (Fig. 4.4) might
slow down the precursor supply to the pore’s sidewall, thus slowing down the closing
process even further. Actually, the slow rate of pore closing allows fine-tuning of the
pore diameter.

Figure 4.6: Sketch of dwell time dependence of pore formation. Step A: beam on. Step
B: beam off. θp: precursor surface density. Yd: deposition yield (which is proportional
to θp). Ys: sputtering yield (which is constant). Yd-Ys: net deposition. Short dashed
lines: short dwell times. Thick solid lines: long dwell times. The net deposition Yd-
Ys averaged over step A is positive for short dwell times (short dashed lines) and
negative for long dwell times (thick solid lines). At right: medium dwell time. The
beam current density affects the balance between deposition and sputtering: for a
higher density (thin solid) the average net deposition is negative, for a lower density
(long dashed) it is positive.

The smallest pore diameter achieved so far is 5.5 nm, which is less than 50% of
FWHM of the beam profile. Although it was possible to close a pore completely, it
is not certain that the diameter was well below 5 nm at any given moment. Further
investigations with preferably even smaller ion beams might reveal whether the bio-
logically important diameters below 2 nm are achievable.

The IBID method for nanopore fabrication has several advantages over current
techniques. It surpasses the main limitation for direct FIB milling, which is a rapid
widening of the pore diameter caused by the ion intensity in the tail of the beam
profile. A small variation in the membrane thickness [259] or a small instability
in the beam current can result in a pore that is either too shallow or too wide.
Contrary to the methods in which a wide pore is shrunk by successive processing
steps [255–268] our method is based upon a single processing step. Techniques that
are based on surface-tension-driven mass flow, such as ion-beam sculpting [256] and
electron-beam-induced drilling [257], have produced pores with diameters as small
as 2 nm. However, it is unclear whether these techniques can be applied to thick
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Figure 4.7: Sketch of the exposure time dependence of pore formation. (a)-(c): pores
open; (c)-(e): pores close. D and L: pore diameter and length, respectively; white
and shaded region: IBID deposits and membrane.

membranes and other materials as well. Our IBID method offers a broad choice of
materials and thicknesses for both the membrane and the deposit.

In most FIB instruments there is a limited choice of beam currents. To fabricate
small nanopores, the lowest current is preferred. The high sensitivity of the pore
diameter for the dwell time (Fig. 4.2a) hinders fabrication of very small pores by
optimizing the dwell time. Probably the best approach for fabrication of pores with
a required diameter is to select a dwell time just above the steep rise in Fig. 4.2 and
to optimize the exposure time. A valuable option is a feedback system -such as an
ion detector or a Faraday cup below the membrane- to stop the fabrication process
when the required diameter is reached. Interestingly, the diameter of the smallest
pores achieved in this work is less than half the ion beam diameter. The use of an
even smaller beam [36] might make fabrication of 1 nm pores feasible.

4.5 TEM study of nanopores fabricated by IBID

4.5.1 EDX & EFTEM analysis and 3D electron tomography of

nanopores fabricated by FIB milling and by IBID with

CPC precursor

Fig. 4.8 shows TEM images of nanopores fabricated with a 12-nm-diameter Ga+ FIB
without gas and with CPC gas. Continued irradiation with the Ga+ FIB without
precursor gas leads to a continuous increase of the pore size if no precursor gas is
used (Fig. 4.8a; note that the image sequence is not shown). In contrast, it leads to a
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Figure 4.8: TEM images of nanopores fabricated by a 12-nm-diameter, 8-pA, 30-keV
Ga+ FIB with and without CPC gas for different exposure times in a 45-nm-thick
Si3N4 membrane. (a) without precursor gas; exposure time: 0.4 s; pore diameter:
78×51 nm. (b) With CPC gas; exposure time 0.4 s; pore diameter: 33 nm. (c) With
CPC gas; exposure time: 4 s; pore diameter: 21 nm. (d) High-resolution electron
microscopy image of a pore made under the same experimental conditions as in (c).
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pore size decrease if CPC is used (Fig. 4.8b-d). The nanopore fabricated without gas
and at 0.4 s exposure time is 65 nm in diameter (Fig. 4.8a), whereas the one fabricated
with CPC gas is 33 nm in diameter at the same exposure time (Fig. 4.8b). When
the exposure time is increased to 4 s, the diameter of the latter nanopore decreases
to 21 nm (Fig. 4.8c). The smallest pore size observed is 11 nm for an even longer
exposure time. Concurrently with pore shrinkage, changes in the image contrast
around the pore are observable. There is an increase in the width of the dark rim
around the pore, indicating a continuous incorporation of a heavy element. In the
high-resolution electron microscopy (HREM) image of a 20-nm-diameter nanopore
(Fig. 4.8d), one can see that a thin layer with small crystallized particles formed at
the edge of the pore. Furthermore, crystals formed next to this layer (see also the 3D
electron tomograms in Fig. 4.10).

Fig. 4.9 shows the EDX line scans across three nanopores, fabricated without gas
(Fig. 4.9a) and with CPC precursor gas (Figs. 4.9b,c). The elemental distributions
of Si, N, Ga, Pt, and C near these pores as well as various element ratios are given.
The N/Si ratio for the pore made without gas is constant up to the edge of the pore.
This composition differs from pores made with an electron beam, where more N is Si
is lost [262]. Note that the rim of the nanopore contains also Ga and traces of C. The
two nanopores made with a gas exhibit the elements Ga, C, and Pt over a large area-
up to more than 150 nm from the edge. Ga is found near all these three pores, but
it has different densities depending on the exposure time and the material (note that
the thickness and chemical composition of the film change during deposition). For
the short exposure time (Fig. 4.9b), the N/Si ratio is nearly constant up to the edge
of the nanopore, but it is substantially lower for the longer exposure time (Fig. 4.9c).
This shows that Si as well as N diffuses to the area of the deposited material, causing
the nanopore to shrink. In both nanopores fabricated with gas, there is a distinct
gradient in the Pt/C ratio at the very edge of the nanopores. Additionally the Pt/C
ratio in Fig. 4.9c is constant in a range of 20-60 nm from the edge of the nanopore.

To determine the 3D shapes of the nanopores, 3D reconstructions of single-axis
tilt series of 141 TEM images were performed by IMOD software. Fig. 4.10a shows
the results for the nanopore fabricated without gas, whereas Figs. 4.10b and c show
those for the nanopore fabricated with CPC gas. For each nanopore, one X Z slice (Z
is the ion beam direction) is shown in Figs. 4.10a-c and three X Y slices are shown
in Figs. 4.10a-c.1-3 (positions of X Y slices are marked by the crosses in Figs. 4.10a,
b, c). The ion beam current used for these nanopores is 10 pA, which is larger than
that for the pores shown in Figs. 4.8 and 4.9. Therefore, the pores in Fig. 4.10 are
larger. The differences in pore shape and in the distribution of the material and shape
can be seen in the various slices. The main components are drawn schematically in
Figs. 4.10a-c.4, respectively.

When a nanopore is fabricated without gas (Fig. 4.10a and Fig. 4.10a.1-3), the
sidewall is rounded (like the inside of a donut), but not mirror-symmetric about the
plane of the middle of the membrane (half plane). Small black dots are visible in
all slices, indicating the presence of small particles dispersed over the inner surface
of the nanopore (layer a1 in Fig. 4.10a.4). EDX analysis revealed that they are
Pt-rich. This is remarkable because the pore was made without gas. Probably the
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Figure 4.9: EDX analysis of nanopores of different sizes fabricated by a 12-nm, 8-pA,
30-keV Ga+ FIB with and without CPC gas in a 45-nm-thick Si3N4 membrane. (a)
∼60-nm-diameter nanopore fabricated without gas. (b) ∼40-nm-diameter nanopore
fabricated with CPC gas and exposure time 0.25 s (c) ∼20-nm-diameter nanopore
fabricated with CPC gas and exposure time 4 s (d-f) are atomic ratios of N/Si, Pt/Si,
Ga/Si and Pt/C for (a-c), respectively.

unintentional Pt deposition is due to some gas residue after the Pt line deposition at
the beginning of the experiment.

Nanopores fabricated with CPC gas using the same short exposure time of 0.4 s
show a similar asymmetry about the half plane, but the pore size is smaller and the
composition is different (Figs. 4.10b and b.1-3). A ∼5-nm-thick layer with embedded
Pt particles is present over the top and inner surfaces of the nanopore (layer b1
in Fig. 4.10b.4). Beneath this layer, one can observe a region with large contrast
variations laterally and vertically (Figs. 4.10b.1-4). In slice 1, small ∼3-nm-diameter
spherical particles with low scattering density can be seen in the dark rim. EFTEM
analysis shows that they are highly C-rich. Some of these C-rich particles are not
homogeneous; apparently they contain 1 to 2-nm-diameter Pt particles. In slices 2
and 3, the C-rich particles have merged and are located primarily 20-40 nm from the
edge of the pore. The region of dark contrast near the edge of the pore (layer b3 in
Fig. 4.10b.4) is Pt-rich, as confirmed by EDX. Additionally, a ∼1-nm-thick, highly
Pt-rich layer is present on the sub-inner surface (layer b2 in Fig. 4.10b.4).

For the longer exposure time, the deposited layer gets thicker, resulting in a
smaller nanopore (Fig. 4.10c.1-4). Moreover, the shape of the nanopore changes. The
membrane bends along the direction of the ion beam, whereby the deviation from
the half plane starts at a distance of 50 nm from the edge of the nanopore. Similar
to the 65-nm-diameter nanopore fabricated with the shorter exposure time, a thin
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Figure 4.10: Slices from 3D reconstructions of three nanopores fabricated by a 12-
nm-diameter, 10-pA, 30-keV Ga+ FIB with and without CPC gas in a 45-nm-thick
Si3N4 membrane. (a) ∼80-nm-diameter nanopore fabricated without gas. (b) ∼65-
nm-diameter nanopore fabricated with CPC gas. (c) ∼50-nm-diameter nanopore
fabricated with CPC gas. The crosses in a, b and c mark the cutting heights for the
slices in a.1 to c.3. The dots outline the surface of the nanopore. The inset shows the
surface reconstruction image of the nanopore given in (a). The observed structure is
explained in the lowest panel (a.4-c.4).
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layer of C with embedded Pt particles is present at the top and inner surface, but in
this case, it is ∼2.5-nm-thick (layer c1 in Fig. 4.10c.4). Beneath this layer, there is
also a region with large lateral and vertical contrast variations, similar to that of the
65-nm-diameter nanopore but of different sizes (Fig. 4.10c.1-3)). We assume that the
small C-rich spheres have merged, resulting in a large C-rich annular ring as shown
in slice c.2. The small dark particles are positioned in a shell shape, which could be
due to the merging of the C-rich particles. Secondly, unlike for the 65-nm-diameter
nanopore, the region with dark contrast (layer c3) exists only at the upper part of the
nanopore. The sub-inner surface (layer c2 in Fig. 4.10c.4) of this nanopore is similar
to that of the 65-nm-diameter nanopore.

4.5.2 EDX & EFTEM analysis of nanopores fabricated by

IBID with TEOS precursor

Fig. 4.11 shows TEM images of the nanopores fabricated by 12-nm Ga+ FIB without
gas (Fig. 4.11a) and with TEOS gas (Figs. 4.11b-c). Fig. 4.11b and 4c show 44 and
7.6-nm-diameter pores, obtained with 1 and 12 s exposure times, respectively. The
smallest pore size observed is 5.5 nm in diameter for a longer exposure time. With
TEOS, the rim of the pore shows a contrast similar to that without a gas (Fig. 4.11a),
but with additional dark particles 2 to 7 nm in diameter. EFTEM analysis (Fig. 4.12)
shows that they are highly Ga-rich. The size of these particles does not depend on
the exposure time. Fig. 4.12 also gives EDX analysis results. As previously shown
for CPC gas, the composition of the deposited material varies with the distance to
the edge of the nanopore. The O/C ratio at the edge of the nanopore is higher than
that farther away from the edge. However, unlike with CPC, Ga is incorporated in
the film in the form of Ga-rich particles. The EFTEM image of Fig. 4.12b confirms
this observation.

Figure 4.11: TEM images of nanopores fabricated by a 12-nm-diameter, 13-pA, 30-
keV Ga+ FIB with and without TEOS gas for different exposure times in a 45-nm-
thick Si3N4 membrane. (a) Without precursor gas; exposure time: 1 s; pore diameter:
88 nm (b) With TEOS; exposure time: 1 s; pore diameter: 44 nm (c) With TEOS;
exposure time: 12 s; pore diameter: 7.6 nm (note: the scale bar is 10 nm).
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Figure 4.12: Conventional bright-field TEM image and the correspondent Ga energy-
filtered TEM image of a 65-nm-diameter nanopore fabricated by a 12-nm-diameter,
10-pA, 30-keV Ga+ FIB with TEOS gas in a 45-nm-thick Si3N4 membrane. (a)
Conventional bright-field TEM image. The white arrows indicate the positions where
EDX were taken. The obtained O/Si, N/Si, Ga/Si and C/Si atomic ratios x, y, z, w
at that position are given as SiOxNyGazCw. (b) Ga energy-filtered TEM image.

4.5.3 SRIM simulation

Figure 4.13: Sputtering yield of a 30-keV Ga+ ion in Si3N4 calculated by SRIM code
as a function of sample thickness.

To better understand nanopore formation, the interaction of 30-keV Ga+ ions with
Si3N4 was simulated using the stopping and range of ions in matter (SRIM [163])
code. We assumed a density of 3.44 g/cm3. Fig. 4.13 plots the calculated back-
ward and forward sputtering yields as a function of sample thickness. Clearly, the
backward sputtering yield is nearly constant, whereas the forward sputtering yield
depends strongly on sample thickness.

4.5.4 Discussion

One can make sub-10-nm-diameter nanopores by combining FIB milling and IBID
using TEOS or CPC as precursor gas. The final pore diameter decreases with in-
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creasing gas exposure time. The formation sequence of a narrow nanopore is as
follows: (1) formation of a small nanopore by FIB milling; (2) pore widening by
continued milling; (3) pore shrinkage by IBID. Note that in this sequence, the ex-
ternal parameters such as beam intensity, focus, and gas supply are kept constant.
An obvious caveat with regard to this process is why one needs deposition as the
pore is small to begin with. In other words, how is it possible to make a small
nanopore by first etching and then deposition without changing the beam and gas
conditions? As put forward in the previous section, the most plausible explanation
is the competition between sputtering and deposition during the various stages of
the fabrication process. During the formation of the initial small nanopore, little
material is deposited on the 45-nm-thick membrane, especially at the center of the
illuminated area. Thus the presence of the gas hardly affects the etching process in
that area. In the beginning, the substrate atoms are mostly sputtered away from the
top surface because the ions do not reach the bottom surface. After milling 17 nm
deep, the membrane reaches a thickness of about 28 nm, where forward sputtering
starts to dominate over backward sputtering (Fig. 4.13). When the sample thickness
is 10 nm, the forward sputtering yield is almost 6 times higher than the backward
sputtering yield, which implies that the nanopore is created suddenly, followed by a
very rapid increase in width, especially when FIB has a large diameter. Thus, given
the size of the FIB (10-12 nm), a sub-10-nm-diameter pore is very difficult to make.
However, the large nanopore can be shrunk to a small size with further exposure if a
gas is present. With longer exposure time, more material is deposited on the surface
of the membrane, thus increasing the thickness and reducing the forward sputtering
yield (see the thickness increase between Figs. 4.10b.4 and 4.10c.4). Consequently, it
gives rise to net deposition on the sidewall of the pore, and thus to pore shrinking.
Besides direct deposition by IBID, other atomic transport phenomena [256, 262] also
contribute to pore reduction and closure. As the diffusion of the surface atoms of the
initial membrane material, which account for the pore closure in a Si3N4 membrane
by a 3-keV Ar ion beam illumination in [256], lateral diffusion of Si and N were
also evidently found in the EDX elemental map in our case. Diffusion happens in
the deposits as well (see below). Moreover, it can be liquid-like as what was found
in the pore closure in SiO2/SiN membrane by an electron beam illumination [262].
In contrast to the creation of the nanopore, shrinkage by IBID is slow. Hence, the
shrinking process is more controllable than the actual creation process. Overall, the
present TEM analysis and the SRIM calculation support the mechanism of pore
formation put forward in the previous section.

One can make nanopores of any predetermined diameter in the range of ∼5 nm
to ∼50 nm with both gases. The disadvantage of this method, however, is that
the composition at various parts near the pore is very complex. With TEOS as
precursor gas, one obtains a SiOxCy-coated with Ga particles embedded in the rim
of the nanopore. For CPC the chemistry near the pore is even more complex. At the
bottleneck of the nanopore the material distribution from the surface to the Si3N4

membrane is as follows: (1) a 2 to 4-nm-thick C layer with Pt particles embedded in
the middle, (2) a ∼2-nm-thick highest Pt/C atomic ratio layer, (3) a medium Pt/C
atomic ratio layer, and (4) a high C composition layer. Tanaka et al. found Ga-rich
particles in SiO2 and c-Si samples after exposure to a 25 keV Ga+ FIB [271]. They
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attributed the formation of these Ga-rich particles to the low solid solubility of Ga
in SiO2 and Si. Selman et al. reported that carbon diffuses rapidly in heated Pt
membranes, although its solubility in Pt is very low (about 0.02 by weight at 1700
oC) [272]. Their results can explain the continuous change of the chemical structure
in the rim of the nanopore during IBID, where Ga+ ions serve as a driving force.

4.6 Conclusions

Accompanying deposition, sputtering always happens during IBID. In most cases,
sputtering is considered as a negative factor to be avoided as much as possible.
However, nothing is 100% negative as long as we know how to make use of it. As
demonstrated in this chapter, by carefully adjusting the standard IBID parameters
to control the balance of sputtering and deposition, one can fabricate interesting
structures, for instance, sub-10-nm-diameter nanopores. So far, the smallest pores
fabricated by IBID are 5.5 nm in diameter. Compared to state-of-the-art techniques,
the advantages of fabricating nanopores by IBID are clear. It is fast -a few seconds
per pore- and simple- only a single processing step is required. Arrays of thou-
sands of pores can be made within a reasonable time. However, the difficulties of
fabricating large amounts of pores are the membrane distortion under FIB bom-
bardment and the need for a homogeneous precursor distribution in a larger area.
Furthermore, the IBID pore fabrication method offers substantial freedom regarding
a broad choice of membrane and deposit material and thickness. Detailed 3D electron
tomography and composition analysis show that, in the proximity of the nanopore,
various regions with complicated chemical structures are present. The mechanism
of the pore formation is supported by a SRIM theoretical simulation and TEM results.

We foresee that further optimization of the IBID method will bring the impor-
tant range below 2 nanometers within reach. However, more efforts are required
to functionalize IBID nanopores. One difficulty could be the purity issue of the
IBID deposits, which is an intrinsic disadvantage of IBID. On the other hand, IBID
nanopores are potentially good candidates for applications that need a large amount
of nanopores but do not have high requirements with regard to purity, such as de-
vices for light transmission and manipulation. In this chapter, we used Ga+ IBID to
fabricate nanopores. In principle the novel helium ion microscope (HIM), which can
provide sub-nanometer He+ ion beam, should work better than Ga+ does. However,
in our first try we did not succeed to fabricate nanopores by He+ milling due to the
low milling rate and undesired deposition from contamination in the HIM chamber.
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Chapter 5

Multiple mechanisms of IBID

5.1 Abstract

As shown in the previous two chapters, ion-beam-induced deposition (IBID) is capable
of fabricating three-dimensional (3D) nanostructures in a flexible manner. However,
to gain full control over the dimensions of the deposits, a detailed understanding of
IBID mechanisms is required. This chapter summarizes a series of our fundamental
research work to distinguish the roles of different mechanisms involved in the Ga+

IBID process. In addition, the mechanisms of Ga+ IBID, He+ IBID and electron-
beam-induced deposition (EBID) are compared.

Section 5.2 introduces the research topics. Section 5.3 presents the experimental
procedure for the experiments described in Sections 5.4-5.6.

Section 5.4 shows a significant contribution of secondary particles to Ga+ IBID by
comparing the volume of a deposited box inside a crater and near the sidewall of this
crater with that of the additional material deposited onto the sidewall. Section 5.5
discusses the investigation of two models that describe IBID in terms of the impact
of secondary electrons and of sputtered atoms, respectively. For this purpose, the
yields of deposition, sputtering, and secondary electron emission, as well as the energy
spectra of the secondary electrons were measured in situ during IBID as functions of
ion incident angle (0o − 45o) and energy (5 − 30 keV). The deposition yield and the
secondary electron yield have the same angular dependences but very different energy
dependences. However, this very different energy dependence cannot be explained
by the relatively small difference of the energy spectra of the secondary electrons
for different ion energies. Furthermore, it is unlikely that the deposition yield per
secondary electron (atoms/electron) can be as high as observed (>> 10). On the
other hand, within the investigated angles and energy ranges, the deposition yield is

The work presented in this chapter has been published as (1) P. Chen, H. W. M. Salemink, and
P. F. A. Alkemade, J. Vac. Sci. Technol. B 27, 2718 (2009). (2) P. Chen, P. F. A. Alkemade, and
H. W. M. Salemink, Jpn. J. Appl. Phys. 47, 5123 (2008)
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linearly related to the sputtering yield. The offset might be due to the contribution
of primary ions. These results indicate that the sputtered atom model describes Ga+

IBID better than the secondary electron model. Section 5.6 illustrates the contribu-
tion of primary ions. In spot mode by varying the current and dwell time of the ion
beam, a doughnut-like structure with a hole or a central tip was obtained, indicating
that primary ions probably also contribute to Ga+ IBID.

The results presented in Sections 5.4-5.6 are discussed and concluded in Section
5.7 and 5.8. In addition, the conclusion compares the mechanisms of Ga+ IBID,
He+ IBID and electron-beam-induced deposition (EBID) by reviewing the studies
discussed in this work and published in the open literature. It highlights that IBID
has to be explained by multiple mechanisms. Depending on the conditions, probably
a single mechanism dominates.
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5.2 Introduction

Owing to its high flexibility with respect to the shape and location of deposits, IBID
is becoming increasingly interesting as a powerful tool for prototyping 3D nanos-
tructures [108, 113]. We discussed the fabrication of nanopillars and nanopores in
the previous two chapters. However, the qualities of 3D nanostructures grown by
IBID, such as electrical and mechanical behaviors, are affected by various undesired
phenomena. For instance, a typical IBID nanopillar has a surrounding halo and a
rough sidewall (Fig. 5.1).

Figure 5.1: Typical pillar grown by IBID with a rough sidewall and a surrounding
halo (irradiated with Ga+ FIB in spot mode for 180 s; the energy and current were
30 keV and 1 pA respectively)

A detailed understanding of IBID mechanisms is required to gain full control over
the dimension and the composition of the deposits. Generally, IBID is considered a
very complex process with possible contributions from primary ions, sputtered atom
or ions, secondary electrons and thermal spikes [222]. However, the corresponding
studies are still limited despite the fundamental drive. Some studies relate IBID
to sputtered atom impact and others to secondary electron impact. Dubner et al.
found that the deposition yield is proportional to the calculated stopping power by
using He+, Ne+, Ar+, Kr+, Xe+ ion beams within the ion energy range of 2-10 keV
and consequently explained IBID by the energy transfer via a cascade of atom-atom
collisions to adsorbed precursor molecules [184–186]. Shuman et al. reported a sig-
nificant contribution of secondary electrons to IBID [223]. Lipp et al. supported the
secondary electron model, having observed a proportional relationship between the
deposition yield and the secondary electron yield within the ion energy range of 10-30
keV [187]. However, it should be noted that Lipp et al. measured the secondary
electron yield during ion beam milling instead of during deposition. Chen et al.
found a charging effect on IBID pillar growth which suggests that secondary electrons
play an important role [209]. Several other studies also reported contributions from
secondary electrons to IBID pillar growth [105, 210, 211]. Moreover, theoretical
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studies of EBID, which is closely related to IBID, show that secondary electrons play
an important role in EBID [104, 227]. Hence, it is still unclear whether sputtering or
secondary electron emission is the predominant mechanism in IBID. It is even unclear
whether it is reasonable to rule out the possibility that primary ions are dominant in
IBID.

Therefore, in this work, we concentrate on the separate roles of secondary atoms,
secondary electrons, and primary ions in IBID. We investigate the two most popular
IBID models by comparing in situ measured yields of deposition, sputtering and
secondary electron emission as functions of ion incident angle and energy for a single
ion-precursor combination. Processes of precursor gas on the solid surface, such as
gas adsorption, desorption and diffusion are not discussed.

5.3 Experimental

The experiments were performed in a Ga+ focused ion beam (FIB) plus scanning
electron microscope (SEM) system (FEI STRATA DualBeam DB235). The metal-
organic gas (CH3)3Pt(CP CH3)-CPC for short- was used as the precursor. The
substrates were conducting Si wafers with or without a 30-nm-thick Cu-coating layer.
The background pressure was 5.5×10−7 mbar and the pressure during growth was
3.3×10−6 mbar. A nozzle with a 400-µm-diameter opening was located 450 µm above
the substrate surface and at an angle of 34o. To ensure a constant precursor gas
supply during growth, the gas was introduced into the chamber 60 s before the ion
beam. The distance between the nozzle and the impact site was the same for all
growths. All the experiments were performed at room temperature. Patterns were
deposited or milled using the Ga+ FIB with various ion incident angles (0o-45o) and
ion energies (5-30 keV). In practice, we cannot get a good focused beam below 5 keV.

We shall describe the procedure of determining the deposition yield and the sput-
tering yield during IBID. First, a Pt box was deposited on a conducting Si substrate
by IBID (Fig. 5.2a). After the precursor gas supply was switched off, a smaller box
was milled by the ion beam inside the deposited box at the same beam conditions.
The deposited thickness and the sputtered depth were measured by cross sectioning
and subsequent SEM inspection. In order to avoid errors by the rounding of the top
edge during sectioning, an EBID marker layer and an IBID protection layer were
deposited on top before sectioning (Fig. 5.2b). The deposited Pt box meausred about
10×10µm2 large and was at least 500 nm thick. The resolution of SEM imaging
is 1-2 nm. Considering the contrast of the image of the marker layer and of the
deposit-substrate boundary as well as the calibration of the SEM, we estimate the
error in the yield measurements to be 3% - 5%. The composition of the deposits is
measured by energy dispersive x-ray spectrometry (EDX).

The procedure to determine the yield and the energy spectrum of the secondary
electrons during IBID is as follows. The ion current Ipi was measured by a Faraday
cup. The sample current I during IBID was measured by a picoampere current meter
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(Fig. 5.2d). By far, most of the sputtered particles are neutrals [135], so the con-
tribution of secondary ions to the sample current is negligible. Thus, the secondary
electron yield Yse is Yse=(I -Ipi)/Ipi. With a positive bias ∆V between the substrate
and the current meter, secondary electrons with energy below e·∆V are attracted
back to the substrate, resulting in a reduced sample current I. A shielded box with six
1.5 V batteries was used to apply various biases between 0 and 9 V. Furthermore, the
sample currents measured on bare Si and Cu-coated Si are the same, which confirms
that the conductivity of Si is sufficiently high to avoid the additional sample charging.

Figure 5.2: SEM top views and tilted view of (a) a Pt box grown by means of IBID.
(b) The central part is removed by milling with the same FIB settings, then a marker
layer is grown via EBID (black layer) plus an IBID protection layer. (c) Cross section
(the cutting position is shown in (b)). (d) Sketch of the experimental setup with ion
incident angle θ and energy E. (e) Measurement of the secondary electron current Ise

and the energy spectrum of secondary electron with and without a positive bias ∆V.

5.4 Contributions of secondary particles in IBID

mechanisms

It is well known that various secondary particles are produced during ion beam
bombardment [167], including sputtered secondary atoms and emitted secondary
electrons. Note that most of the sputtered secondary particles are neutral and very
few are ionized. To investigate the contribution of secondary particles to IBID, we
fabricated a special structure. A smooth wall was milled using FIB (Fig. 5.3a). Next,
near the wall, a box was deposited by IBID with Ga+ FIB at normal incidence for
255 s. The energy and current were 30 keV and 1 pA, respectively. We note that the
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Figure 5.3: SEM images of (a) a smooth wall fabricated by FIB milling (b) a box
deposited by IBID near wall, (c) sideview and (d) topview of box and a cap-shaped
structure on sidewall, (e) sideview and (f) topview of box and cap after additional
FIB milling.
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volume of the box Vb1 is the net deposited volume, which is equal to the deposited
volume minus the sputtered volume. We saw that a cap-shaped structure had been
growing on the wall during the deposition of the box (Fig. 5.3b-d). This cap layer
originated from both the redeposition of sputtered particles [159] from the growing
box and the precursor decomposition induced by sputtered particles and by emitted
secondary electrons.Considering the short distance between the box to the wall (0.75
µm) and the height of the wall (3.2 µm), secondary particles emitted at an angle of at
most 70o with respect to the surface can arrive at the wall. To estimate the redeposi-
tion contribution to the cap layer, the precursor gas was switched off after deposition.
After the chamber pressure returned to the background, the deposited box was irra-
diated again with the same FIB setting for the same duration of 255 s (Fig. 5.3e-f).
Because sputtering is caused mainly by ion-solid interactions, we assume that the
gas absorption on the solid surface has little effect on the sputtering. Redeposition
caused by sputtering is expected to remain the same with and without gas. Thus, we
assume that during the second irradiation the redeposition onto the cap layer is equal
to the redeposition during the first irradiation. This additional redeposition is equal
to the difference in the volumes of the grown cap layer in Fig. 5.3 (f) and (d): Vc2−Vc1.

The contribution of secondary particles to IBID was determined by comparing the
volume of the cap Vc1 to that of the deposited box Vb1 after correction for the volume
of redeposition, which is equal to Vc2 − Vc1.

Vc1 − (Vc2 − Vc1)

Vb1
≈ 17% (5.1)

The cap was assumed to be spherical for the volume calculation, V = πh(3a2 +h2)/6,
where h is the height of the cap and a is the radius of the base of the cap. However,
in this approach, we cannot separate the contributions of the secondary atoms and
secondary electrons.

5.5 Roles of secondary electrons and sputtered

atoms in IBID mechanisms

5.5.1 Incident ion energy and angular dependences of the

yields of deposition, sputtering, and secondary electron

emission during IBID

The experiments of current density dependence of the deposition yield are illustrated
in Fig. 5.4. As expected, caused by ion-solid interaction, the sputtering yield YS is
independent of the ion-beam current-density. The deposition yield decreases with
increasing current density. At low current densities, the deposition yield is constant,
otherwise it is a function of the precursor gas supply. To exclude the influence of
this current density dependence or, in another words, to be sure the growth is in the
ion-limited regime [188, 198, 270], a low ion current density of 0.5 pA/µm2 was used
in Figs. 5.5- 5.6 5.7 5.8. Accordingly, the ion current was 41 pA, the pixel dwell time
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Figure 5.4: Current density dependence of the angular dependences of deposition
yield and sputtering yield.

was 0.2 µs and the overlap was 0%.

The sputtering yield is assumed to be the same for bare deposit and the deposit
covered by an adsorbed precursor layer. The deposition yield was defined by the
measured net deposition yield plus the sputtering yield (Fig. 5.2a-c). Figure 5.5a
shows the angular dependences of the yields of deposition Yd, sputtering Ys and
secondary electron emission YSE for three different ion energies (5, 15, 30 keV). The
deposition yield and the sputtering yield are expressed as volume per incident ion.
The angular dependences are normalized at 0o. One sees that the deposition yield
has the same angular dependence as the secondary electron yield (cosθ)−1.35, but a
weaker dependence than that of the sputtering yield (cosθ)−2.0. In Fig. 5.5b and c, the
absolute deposition yield is plotted against the absolute yields of secondary electrons
and sputtering, respectively. The deposition yield varies linearly with the sputtering
yield having a slope of about 2.0 and an offset of about 0.09 nm3/ion. For constant
ion energy, the deposition yield is proportional to the secondary electron yield. Ac-
cording to the EDX analysis, the composition of the deposit is Ga0.15Pt0.45C0.40. We
assume it has a typical atomic density of 100 atoms/nm3.

The normalized energy dependences of the yields of deposition Yd, sputtering
Ys and secondary electron emission YSE at 0o incidence are given in Fig. 5.6. The
deposition yield decreases by 14%, with ion energy decreasing from 30 to 5 keV. The
secondary electron yield decreases by 80%, whereas the sputtering yield decreases by
40%.
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Figure 5.5: (a) Normalized secondary electron yield (YSE), sputtering yield (Ys), and
deposition yield (Yd) as functions of the ion incident angle θ for three different ion
energies E; (b) correlation between Yd(E, θ) and YSE(E, θ)); (c) correlation between
Yd(E, θ) and YSE(E, θ).

Figure 5.6: Normalized secondary electron yield (YSE), sputtering yield (Ys), depo-
sition yield (Yd) as functions of ion energy E for an ion incident angle θ.
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5.5.2 Incident ion energy and angular dependences of the en-

ergy spectrum of secondary electrons emitted during

IBID

Figure 5.7: Observed energy spectra of secondary electrons (SE) during IBID for
different ion incident angles and ion energies.

Figure 5.7 presents the energy spectra of secondary electrons in the range from
0 to 9.0 V in steps of 1.5 V (dash line). The secondary electron energy shown is
the average energy of each energy step. The energy spectra are normalized to the
same area. One sees that the energy spectra do not change with the ion incident
angle. Furthermore, the lower energy part becomes more dominant with decreasing
ion energy.

5.6 Contribution of primary ions in IBID mecha-

nisms

By varying the Ga+ FIB current and the dwell time in spot mode, complex IBID
shapes were obtained. At a relatively high current of 15 pA and at a shorter dwell
time of 0.1 ms, a doughnut-like deposited structure with a central 30-nm-diameter tip
was obtained (Fig. 5.8a,b). The exposure time was 20 s per spot. Furthermore, EDX
results show that there is more Pt (30%) than Ga (10%) in our structures. Thus,
it is unlikely that the central bright spot is due to the embedded Ga (Fig. 5.8a,b).
At a longer dwell time of 1 ms but with the same exposure time, a 30-nm-diameter
nanohole was obtained in the center of the deposited structure (Fig. 5.8c,d).
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Figure 5.8: SEM images of doughnut-like structures grown in spot mode with 15 pA
ion beam current (a,b) with a central tip (dwell time was 0.1 ms, exposure time was
20 s per spot); (c,d) with a central nanohole (dwell time was 1 ms, exposure time was
20 s per spot).

5.7 Discussion

The comparison of the volume of indirect deposition on the sidewall with that of
direct deposition in Figure 5.3 shows that the contribution of secondary particles
(atoms and electrons) is significant in IBID. If one takes all outward directions into
account, the indirect deposition would be greater than 68% = (4 × 17%) of the
deposition at the irradiated area. Moreover, the distinct angular dependences of the
deposition yield and the sputtering yield shown in Fig. 5.5 indicate that IBID cannot
be explained solely in terms of ion-solid interactions (sputtering) as proposed by
Dubner et al. [184–186].

The estimated diameter of a 15 pA ion beam is 13 nm, which is much smaller
than the diameter of the doughnut-like structure of 440 nm (Fig. 5.8). Moreover,
the deposited structure in this 440 nm region is not a thin layer. Thus, its large
volume excludes the possibility that the doughnut-like structure is caused by the halo
of the ion beam, because it is unlikely that there is such a large and intense halo.
The central tip shown in Fig. 5.8, which grew at the site of incoming primary ions,
suggests that primary ions also contribute to IBID. However, Shedd suggested that
the primary ion contribution is small because of the low interaction cross section at
the high primary ion energy [222]. To conclude, the results of this work indicate that
different mechanisms are involved in IBID, and these mechanisms have their own
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reaction zones.

The measured yields of sputtering, deposition and secondary electron emission in-
crease with increasing incident angle and ion energy. These results are consistent with
experimental [162, 168] and theoretical [165] work on sputtering, deposition [273, 274]
and secondary electron emission [171, 173–179]. Moreover, the energy spectrum of
the secondary electrons shifts slightly to higher energies with increasing ion energy,
consistent with related studies [171, 180]. Here we will discuss our experimental
results in light of the two models for IBID: the sputtered atom (atom-atom collision
cascade) model [185, 186] and the secondary electron model [187].

We have observed a strong correlation between deposition and secondary electron
emission: both exhibit the same dependences on ion incident angles. However, with-
out detailed knowledge of the transport and interactions of primary ions, secondary
atoms and secondary electrons, one cannot rule out the possibility that this observed
proportionality is purely circumstantial. The proportionality between deposition
yield and secondary electron emission depends strongly on the ion energy. For a
density of 100 atoms/nm3 several tens of precursor molecules are decomposed per
secondary electron. This number is very high. If the secondary electron model for
IBID is valid, secondary electrons must be more efficient in decomposing precursors
molecules at low ion energies than at high ion energies. The measured difference is
a factor of four between 5 and 30 keV ions (Fig. 5.5b). If true, the higher efficiency
must be caused by the different characteristics of the secondary electrons plus the
different responses of the precursor molecules to these different types of secondary
electrons. Important characteristics are the angular and energy distributions of the
emitted electrons. The measured energy spectra of the secondary electrons are in-
deed different, but the difference is small. Furthermore,decomposition in EBID is
obviously caused by electrons, either primary or secondary (excluding decomposition
by a thermal spike). Thus, if the secondary electron model is valid for IBID, strong
similarities between EBID and IBID must exist. Little is known about precursor
decomposition in EBID except that it depends on the primary or secondary electron
energy [88, 275, 276]. Even if one assumes that only the very low-energy secondary
electrons (<1.5 eV) decompose precursor molecules in EBID and IBID, their slightly
higher relative intensity in our study (a factor of ∼1.5 at 5 keV as compared to 30
keV) is insufficient to explain the observed fourfold efficiency. Therefore we con-
clude that the high deposition yield per secondary electron and its strong ion energy
dependence are evidence against the validity of the secondary electron model for IBID.

The deposition yield and the sputtering yield have different angular dependences.
However, all our data plotted together display a linear relationship between depo-
sition and sputtering (Fig. 5.5c), independent of incidence angle and ion energy.
Extrapolation of the measured relationship suggests that, in the limit of no sputter-
ing, deposition is still possible. As Dubner et al. reported, the deposition yield is
proportional to the nuclear stopping power [185, 186]. We note that from their work
(Table II in [185]) for sputtering yields greater than 4 atoms/ion, a linear relationship
with an offset between deposition and sputtering can be extracted (see Fig. 5.9). Even
more interesting is the transition range for low sputtering yields. We did not observe
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Figure 5.9: Relationship between deposition and sputtering using 2-10 keV He+, Ne+,
Ar+, Kr+, Xe+ with C7H7F6O2Au precursor gas. Data extracted from Table II in
[185].

a similar transition in Fig. 5.5c because we could not make a well-focused ion beam
with an energy of below 5 keV. The cause of the transition needs further investigation.

In summary, we conclude that the mechanism for Ga+ IBID is more likely linked
to sputtering than to secondary electron emission.

5.8 Conclusions

Our investigations show that IBID is a very complex process. The additional depo-
sition on a nearby sidewall clearly shows the contribution of secondary particles. In
spot mode, the dependence of beam current and dwell time indicates that primary
ions are also probably involved in IBID. The respective interactions of primary ions,
secondary atoms, secondary electrons with the substrate, the deposited material, and
the adsorbed precursor molecules determine the locally varying balances between
material growth and material removal around the beam impact site. As a result,
complex and useful shapes can be obtained by IBID with a proper choice of condi-
tions. For instance, nanopores can be fabricated by IBID as discussed in the previous
chapter.

The similar angular dependences of the deposition yield and the secondary elec-
tron yield support the secondary electron model. But the very different energy
dependence and the high deposition yield (tens of atoms) per secondary electron
defy this model. The deposition yield is linearly related to the sputtering yield with
an offset, independent of the incident angle and the ion energy. This offset seems
unphysical, but the data by Dubner et al. [185], see Fig. 5.9, suggest the existence of a
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transition regime at low sputtering yields. From these observations we conclude that
the sputtered-atom model describes more likely the dominant mechanism for Ga+

IBID than the secondary-electron model. A more detailed quantitative discussion
requires additional experimental data, theory and modeling, but that is beyond the
scope of the present dissertation.

Comparing our IBID results and the EBID results published in the open lit-
erature, we find that the deposition yield of Ga+ IBID is similar to that of He+

IBID [89, 226], and hundreds of times higher than that of EBID [88]. Nevertheless,
the sputtering yield of Ga+ is much higher than that of He+ [88]. For instance, SRIM
simulation shows that for Si the sputtering yield of 30 keV Ga+ (2.7 atoms/ion) is
nearly 200 times higher than of He+ at the same energy. On the other hand, the
secondary electron yields of Ga+ and He+ are similar, and hundreds of times higher
than of electron beams [41, 88, 161, 277–281]. Moreover, for Ga+ bombardment
of solids, the nuclear energy loss dominates [160], whereas for He+, the electronic
energy loss dominates [160, 161]. These observations and considerations give rise
to the following question: if sputtering plays an important role in Ga+ IBID, as we
discussed in this chapter, does sputtering play an equally important role in He+ IBID?

To answer this question, we have to return to the basic principle of IBID: it is
based on a dynamic balance between the supply and the consumption of ions and
precursor molecules. In reality, at room temperature most IBID or EBID are carried
out in a gas-limited condition [88]. Thus, the bottleneck in the dissociation lies in
the supply of the precursor gas molecules, not of the energetic particles (primary ions
or electrons, secondary atoms, ions or electrons) to the growth region. Particles with
different energies have different dissociation cross sections. Generally, keV primary
ions and primary electrons are considered to have much lower dissociation cross sec-
tions than 1-10 eV secondary particles [88, 275, 276]. Therefore, when several types
of particles coexist during IBID or EBID, the ratios of their quantities and their
respective dissociation cross sections determine which type of particle dominates the
dissociation. Probably, different particles dominate in different situations. Secondary
(sputtered) atoms dominate in Ga+ IBID, whereas secondary electrons dominate in
He+ IBID and probably also in EBID [187, 227, 282, 283]. Nevertheless, the role of
primary electrons in EBID [283, 284] cannot be ruled out as yet.
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Summary

This thesis describes research work on a direct writing technology known as ion-
beam-induced deposition (IBID). In IBID, precursor molecules adsorbed on a sub-
strate surface are decomposed by an ion-beam induced reaction, resulting in localized
material deposition. The work includes an exploration of the limits of IBID to fabri-
cate nanopillars and nanopores in thin membranes, and a study of the IBID process
mechanisms. Mainly the organometallic precursor gas (CH3)3Pt(CpCH3) and either
a conventional Ga+ focused ion beam (FIB) or a novel FIB system with a focused
He+ beam were used. By virtue of its flexibility to deposit material locally as well
as its high resolution, IBID is very suitable to prototype three-dimensional (3D)
nanostructures.

This thesis demonstrates that at room temperature the resolution (the width) and
the vertical growth rate of nanopillars fabricated by 1-pA, 30-keV Ga+ ions are about
140 nm and 20 nm/s, respectively. Under the same conditions, nanopillars fabricated
by He+ IBID are 3-4 times narrower and 10 times taller than those fabricated by Ga+

IBID. He+ IBID results in a lower metal content (8-17%) than Ga+ IBID (35-45%).
These differences can be attributed to the different projected ranges, lateral strag-
glings, and sputtering yields of Ga+ and He+ ions in the deposits. It is found that the
dimension and the shape of IBID nanopillars are influenced by the precursor surface
density and the ion-beam current. The width of the IBID nanopillars decreases with
increasing precursor surface density and decreasing ion-beam current. This behav-
ior reveals a complex interplay between the vertical and the lateral growth of the
nanopillars; in particular, growth rates for these two directions respond differently on
changes in e.g. precursor depletion and replenishment.

Furthermore, we study the formation of the irregularities on the pillar’s sidewall
and the deposits around the base of Ga+ IBID nanopillars (halos). Nanopillars grown
on an insulating substrate have smoother sidewalls and smaller halos than those on a
conductive substrate. An explanation might be that there is an effect of the charged
surface on the secondary electron emission or on the movement of the polarized or
charged precursor molecules or their fragments. Correspondingly, the irregularities
on the sidewalls might be caused by either secondary electron emission during IBID
or by roughening related to sputtering. The latter mechanism is more likely as the
irregularities on the sidewall are absent in He+ IBID, in which the secondary electron
yield is similar and the sputtering yield is much lower than in Ga+ IBID. The halo
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might be caused by the scattering secondary particles from the growing pillar. The
proximity effect for Ga+ and He+ nanopillar array growth during IBID has been
studied as well. On a Si substrate, proximity effects are observed for Ga+ or He+

nanopillar growth when pillar separation is less than 3 µm or 500 nm, respectively.
This proximity effect can be explained by the scattering of incident ions and sec-
ondary particles, or by changes in the precursor supply or the conductivity of the
substrate.

Furthermore, this thesis demonstrates that one can fabricate sub-10-nm-diameter
nanopores in a 45-nm-thick Si3N4 membrane in a single Ga+ IBID step by carefully
adjusting the ion beam and gas exposure conditions. The successful fabrication of
negative patterns by a deposition technology is explained by the competition between
sputtering and deposition during IBID. We also study the chemical composition and
the shape of pores at various stages of pore formation, which are the deciding factors
with regard to the functionalization of nanopores. It is found that the chemical
structure in the rim of the pore depends on the type of precursor gas.

In addition, this thesis aims to distinguish the roles of different mechanisms
involved in the Ga+ IBID process. Firstly, a significant contribution of secondary
particles in Ga+ IBID has been demonstrated. Then two models, which describe
IBID in terms of the impact of secondary electrons and of sputtered atoms, respec-
tively, have been investigated. The results indicate that for the case of Ga+ the
sputtered-atom-model describes IBID better than the secondary-electron-model. Fi-
nally, a review of the studies on the mechanisms of Ga+ and He+ IBID and on the
mechanisms of EBID (electron-beam-induced deposition) published in the literature
is given. It reveals that IBID has to be explained by multiple mechanisms. Probably,
different mechanisms dominate in different situations: secondary (sputtered) atoms
dominate in Ga+ IBID, whereas secondary electrons dominate in He+ IBID and in
EBID.
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Samenvatting

Dit proefschrift bevat een studie naar een technologie voor direct-write, namelijk
ionenbundel-gëınduceerde depositie (IBID). Bij IBID worden op een substraatopper-
vlak geadsorbeerde moleculen ontleed in een ionenbundel-gëınduceerde reactie, wat
leidt tot lokale neerslag (depositie) van materiaal. Dit werk is zowel een verkennning
van de grenzen van IBID voor de vervaardiging van (nano-)pilaren en (nano-)poriën
in membranen, als een studie naar de mechanismen van IBID. Hoofdzakelijk werden
het organometallische precursor gas (CH3)3Pt(CpCH3) en een conventionele Ga+

gefocuseerde ionenbundel (FIB) of een nieuwe He+ FIB gebruikt. Dankzij de hoge
flexibiliteit in het lokaal deponeren van materiaal en de hoge ruimtelijke precisie is
IBID uitermate geschikt voor het vervaardigen van prototypen van driedimensionale
(3D) nanostructuren.

Het proefschrift toont aan dat met een 1 pA en 30 keV Ga+ bundel de ruimtelijke
precisie (resolutie) en de groeisnelheid voor nanopilaren bij kamertemperatuur re-
spektievelijk ongeveer 140 nm en 20 nm/s zijn. Onder dezelfde omstandigheden zijn
nanopilaren die met He+ IBID worden gegroeid drie tot vier keer zo smal en tien keer
zo hoog. De He+ IBID pilaren hebben echter een lager metaalgehalte (8-17%) dan de
Ga+ IBID pilaren (35-45%). Deze verschillen worden toegekend aan de verschillen in
indringdiepte, verstrooiing en verstuiving van Ga+ en He+ ionen in de deposieten.
Er werd tevens gevonden dat de grootte en vorm van de IBID nanopilaren bepaald
worden door de oppervlaktedichtheid van de geadsorbeerde precursor moleculen en
door de bundelstroom. De breedte van Ga-IBID pilaren neemt af bij toenemende
dichtheid en afnemende bundelstroom. Dit gedrag wijst op een ingewikkeld samen-
spel tussen de groei van de pilaren in de hoogte en in de breedte. Beide groeiwijzes
reageren bijvoorbeeld verschillend op veranderingen in uitputting of verversing van
de precursor moleculen.

Daarnaast hebben we de onregelmatigheden op de zijkanten van en depositie
(’halo’s’) rondom de Ga+ IBID nanopilaren onderzocht. Nanopilaren gegroeid op
een isolerende ondergrond hebben gladdere zijkanten en kleinere halo’s dan die op
een geleidende ondergrond. Een verklaring hiervoor kan het effect zijn van het
geladen oppervlak op de secundaire-elektronenemissie of op de beweging van gepo-
lariseerde of geladen precursor moleculen of hun fragmenten. Evenzo vermoeden
we dat de onregelmatigheden op de zijkanten worden veroorzaakt door secundaire-
elektronenemissie of door verruwing tijdens verstuiving. Het tweede mechanisme lijkt
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het meest waarschijnlijke omdat oppervlakteonregelmatigheden afwezig zijn bij He+

IBID, waarbij secundaire-elektronenemissie evengroot maar verstuiving veel geringer
is dan bij Ga+ IBID. De halo’s worden waarschijnlijk veroorzaakt door de verstrooïıng
van secundaire deeltjes uit de groeiende pilaren.Ook het proximity-effect tijdens Ga+

en He+ pilaargroei is bestudeerd. Proximity-effecten op een siliciumondergrond zijn
zichtbaar wanneer de afstand tussen de pilaren minder is dan 3 µm (bij Ga+ IBID)
of 500 nm (bij He+ IBID). Het proximity-effect kan worden verklaard als gevolg van
de verstrooïıng van invallende ionen of secundaire deeltjes of van veranderingen in de
precursoraanvoer of de geleidbaarheid van de ondergrond.

Het proefschrift toont bovendien aan dat men sub-tien-nanometer poriën in
45-nanometer dikke siliciumnitride membranen kan maken met één enkele Ga+

IBID processtap. Dit is mogelijk door zorgvuldig de ionenbundel- en gastoevo-
eromstandigheden op elkaar af te stemmen. De mogelijkheid ’negatieve’ patronen
te maken met een depositieproces wordt verklaard aan de hand van de competitie
tussen verstuiving en depositie tijdens IBID. Ook de chemische samenstelling rondom
en de vorm van de poriën hebben we bestudeerd tijdens verschillende stadia van de
vervaardiging. Vorm en samenstelling bepalen immers de mogelijke functionalisatie
van de nanoporiën. We vonden dat de chemische structuur van de rand van de porie
afhangt van de aard van het precursor gas. Uiteindelijk poogt dit proefschrift de rol
van verschillende IBID-mechanismes te onderscheiden. Allereerst wordt een aanzien-
lijke bijdrage van secundaire deeltjes aangetoond. Daarna worden twee modellen
onderzocht die IBID verklaren vanuit respectievelijk secundaire elektronen en ver-
stoven atomen. De resultaten tonen aan dat het verstoven-atomenmodel Ga+ IBID
beter beschrijft dan het secundaire-elektronenmodel. Tenslotte volgt een bespreking
van de gepubliceerde studies over de mechanismes van Ga+ en He+ IBID en van
elektronenbundel-gëınduceerde depositie (EBID). De bespreking laat zien dat IBID
verklaard moet worden vanuit meerdere tegelijk werkzame mechanismes. Klaar-
blijkelijk hebben verschillende mechanismes de overhand in verschillende situaties:
verstoven atomen domineren in Ga+ IBID en secundaire elektronen in He+ IBID en
in EBID.
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