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Abstract

Within the electricity driven conversion methods, electrocatalysis has been assessed to be the closest
to commercialisation. This can only be realised, if the system efficiency is increased in terms of the
reaction rate, onset potential and/or selectivity. Current research has shown that, apart from the more
widely investigated routes to improve these factors (GDEs, catalyst, etc.), cascade electrode systems
and high pressure reactors could prove to be effective for increasing the system efficiency. By splitting
the CO2 reduction into two separate steps, CO2 reduction to CO and the sequential reduction to C2+
products, both steps can be optimised in terms of operating conditions. Applying a cascade system
has, therefore, shown to increase the selectivity and reaction rates in the system. Additionally, the
advantage of the high pressure reactor originates from the fact that increasing the pressure, will result
in an increase in the solubility of the reactant. By increasing the solubility, the mass transport to the
electrode surface will subsequently be enhanced. The low solubility of reactants is often identified as
a main limiting factor in system efficiency, therefore, increasing solubility has proven to increase re­
actant transport (current density) and selectivity in high pressure systems. Even though both of these
advancements have shown promising results, techno­economic studies indicate that their feasibility
is still too low to become commercially attractive at this point. Therefore, this research proposes to
combine both technologies to increase the overall system efficiency in terms of: increasing the current
density, increasing the Faradaic efficiency and decreasing the overpotential losses for the production
of C2+ products.

Since this combination has not been investigated before, and both technologies are still rather new,
there will be a lot to investigate in order to demonstrate the potential of this new combination. There­
fore, in addition to an extensive literature study to uncover the relevant unanswered research questions
regarding this field of research, a mathematical model was developed. A model is a valuable resource
in determining the potential for a novel system, as it enables instantaneous control over system pa­
rameters and, therefore, can provide a lot of insight into its relations and limitations. However, as the
accuracy of a model strongly depends on the quality of its input data, this research will also provide
a design approach leading to a novel high pressure cascade reactor design. Eventually, the model
can, therefore, provide the insight required for extensive experimental research, while the design can
simultaneously aid in the improvement of the model.

The results evaluated by the model demonstrate both sequential reduction steps are positively affected
by increasing the pressure. In addition, the otherwise poor CO solubility, can be dramatically increased
by applying the combined system. The reaction rates are also evaluated to increase with the higher
reactant concentration of CO and CO2. In addition, since the hydrogen evolution reaction is not af­
fected by the pressure, as it does not present mass transfer limitations, the selectivity has been shown
to also increase with increasing the system pressures. Additionally, the presence of the high CO con­
centration in the reduction towards C2+ products affects the selectivity of the system as well. The CO
reduction reactions possess different behaviour from the CO2 reduction reactions. Therefore, by indi­
cating the share of both separate reduction reactions in the generated products, operating conditions
for the maximum C2+ selectivity can be identified. This way, the combination of high pressure on a cas­
cade system, has been demonstrated to possess a lot of potential for increasing the system efficiency
towards C2+ products.
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1
Introduction

Led by the Paris Agreement goals defined in 2015, recent focus has been on transitioning from a fossil
fuel based energy system to a renewable based energy system. As a result, the share of renewable
energy in the total global energy generation increased to 27% in 2019 [4]. In addition, many systems
focusing on carbon capture, utilisation and storage (CCUS) are being developed, to mitigate the CO2
emissions [3]. However, there are still many problems with deploying renewable energy as an alterna­
tive for fossil fuels. Arguably, the biggest problem is the intermittency of renewable energy generation.
This issue makes it challenging to ensure the energy security level instated by fossil fuels. On top of
that, the rise in electricity use is resulting in electricity transportation problems, emphasising the need
for large scale storage systems [44]. At the same time, electricity generation related CO2 emission
levels are still four times higher than they should be for reaching the Paris Agreement goals [5].

A promising way to handle both the renewable energy storage and the CO2 abundance problems, is
the development of electricity driven CO2 conversion methods. Here, the CO2 can be converted into
fuels or chemicals, effectively storing the renewable electricity while generating valuable products, in a
carbon neutral way. Methods for converting CO2 include:

• Thermal catalysis

• Photocatalytic reactions

• Electrocatalysis

• Photoelectrochemical (PEC) reactions

A promising area within these CO2 conversion methods, is electrocatalysis. An economical feasibility
study regarding these methods for catalytic conversion of CO2, performed in 2018 by Bushuyev et
al., concluded that of these different pathways, electrocatalysis is closest to commercialisation [19].
Electrocatalysis is a carbon neutral process where CO2 can be converted into a multitude of products,
including hydrocarbons and oxygenates. The reaction is driven by means of electricity powered redox
reactions at low temperatures. However promising, at the moment these conversion processes cannot
yet compete with fossil fuel based processes [23]. Reasons for this are the high overpotential / low
energetic efficiency, low current densities / slow kinetics and low selectivity [107].

One of the largest problems with electrochemical CO2 conversion is indeed the fact that it is hard to
create sufficient selectivity for one single product [63]. In other words, the Faradaic efficiency (FE), a
value used to indicate the ratio of actual product against the theoretical product formed, for one specific
product, is too low. Most research is aimed at producing products with two or more carbons (C2+), such
as ethanol, on the grounds that it is a valuable fuel/chemical. The advantage of C2+ products over,
for example, hydrogen, is that they have a higher volumetric energy density. For ethanol the energy
density is 24 MJ/L, which is not only higher than hydrogen, but also higher than advance battery tech­
nologies [112]. One of the challenges in the field of electrocatalysis is therefore to develop a system
with increased selectivity towards C2+ products. Another parameter influencing the performance of the
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system is the current density. The current density equals the rate of charge transfer per electrode area
and is therefore related to the rate of reaction. Hence, increasing the reaction rate, increases system
efficiency. The last important parameter mentioned regarding the system potential, is the overpotential.
The overpotential is related to the voltage losses in the system. It can be explained as the extra voltage
required, apart from the theoretical amount required, to drive the reaction. This parameter depends on
operating conditions and cell geometry. In conclusion, to be more competitive, the performance of the
system needs to be increased in terms of the Faradaic efficiency, the current density and the overpo­
tential.

A widely studied approach to increase the performance of these parameters, is in the development
of better catalysts. The high overpotentials and poor selectivity are related to the binding energy of
the intermediates formed. At the same time, the Faradaic efficiencies are low because of competition
with the hydrogen evolution reaction [54]. Engaging new catalysts with better adsorption behaviour
and which repress the hydrogen evolution reaction could therefore increase efficiency. But developing
suitable catalysts to ensure sufficient selectivity and energy efficiency is a major challenge, due to the
complexity of the overall reaction [119]. So far, Cu based catalysts have proven to be the only cata­
lysts able to produce significant amounts of C2+ products [57] [119] [92]. But as stated above, these
reactions still are accompanied with too large overpotentials, and with low single product selectivity.
Research indicates that the production of C2+ products and C1 have mechanistic differences [119],
indicating there is a possibility for optimisation through a selected pathway towards a specific product
type. Some control on the reaction pathway ­ and therefore the selectivity ­ can be instated by tuning
the intermediate binding energy. This can be achieved by increasing the activity of the catalyst, by
changing the geometrical features (increasing edges and grain boundaries) or by changing the elec­
tronic structure by means of, for example, synthesising [6]. Putting this in practice, in 2016 Ma et al.
reported a shift of 400 mV in overpotential for CO production from CO2, by synthesising their Ag cata­
lyst to form oxide­derived Ag [64]. Likewise, oxygen­derived Cu (OD­Cu) has also shown to increase
oxygenate production from CO at lower overpotentials. The 2015 study by Verdaguer­Casadevall et al.,
indeed links the increased activity of the OD­Cu to the presence of strong binding sites / grain bound­
aries [116]. This demonstrates that a lot of research is already being performed focused on increasing
catalytic performance. Therefore, this will not be researched further in this report. A collaborative ap­
proach including catalyst optimisation will, however, be taken into account when looking at possibilities
to further optimise electrocatalytic technology.

Another very interesting possibility for increasing the system performance, is to split the conversion
steps and optimise the conditions for each individual step, in a cascade system. This makes sense,
since most of the C2+ products (with the exception of formate) are produced with CO as key interme­
diate anyway [119]. Therefore, splitting up the overall reaction into two steps: 1) CO formation from
CO2 and 2) C2+ formation from CO, could greatly contribute to the overall cell efficiency. Furthermore,
studies show that CO reduction has a higher C2+ selectivity and a higher activity than CO2 reduction
[51]. This makes the two­step system an interesting new approach to increase overall cell efficiency,
making it a topic of interest in recent research.

For instance, in 2017 Somorjai and co­workers showed that they could reach a Faradaic efficiency of
60% for C2­C4 products by deploying a two­step tandem process with optimised catalysts for each in­
dividual step [124]. Subsequently, the 2018 study by Jouny et al. compared the CO reduction (COR),
as used in the cascade approach, to the more standard CO2 reduction (CO2R), to provide proof of how
promising this new cascade approach can be [52]. They found a FE for COR of 80%, which was much
higher than the CO2R FE of only 55% for C2+ products. In addition, they found that the production
rate for C2+ products of COR was more than double that of CO2R, further emphasising the potential of
the two­step system. Even more encouraging were the results of a 2018 study by Lum and Ager, who
showed that by operating their sequential catalysis system they could create a local non­equilibrium
state around the Cu electrode, allowing for a CO concentration above the solubility limit. This greatly
impacts the reaction rates of the reduction, as the solubility of CO is normally rather low, resulting in
mass transport limitations. This approach led to better results than they claim can be reached with
a mixed CO/CO2 gas feed mixture [63]. In 2019, Gurudayal et al. further investigated these results
and had similar findings indicating an increased local CO concentration. They also investigated the
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influence of convection on top of diffusion on the cascade process, aiming to instate control on the
selectivity by changing the configuration (distances) and flow conditions. Their results show that the
cascade system can realise an increase in oxygenate to hydrocarbon ratio (1.95 at Ag: ­1.0 V vs RHE;
and Cu: ­0.8 V vs RHE), tuning the selectivity towards specific products [38].

However, even with this new sequential approach, in a 2018 techno­economic study by Spurgeinon and
Kumar, the feasibility of this electrocatalysis technique was found to be still too low to be commercially
competitive [106]. This study relates the low overall efficiency to the second step of the system, the
creation of C2+ products from CO (ethanol in particular). Other research on cascade systems had sim­
ilar findings [112]. The first step, the creation of CO from CO2 on Ag electrodes has already seen very
good results in the past [94] [32] [23]. So in order to increase the overall cell efficiency, Spurgeinon and
Kumar advise to focus on increasing the FE for C2+ products and the current density of the second step.
The current density, related to the reaction rate of the system [87], is therefore an important property to
boost the overall system performance. Since CO2 and CO have poor solubility in aqueous electrolyte,
the reaction rate can be dramatically increased by increasing the CO transport to the electrode surface.

A number of studies tried to solve this problem by increasing the active surface area of the electrodes
[17] [62]. Often this is realised by deploying porous electrodes instead of the more general planar elec­
trode. The porous electrode has a much larger surface area, effectively increasing the reaction rate of
the system. However, even in these optimised systems there is evidence of mass transport limitations
at higher overpotentials [84], indicating that the low solubility of the reactant still poses a problem for
the system efficiency.

Another possibility for increasing the solubility, and therefore the mass transport of the reactants to
the electrode surface, is increasing the pressure in the system. This idea has been executed and
researched successfully before in CO2 reduction systems and models [87] [115] [12] [84]. In a 2018
modelling study on high pressure CO2 electrochemical conversion, performed by Morrison et al. [72],
results showed an increase in obtainable partial current density (i.e. reactant transport). The article
shows the clearly positive effects of pressure on the formate and carbon monoxide partial current den­
sities. At the same time, the hydrogen partial current density seems to be unaffected by the increased
pressure, because the hydrogen evolution reaction never was limited by mass transport in the first
place. This means that by increasing reactant transport, apart from the current density, the FE will
increase as well. This behaviour was confirmed by an experimental study by Hara et al. in 1995, who
found results which suggest lower potentials are required when elevating the pressure (30 atm) [39].
A 2012 study by Dufek et al., investigating the effects of pressure on CO production on an Ag based
cathode, reported the CO production at high pressures (18.5 atm) to be five times higher compared
to using atmospheric pressures [29]. They also reached Faradaic efficiencies up to 92% at a current
density of 350 mA/cm2. Results that are similar to those of of Gabardo et al. in 2018, investigating the
effect of high pressure in CO2 to CO electrolysers. In this study they found exceptionally high energetic
efficiencies of 80%, along with current densities of 300 mA/cm2 [33]. Clear proof that the principle of
increasing the pressure can have a positive effect on the CO2 solubility and therefore its mass trans­
port. However, to the best of the author’s knowledge, no research has been done on the effects of high
pressure on the CO reduction reaction. Some studies like Wang et al. (2018) [119] and Li et al. (2014)
[57], do provide promising findings indicating increased mass transport behaviour under slightly higher
pressures (1­2.4 atm), but no experimental results exist for higher pressures.

According to all of this prior research, the main challenges right now for increasing overall efficiency
for electrocatalytic systems in order for them to compete with commercially available systems, are in:
increasing the current density, the selectivity, while reducing the overpotentials. The current systems
are limited by mass transfer and do not possess sufficiently high selectivity for a single product. Re­
search has shown how promising COR can be compared to CO2R, because of its higher activity and
higher C2+ selectivity. Cascade systems have, therefore, been reported to increase cell performance,
while adding control to the tuning of the selectivity for a specific product. In addition, by sequentially
producing CO from CO2 before reducing it at the second electrode, a high local CO concentration can
be reached, even well above the solubility limit [38]. This will effectively help in solving the mass trans­
port problem originating from the low CO solubility. However, another optimisation step is required for
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these systems to become economically competitive. This could possibly be accomplished by another
technological advancement: high pressure systems. Increasing the pressure could supposedly result
in increased reactant solubility for both steps, reducing the overall mass transport limitations even fur­
ther. Combining these technologies could therefore, hypothetically, reduce the overpotentials, while
the current density and selectivity for a single product are increased.

The hypothesis in this study is therefore that increasing the pressure of the electrocatalytic system can
increase mass transfer properties by increasing the reactant solubility for both sequential steps, and
thus greatly increasing the overall cell efficiency. Hence, this study is dedicated to finding the effects
of pressure on a cascade electrochemical cell.

1.1. Scope and goals

As stated above, this research focuses on uncovering the effects of pressure on each sequential step
of a cascade system. Something that has not been investigated so far, but which possibly could have
a positive effect on the campaign for electrocatalytic systems to become competitive with existing in­
dustrial systems. This research will, therefore, aim to provide an indication of the potential for this new
research direction.

A means for uncovering the potential of a system, while enabling instantaneous control over system
parameters, is the creation of a simulating model. Modelling will provide insight into relations between
parameters and the possible limitations of a new system. Therefore, it is a good instrument to deter­
mine the possible capabilities of the system, without the need to build and test with an experimental
set­up for each possible addition and idea. A number of models regarding high pressure CO2R al­
ready exist, however, the connection with a second high pressure reduction step was never made
before. Consequently, this study will focus on the generation of a model, simulating electrocatalytic
behaviour for each step, and indicating the potential of the high pressure cascade reactor. From the
simulated results, optimal operating conditions can be determined to further investigate and validate
with experimental research.

However, at the moment there are no experimental results available for high pressure cascade sys­
tems, as this is a concept that has not been investigated yet. Therefore, it would be an important
contribution to the campaign for electrocatlytic systems to become competitive, to provide the means
for experimental research, so the modelled results can be validated, updated and investigated experi­
mentally, in the future. Hence, this research will also regard the development of a new reactor design,
for experimentally testing the high pressure cascade system.

Consequently, this research will be divided into the following elements:

• The construction of an adaptable high pressure cascade reactor, capable of facilitating all in­
tended experiments

• The creation of a mathematical model, capable of accurately simulating each reduction step,
based on existing models in literature and known theoretical principles

• The execution of validation experiments, directed to provide validation for the new reactor design
and to create some early insights into the underlying principles taking place in this new system

The intended objective of this re is,search therefore, to create insight into the effects of pressure on
this proposed cascade system, for the creation of C2+ products from CO2. For this purpose, simple
replaceable Ag and Cu electrodes will be used, along with a 0.1 M KHCO3 electrolyte solution con­
taining dissolved CO2 gas. The Ag electrode will be used for the first step, creating CO and H2 from
CO2. Thereafter, the Cu electrode will be deployed for the second step, producing C2+ products from
the CO produced in the first reduction step. The reactor set­up, used in this research, will be based on
the set­up as described in the 2020 thesis report by Q. Wolls [123]. This set­up will be optimised and
adapted so it can facilitate high pressure cascade experiments as well as single step experiments. The
mathematical model will be based on the available models in literature, simulating the first step of the
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system (CO2 reduction on an Ag electrode) under high pressures [102] [72]. This modelling approach
for this first step will be revised and updated to agree with the relevant reactions and operating con­
ditions. Afterwards, the connection between the steps, along with the second reduction step, will be
constructed.

To clarify, the aim of the research is to confirm or deny the potential of this new potential high pressure
cascade pathway. A next step, afterwards, could be to use the insights originating from this research to
aim for an optimised highly efficient electrocatalytic system, with the option to combine this new tech­
nology with newly discovered catalysts, electrode configurations (such as: GDEs or porous electrodes)
and optimised cell configurations. However, in this research, aiming for the most optimal cell efficiency
is not one of the intended goals, and is therefore outside the scope of this study.

There is still a lot to investigate regarding this subject. However, as stated above, a lot of important
separate research has already been directed at cascade or high pressure systems. The first step in
defining the ensuing research questions for this investigation – is therefore, to outline to which extent
information is already available in literature, in order to find out what elements still need to be investi­
gated further.

The following chapter,’Literature study’, consequently, is directed towards identifying all available rele­
vant information in literature, regarding this subject. This will aid in formulating the research questions
for this research, in order to investigate what is yet to be discovered regarding high pressure cascade
systems. The first section, ’Theory’, will be elaborating on derivations of common equations within the
field of electrochemistry, so these can be used to explain the principles raised in the following chapters.
It will also include the applicable current research reports on the theory of these topics, with a focus
on experimental results, to indicate which experiments are most valuable to investigate as a next step.
The emphasis of this section will be on the available theory behind the effects of high pressure on the
solubility behaviour and kinetics of the reaction. The collected theory on solubility, mass transport and
high pressure effects, will subsequently be used to set up a modelling approach in the section ’Mod­
elling’. This section will compare the most relevant models available in literature on their modelling
approach, limitations and adopted assumptions. From this comparison, a modelling structure can be
adopted for the model to be used in this study. In the section ’Design procedure’, reactor designs in
literature relevant for the high pressure cascade reactor will be analysed. Next, the design criteria for
the design improvements required to enable the intended experiments will be defined. These will be
based on the design improvements required after reviewing the current high pressure design, on which
the design in this study will be based.

From each section the information gaps regarding the available research in literature will emerge. From
these gaps, it will become clear which segments require further investigation – and to what extent. This
analysis will eventually lead to the research questions on which the resulting study in this research will
be based. This structure is represented schematically in figure 1.1.
Consequently, the subsequent chapters will be directed at answering these research questions. They
will include a description of the development of the model and the accompanying reactor design, their
results and validation. This will lead to an overall conclusion and recommendation regarding the high
pressure cascade system and the potential for this technology in future research. After answering the
respective research questions, the potential for this new technology will be indicated, in accordance
with the predetermined research objectives.
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Figure 1.1: Representation of the outline of the literature study. Arrows indicate connections between the chapters.



2
Literature study

2.1. Theory

The next chapter will include a description of the relevant theory, focusing at the subjects: electro­
chemical reactors, principles of electrochemistry, mass transport phenomena and the effects of high
pressure. This information will serve as a basis for the following sections and chapters.

2.1.1. The electrochemical cell

Within chemistry, the field of electrochemistry involves the interaction between chemistry and electricity.
It can be divided into two sections: 1) chemical reactions taking place, producing electricity, or 2) utilising
electricity, to drive the chemical reactions. The first, perhaps more known section, entails, for example,
batteries. This study will focus on the second section, since the goal is to effectively ’store’ electricity,
by converting it into chemical bonds.

Figure 2.1: A simple schematic representation of a standard electrochemical cell.

An electrochemical cell, as shown in figure 2.1, typically consists of two types of electrodes, an anode
and a cathode. The electrodes have two functions, they need to be electrically conductive to conduct
electrons and at the same time they need to function as a catalyst for the reactions taking place at
their surface. The reactions taking place in an electrochemical cell are called redox reactions. In these
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reactions, negatively charged (e−) electrons are transferred. There are two types of redox reactions
taking place within the cell, the oxidation and reduction reaction. Electrons originate from the oxidation
reaction at the anode, as shown in equation 2.1. The electrons move towards the cathode, where the
reduction takes place, as shown in equation 2.2.

2H2 → 4H+ + 4e− (2.1)

O2 + 4e− + 4H+ → 2H2O (2.2)

The current, moving from positive to negative, enters the anode and leaves at the cathode. Surrounding
the cathode and anode is an electrolyte solution. The function of this electrolyte is to transfer the
electric charge to close the electric circuit. In most cases it is a liquid solution, but it can also be solid
(ceramic structures or polymers). Most liquid electrolytes are aqueous solutions, consisting of water
and added salts. The salts are dissolved in the water and dissociate into ions, the ions are responsible
for transferring the electric charge between the electrodes [80]. Ions are also formed in the surface
reactions taking place at the electrodes, as can be seen in the half reactions stated above. Ions can be
positive of charge (cations) or negative (anions). Since the electrons are regarded as negative, a large
negative charge would build up at the cathode, would it not be restored by the ionic current moving
from positive to negative through the ions in the electrolyte.

As demonstrated, an electrochemical cell consists of at least two electrodes, the anode and the cath­
ode. General convention is to refer to the electrode of interest (in this work the cathode) as the working
electrode, and the other as the counter electrode. Both are connected to a power source; this can be a
regular power source or a potentiostat. When operating with a potentiostat, an additional electrode is
required, called a reference electrode. This electrode does not participate in the reaction and therefore
has a fixed potential. Engaging this third electrode is essential for a correct measurement of the work­
ing electrode potential, as measuring against the counter electrode is not an option, since its potential
may change during the reaction [80].

The high pressure cascade cell

The cell in figure 2.1 is a simplified version of the reactor structures used today. The reactors commonly
used for electrochemical reduction have multiple compartments and consist of a series of stacked
components, such as plates, gaskets and housings. The 2020 article by Perry et al., provides a good
overview for different reactor designs [79]. The difference between the standard designs and the design
required for the experiments of this research, is that this new cell is required to housemultiple electrodes
in series while, at the same time, handling very high pressures. An example of a cascade system, with
two electrodes in series, is represented in figure 2.2.

Figure 2.2: Representation of sequential catalysis for the reduction of CO2 to C2+ products. Derived from: [38].

In the cascade system the complicated reaction pathway of electrochemical reduction for the produc­
tion of C2+ products is divided into two steps. The advantage of this is that CO is produced locally in the
first conversion step, resulting in a CO concentration for the second step above the solubility limit [63].
This effectively means the mass transport is increased and therefore the reaction rate. In addition, the
cascade system utilises COR rather than CO2R for the second conversion step. This is an improve­
ment, since COR has shown to work at higher activities and lower overpotentials. COR compared to
CO2R requires two less electrons per produced carbon, and therefore requires less driving force (i.e.
overpotential) [38]. By breaking up the complicated reaction mechanism into two steps, the level of
control can be increased. By changing cell design, the flow, electrode spacing and electrode sizes can
be varied. This creates room for experimenting with different electrodes sizes, as Lum and Ager did in
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their 2018 study, to systematically tune the product distribution and ratio of oxygenates to ethylene [63].

This increased level of control over the reaction can be very beneficial for the results, however, it also
means the cell design becomes more complicated. Both electrodes work at different potentials and
need to be actuated separately. Controlling the electrode sizing and gap distance, also means the cell
design must be adaptable enough to facilitate these changes.

Apart from housing multiple electrodes, the cell must also be able to work with high pressures. The cell
that will be designed in this study, will be based on an existing cell set­up, aimed at producing formate
from CO2 under high pressure conditions. The design process for the designing of this set­up can
be found in the 2019 thesis report by Wols [123]. The goal of this study was to design an adaptable
reactor (i.e. electrochemical cell), capable of handling high pressures, to perform multiple different
experiment configurations with. Most high pressure reactors have complicated designs that consist
of many components. Therefore, Wols detected a need for simpler, more adaptable, high pressure
designs to perform experiments in. The reactor designed in this study has proven to fulfill its design
parameters, however, it still needs to be adapted to fit intended experiments for this research.

The design parameters for the high pressure cascade set­up will be discussed more extensively in
section 2.3, ’Design procedure’.

Efficient cell design

To develop an efficient electrochemical cell, it is important to first determine which components influ­
ence the efficiency of the system. Therefore, one must determine what factors contribute to possible
losses in the system. This section will review these factors, to provide insight into creating an efficient
cell, to aid in the designing part of this research as further described in chapter 2.3, ’Design procedure’.

The cell voltage of an electochemical cell can be found by taking the difference between the anode and
cathode potential:

𝐸cell = 𝐸c − 𝐸a (2.3)

However, the system is usually far from ideal, and deals with many losses. As in any electrical system,
there is resistance. The electrodes, wires and electrolyte all account for ohmic resistance, resulting in
a potential drop. To indicate the electronic potential drop originating from the resistance in the wires
and other material, ΔV is used. The ionic potential drop, related to the conductivity of the electrolyte,
is indicated with Δ𝜙. In addition to the electrical resistance in the system, extra potential is required
to drive the reaction; this is called the activation overpotential, or charge transfer overpotential. The
activation overpotential is related to the voltage loss used to drive the required rate of reaction at the
electrodes [80]. It is indicated with 𝜂 and there will often be a distinction between the anodic and ca­
thodic overpotential, indicated by: 𝜂𝑎 and 𝜂𝑐. Note that the term ’overpotential’ refers to these combined
losses in the system. It is often defined as the difference between the theoretically required potential
(i.e. thermodynamic potential) and the actual required potential. The overpotential is not the same as
activation overpotential, since this is only for a small part contributing to the overall overpotential [80].
Overpotential is often indicated with 𝜂 as well, causing confusion between the two terms. To indicate
the overpotential, equation 2.4 – for now – uses 𝜂𝑡𝑜𝑡. The equation to denote the actual cell potential
is expressed in equation 2.5 [41].

𝜂𝑡𝑜𝑡 = 𝐸 − 𝐸cell (2.4)

𝑉cell = 𝐸cell + 𝜂𝑐 − 𝜂𝑎 − Δ𝜙 − Δ𝑉 (2.5)

Hence, decreasing the (ohmic) losses in the system will increase the overall efficiency. To design an
efficient cell, it is therefore important to determine which values contribute to these losses, so they can
be reduced as much as possible. This will, therefore, be investigated below.

The electronic potential drop is dependent on the ohmic resistance in the system as shown in equation
2.6. It can, for example, be reduced by decreasing the surface, 𝐴, of the wires.
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Δ𝑉 = 𝑗𝐴𝑅 (2.6)

Here 𝑖 denotes the current density, 𝐴 the surface area and 𝑅 the resistance of the component.

The ionic resistance can also be decreased by changing the cell geometry. The current density, 𝑖,
represents the normalised current against the electrode area, as shown in equation 2.7. The potential
drop over the gap between the electrodes (filled with electrolyte) can be calculated using Ohm’s law,
according to equation 2.8. These equations can, thereafter, be linked to Pouilet’s law, as shown in
equation 2.9. With this law, the distance between the electrodes and the conductivity of the electrolyte
can be linked to the overall ionic resistance. The resulting relation, to describe the ionic potential drop,
then becomes equation 2.10, illustrating the dependence on the electrolyte conductivity and the elec­
trode gap length. Reducing the gap and increasing conductivity is, therefore, beneficial for decreasing
the ohmic losses.

𝑖 = 𝐼/𝐴 (2.7)

Δ𝜙 = 𝐼𝑅 (2.8)

𝑅 = 𝐿
𝐴𝜅 (2.9)

Δ𝜙 = 𝑖𝐿/𝜅 (2.10)

Here, 𝐼 denotes the current, 𝐴 the surface area, 𝑅 the resistance in the gap between the electrodes,
𝐿 the length of the gap between the electrodes, 𝜅 the conductivity of the solution and Δ𝜙 the resulting
potential drop over the electrolyte filled gap.

Lastly, the (activation) overpotentials can be found by finding a relation between the overpotential and
the current density. The equation that provides this relation is the current­overpotential equation, which
is shown in equation 2.11 [11]. This equation is often simplified by assuming Tafel kinetics are valid.
This is the case at high overpotentials, where one half of the reaction dominates over the other (for
example: reduction » oxidation). The current­overpotential equation consists of an oxidation and a
reduction term. In the regime where reduction dominates, the oxidation term can be neglected. When
the resulting equation is linearised, this will form the Tafel equation; relating the overpotential (𝜂) to the
current density (𝑗), the concentration (𝐶) and the exchange current density (𝑗∗). The Tafel equation is
shown in equation 2.12.

𝑖 = 𝑖𝑜 (
𝐶𝑅
𝑐𝑅,eq

𝑒
𝛼𝐹𝜂
𝑅𝑇 − 𝐶𝑂

𝐶𝑂,eq
𝑒−

(1−𝛼)𝐹𝜂
𝑅𝑇 ) (2.11)

𝑖 = 𝑖0
𝐶𝑅
𝑐𝑅,eq

𝑒𝜂/𝑏 (2.12)

Where 𝑏, Tafel equation constant, can be found using:

b = 𝛼𝐹
2.3𝑅𝑇 (2.13)

Here, 𝐶𝑅/𝑂 denotes the concentration at the cathode and anode surface, 𝐶𝑒𝑞 the equilibrium concentra­
tion (away from electrode surface), 𝐹 indicates the Faraday constant, 𝑅 the molar gas constant, 𝑇 the
temperature and 𝛼 the charge transfer coefficient. This coefficient is a dimensionless number, which
indicates the symmetry of the reaction barrier. If 𝛼=0.5, the reaction is symmetrical [11].

In the Tafel regime the activation overpotential can be found with equation 2.14 [80]. This shows the
clear dependence of the overpotential on the exchange current density. To decrease the overpotential
losses the exchange current density must, therefore, be as high as possible. The exchange current
density can be defined as the rate of charge transfer at an electrode in equilibrium. It is a measure of
the amount of charge entering from the ions at the electrode surface. The kinetics of 𝑖𝑜 are influenced
by the reaction process and the catalyst used. Complex reaction processes, where multiple bonds
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need to be broken or many adsorption steps are required, result in low exchange current densities.

𝜂 = 𝑏 ln( 𝑖𝑖𝑜
) (2.14)

From this it can be concluded that there are a lot of different factors influencing the losses of the system.
Key in the development of an electrochemical cell is, therefore, to reduce the (ohmic) losses, by:

• reducing electrical losses, by decreasing wire areas, etc.

• reducing ionic losses, by minimising the gap distance between the electrodes and maximising
the electrolyte conductivity

• deploying catalysts which positively affect the kinetics of the reaction, resulting in high current
exchange densities

Taking this into account, will aid in the development of a suitable high pressure cascade electrochemical
cell. This information will, therefore, be applied in the chapter on the parameters for the cell design,
’Design procedure’.

2.1.2. CO2/CO reduction

To produce products from CO2 or CO, both thermodynamic and kinetic barriers need to be overcome.
This section will describe the theory behind how reactions take place, what type of reactions there are,
and what factors can influence the reactions. This involves the reactions taking place in CO2 and CO
reduction, the chemical reactions in the bulk, the thermodynamics and kinetics of the system and the
mass transport within the system. This theory will aid in setting up the equations describing the elec­
trochemical cell behaviour for the modelling chapter.

First of all, the electrochemical reduction of CO2 to form CO is a relatively simple process, in which
only two electrons are transferred. At Ag surfaces CO production is dominant. However, the reduction
of CO towards C2+ products is much more complex and has a lot of possible reaction pathways and
different products. Some possible reaction pathways for CO, formic acid (HCOOH), methanol (CH3OH),
methane (CH4), ethylene (C2H4) and ethanol (C2H5OH) are displayed in table 2.1.

Reaction Formal redox potential vs SHE Value
CO2 + 2H+ + 2e− → HCOOH E0𝑟𝑒𝑑𝑜𝑥 ­0.610 V
CO2 + 2H2O+ 2e− → HCOOH− +OH− E0𝑟𝑒𝑑𝑜𝑥 ­1.491 V
CO2 + 2H+ + 2e− → CO+H2O E0𝑟𝑒𝑑𝑜𝑥 ­0.530 V
CO2 + 2H2O+ 2e− → CO+ 2OH− E0𝑟𝑒𝑑𝑜𝑥 ­1.347 V
CO2 + 6H+ + 6e− → CH3OH+H2O E0𝑟𝑒𝑑𝑜𝑥 ­0.380 V
CO2 + 5H2O+ 6e− → CH3OH+ 6OH− E0𝑟𝑒𝑑𝑜𝑥 ­1.225 V
CO2 + 8H+ + 8e− → CH4 + 2H2O E0𝑟𝑒𝑑𝑜𝑥 ­0.240 V
CO2 + 6H2O+ 8e− → CH4 + 8OH− E0𝑟𝑒𝑑𝑜𝑥 ­1.072 V
2CO2 + 12H+ + 12e− → C2H4 + 4H2O E0𝑟𝑒𝑑𝑜𝑥 ­0.349 V
2CO2 + 8H2O+ 12e− → C2H4 + 12OH− E0𝑟𝑒𝑑𝑜𝑥 ­1.177 V
2CO2 + 12H+ + 12e− → C2H5OH+ 3H2O E0𝑟𝑒𝑑𝑜𝑥 ­0.329 V
2CO2 + 9H2O+ 12e− → C2H5OH+ 12OH− E0𝑟𝑒𝑑𝑜𝑥 ­1.157 V
2H+ + 2e− → H2 E0𝑟𝑒𝑑𝑜𝑥 ­0.42 V

Table 2.1: Examples for reaction equations for CO2 reduction and the accompanying redox potential vs SHE. Values derived
from [107].

The E0 of the reaction indicates how thermodynamically favourable the reaction is. The E0 values in
the table are measured against SHE (Standard Hydrogen Electrode). SHE is a reference scale, de­
termined by putting a platinum wire in a H+ solution through which H2 gas is bubbled. The activity
values equal ’1’, and the system has a potential of ’0’ volts [80]. In the next section the theory behind
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the different reference scales and how to convert between them, will be explained. The value of 𝐸0
indicates how likely a reduction process will occur, reduction reactions with more positive E0 are more
favourable than reactions with more negative values. But, in addition to the thermodynamic barrier, re­
actions also have a kinematic dependence, so the E0 is not the only value determining which reaction
will take place [107]. This will be explained further in the next sections.

Reference scales

As explained before, the overpotential is defined as the difference between the theoretical potential the
system should have and the actual potential of the system. The value of the overpotential is essential
for determining the current density, as illustrated in equation 2.11. To determine the overpotential, first
the theoretical potential will need to be determined. It’s value originates from three important variables:
the reaction equation, the temperature and the pH of the system. Additionally, the standard potential
(i.e. theoretical potential), 𝐸0, is referenced against a certain scale. 𝐸0 values in literature are often
either referenced against SHE (Standard Hydrogen Electrode) or against RHE (Reversible Hydrogen
Electrode) scale. The SHE scale assumes the 𝐸0 for hydrogen to be zero volts at all temperatures and
pH. This is then used as a reference for standard potentials of other reactions. 𝐸0 values on the RHE
scale, on the other hand, do change with changing pH and temperature. Therefore, it is important to
incorporate the potential temperature and pH deviations when referencing to RHE scale.

To model the high pressure cascade system, input variables are required. These will be extracted from
other models or experimental data found in literature. As the standard electrode potentials can be ex­
pressed against different scales, to align them, conversion between these scales is required.

The SHE scale is determined by placing a Pt electrode in an aqueous solution, where 𝐻2 gas and 𝐻+
protons are supplied at a fugacity of 1.00 bar with an activity of 1.00 [49]. In this case the hydrogen
reference electrode used represents the SHE. However, when these values deviate from standard, in
other words, if the fugacity and activity are not equal to one, the hydrogen reference electrode repre­
sents the RHE [49]. For the RHE, the concentration of hydrogen ions resembles that of the electrolyte
concentration employed. Where the SHE has a constant value for all temperatures and pH, the poten­
tial against RHE varies with changing the pH or temperature of the system. This principle is shown in
figure C.1.

At a temperature of 25 ∘ 𝐶 the factor 𝑅𝑇/𝐹 in the Nernst equation shown in equation 2.27, will be
approximately 0.0592. This corresponds to the slope of the graph in figure C.1, identifying the decrease
in potential 𝐸 per unit pH.

𝐸 = 𝐸0 −
𝑅𝑇
𝑛𝐹 ln𝑄 (2.15)

Where:

• 𝑄 = 𝐾, (i.e. equilibrium constant) in equilibrium conditions

• 𝑄 = 𝑎𝑟𝑒𝑑/𝑎𝑜𝑥, when not in equilibrium, where 𝑎 denotes the activity

• 𝑄 = 𝐶𝑟𝑒𝑑/𝐶𝑜𝑥, for low concentrations, since the activity often approaches unity in this case

Hence, to convert from SHE to RHE scale the following formula can be used [16]:

ERHE = ESHE + 0.0592 ∗ 𝑝𝐻 (2.16)
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Figure 2.3: Showing the difference between the SHE and RHE scales over different system pH for a temperature of 298 K.
Derived from [49].

Chemical reactions

In addition to the reactions taking place at the electrode surfaces, there are also chemical equilibrium
reactions taking place in the electrolyte solution. Which reactions take place, depends on the pH of the
solution and the added electrolyte. The bulk pH of an electrolyte solution containing 0.1 M KHCO3 is
8.9, but will decrease to around 6.8 after saturating with CO2 [85]. When the pressure is increased,
the pH will drop even more due to the increased CO2 solubility. According to the modelled results in
the 2019 study of Morrison and co­workers, the pH at high pressures does not drop below 5.4 [72]. In
a KHCO3 electrolyte solution at this pH level, the reactions involving the dissolved CO2 are [102]:

CO2 +H2O
𝑘𝑓1⇌
𝑘𝑟1
HCO−3 +H+ 𝐾1 (2.17)

HCO−3
𝑘𝑓2⇌
𝑘𝑟2
CO2−3 +H+ 𝐾2 (2.18)

CO2 +OH−
𝑘𝑓3⇌
𝑘𝑟3
HCO−3 𝐾3 (2.19)

HCO−3 +OH−
𝑘𝑓4⇌
𝑘𝑟4
CO2−3 +H2O 𝐾4 (2.20)

The equilibrium reaction between OH− and H+ is the following:

H2O ⇌ OH− +H+ 𝐾w (2.21)

Note that CO does not react with the electrolyte solution, therefore no chemical reactions for CO are
stated. It will only dissolve to a CO(aq) form.

Here the hydration reaction to form H2CO3 and the reaction producing HCO−3 have been combined to
form equation 2.17, since the hydration reaction is very slow compared to the subsequent dissociation
reaction [34]. The related equilibrium constants (K1−4 and K𝑤) are also indicated in the reaction equa­
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tions. How the values for these constants can be calculated, will be explained in section 2.1.2, ’Kinetics’.

To maintain charge neutrality in the electrolyte and conservation of mass, the following equations must
hold as well [72]:

[K+] + [H+] − [HCO−3 ] − 2 [CO2−3 ] − [OH−] = 0 (2.22)

[CO2] + [HCO2−3 ] + [CO2−3 ] = [𝐶carbon ] (2.23)

Thermodynamics

The thermodynamics of a system describe the type of reactions taking place. With this knowledge it
is possible to predict if a chemical reaction will take place spontaneously or if it needs a driving force [80].

Free energy of a system is an example of a thermodynamic function enabling the prediction of reaction
behaviour. The free energy, or Gibbs free energy, can indicate the direction of the reaction. It can
be defined as the maximum (reversible) work of a system at a given temperature and pressure. In
equilibrium state, the amount of work can, therefore, be taken as equal to (minus) the change in Gibbs
free energy of the reaction. The change in Gibbs free energy can be calculated as shown in equation
2.24; depending on: the number electrons transferred (𝑛), Faraday’s constant (𝐹) and the open cell
voltage (𝐸𝑜).

Δ𝐺 = −𝑛𝐹𝐸o (2.24)

If the change in Gibbs free energy is positive, the free energy of the reactants is smaller than that of
the products and the reaction is regarded exergonic. Exergonic reactions have a spontaneous forward
reaction. When the change in Gibbs free energy is negative, the free energy of the reactants is larger
than that of the products and the reaction is regarded endergonic. Endergoninc reactions have a spon­
taneous backward reaction. In the case of CO2 or CO reduction the reaction is endergonic, because it
requires electricity as driving force.

Another name for the 𝐸0, as calculated with the change in Gibbs free energy, is the thermodynamic
voltage. It indicates the minimal electrical energy required to drive the reaction. Some reactions,
however, also require additional heat, these reactions are called endothermic reactions. To indicate
whether a reaction is exothermal (requires no external heat) or endothermal, we look at the enthalpy
of reaction:

Δ𝐻 = Δ𝐺 + 𝑇Δ𝑆 (2.25)

Here, Δ𝐺 indicates the minimal electric energy required and 𝑇Δ𝑆 the minimal heat required for the re­
action (temperature T times the entropy change Δ𝑆).

With this knowledge it is possible to define the equation for the enthalpic voltage (thermoneutral volt­
age), which represents the global energy required for the reaction.

𝐸tn = −
Δ𝐻
𝑛𝐹 (2.26)

Voltages higher than the thermoneutral voltage indicate that the reaction in question is exothermal,
meaning that it produces more heat than required to drive the reaction. The thermodynamic voltage
and the thermoneutral voltage per reaction equation at standard conditions can be found in tables of
standard electrode potentials.

To relate the Gibbs free energy to the actual reaction potential and to link the potential to the concentra­
tions in the bulk of the system, the Nernst equation can be used [11]. The bulk of the system is a term
used to describe the (equilibrium) section of the system far enough away from the electrode surfaces
to be regarded as unaffected by their reactions.
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E = E0 − RT
nF

lnQ (2.27)

Here, 𝐸 represents the actual reaction potential, 𝑅 the molar gas constant and 𝑄 the reaction quotient.
The reaction quotient can indicate if the reaction will proceed forward, backward or will be in equilib­
rium. When the system is in equilibrium 𝑄 will equal the equilibrium constant 𝐾.

This shows there is a difference between the thermodynamic voltage and the actual voltage of the
system (including losses, etc.); this difference is indicated with the previously mentioned term: overpo­
tential [80]. This overpotential, not to be confused with the activation overpotential, consists of three
different contributors: charge transfer (activation) overpotential, resistive overpotential and mass trans­
port overpotential.

Kinetics

As explained above, the thermodynamics of a system provide a lot of information on the reactions
taking place; they, however, cannot predict the speed of reactions [80]. Therefore, in addition to the
thermodynamics, the kinetics of a system must be studied as well. The kinetics describe how fast re­
actions can occur.

In the case of electrochemistry, the rate of reaction is related to the chemical reaction rate and to the
electrical driving force. A simplified chemical reaction is presented in equation 2.28. The rate constants
for the forward and reverse reaction are indicated with 𝑘𝑓 and 𝑘𝑟.

A
𝑘f⇌
kr
B (2.28)

With these rate constants (𝑠−1) and the concentrations (𝐶), the reaction rates 𝑣𝑓, 𝑣𝑟 and the net reaction
rate, 𝑣𝑛𝑒𝑡 (𝑀/𝑠), can be determined:

𝑣f = 𝑘f𝐶A (2.29)

𝑣b = 𝑘r𝐶B (2.30)

𝑣net = 𝑘f𝐶A − 𝑘r𝐶B (2.31)

With the rate constants, the equilibrium constant (𝐾) for the reaction can be determined. At equilibrium
there is no forward or backward conversion, therefore:

𝐾 = 𝐶B
𝐶A

= 𝑘f
𝑘r

(2.32)

The rate of a reaction can, therefore, be determined with the corresponding rate constants. These,
however, must first be determined experimentally [80]. To provide an approximation, Arrhenius showed
the dependence of the rate constant on the temperature. This eventually led to the Arrhenius equation,
relating the rate constant to the activation energy, 𝐸𝐴, the molar gas constant, 𝑅, the temperature, 𝑇,
and the frequency factor, 𝐴 [11].

𝑘 = 𝐴𝑒−𝐸A/𝑅𝑇 (2.33)

The variables 𝐸𝐴 and 𝐴 can be predicted by applying the transition state theory. By applying this method
as described in ’Electrochemical Methods Fundamentals and Applications’ by Bard and Faulkner (2001),
the rate constants can be expressed in the following equation [11]:

𝑘 = 𝜅𝑡
𝑘𝐵𝑇
ℎ 𝑒−Δ𝐺†/𝑅𝑇 (2.34)

With the transmission coefficient, 𝜅𝑡, the Boltzmann constant, 𝑘𝐵, the Planck constant, ℎ, and the
change in free energy of the reaction, ΔG.

The equilibrium and rate constants for the reaction equations taking place in the bulk of the CO2R cell,
are indicated in equations 2.17 to 2.21. The values for the constants can, for example, be derived from
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literature [37] [72] or can be calculated as shown in the 2019 research by Soeteman [102]. Rather
than using experimental values, this research uses equations taking into account the temperature de­
pendent behaviour of the reactions. It eventually concludes that especially the 𝐾𝑤 and 𝐾3/𝐾4 values
strongly depend on temperature. For this reason, the same approach was adopted in this research
as well. Table 2.2 expresses how the values of these (temperature dependent) equilibrium and rate
constants can be calculated, while indicating the consulted source for each equation. The parameters
for the equations are presented in table A.2 to A.5 in Appendix A.1.

Constant Equation (T,p) or constant value Source

𝑃𝐾1, 𝐾1

ln(𝐾) = 𝑎1 + 𝑎2 ∗ 𝑇 + 𝑎3/𝑇 + 𝑎4/𝑇2 + 𝑎5 ∗ log(𝑇)+
(𝑎6/𝑇 + 𝑎7/𝑇2 + 𝑎8/𝑇 ∗ log(𝑇)) ∗ (𝑝 − 𝑝𝑠)+
(𝑎9/𝑇 + 𝑎10/𝑇2 + 𝑎11/𝑇 ∗ log(𝑇) ∗ (𝑝 − 𝑝𝑠)

2)

𝐾1 = 𝑒𝑃𝐾1

[58]

𝑃𝐾2, 𝐾2

ln(𝐾) = 𝑎1 + 𝑎2 ∗ 𝑇 + 𝑎3/𝑇 + 𝑎4/𝑇2 + 𝑎5 ∗ log(𝑇)+
(𝑎6/𝑇 + 𝑎7/𝑇2 + 𝑎8/𝑇 ∗ log(𝑇)) ∗ (𝑝 − 𝑝𝑠)+
(𝑎9/𝑇 + 𝑎10/𝑇2 + 𝑎11/𝑇 ∗ log(𝑇) ∗ (𝑝 − 𝑝𝑠)

2)

𝐾2 = 𝑒𝑃𝐾2

[58]

𝑃𝐾𝑤 , 𝐾𝑤

𝑃𝐾𝑤 = log𝐾𝑤 = 𝐴 + 𝐵/𝑇 + 𝐶/𝑇2 + 𝐷/𝑇3+
(𝐸 + 𝐹/𝑇 + 𝐺/𝑇2) log𝜌𝑤

𝐾𝑤 = 𝑒𝑃𝐾𝑤
[67]

𝐾3 𝐾1/𝐾𝑤 ­
𝐾4 𝐾2/𝐾𝑤 ­
𝑘1𝑓 ln 𝑘 = 𝐴 + 𝐵𝑆0.5 + 𝐷/𝑇 + 𝐸 ln𝑇 [50]
𝑘1𝑟 𝐾1𝑓/𝐾1 ­
𝑘2𝑓 value: 5.0 ∗ 1010 Kg mol−1𝑠−1 [97]
𝑘2𝑟 𝑘1𝑓/𝐾1 ­
𝑘3𝑓 𝑘3𝑓 = 𝐴𝑒−𝐸𝐴/𝑅𝑇 [91]
𝑘3𝑟 𝑘𝑓3/𝐾3 ­
𝑘4𝑓 value: 6.0 ∗ 109 𝐾𝑔𝑚𝑜𝑙−1𝑠−1 [30],[97]
𝑘4𝑟 𝑘4𝑓/𝐾4 ­

Table 2.2: Equations used in the 2019 study bij Soeteman for the calculation of the required equilibrium and rate constants [102].

With the obtained rate constants and equation 2.31, the reaction rate can be derived. As mentioned
before, the current density is proportional to the rate of reaction at an electrode. The equation relating
the electrical driving force to the net reaction rate is the following [11]:

𝑣net = 𝑣f − 𝑣r = 𝑘f𝐶O − 𝑘r𝐶R =
𝐼
𝑛𝐹𝐴 =

𝑖
𝑛𝐹 (2.35)

With the concentrations (𝐶𝑂 and 𝐶𝑅) taken at the electrode surfaces, 𝑛 as the number of consumed elec­
trons at the electrode surface and 𝐹 as the Faraday constant (i.e. the charge on one mole of electrons).

This clearly shows the dependence of the reaction rate on the current density, which, in turn, is related
to the overpotential as shown in equation 2.14 and 2.11. It also shows the relation of the reaction rate
to the surface concentrations at the electrode surfaces. This, therefore, expresses the importance of
a high mass transfer for high reaction rates and efficient systems.
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2.1.3. Mass transport

To ensure a high mass transport in an electrochemical cell, it is important to understand the different
ways mass can be transported and the factors influencing this process. In an electrochemical cell,
the transport of reactants from the bulk of the solution to the electrode surface is expressed as the
flux, or ionic flux (𝑁𝑖). The flux describes a quantity per unit time per unit area, as is described by the
Nernst­Planck equation:

Ni = − 𝐷i∇𝑐i⏝⎵⏟⎵⏝
Diffusion

−𝑧i𝑢m,i𝑐i∇𝜙1⏝⎵⎵⏟⎵⎵⏝
Migration

+ 𝑐iu⏟
Convection

(2.36)

Here, 𝐷𝑖 denotes the diffusion coefficient of the species, 𝑐𝑖 its concentration, 𝑢𝑚,𝑖 the mobility of an ion,
𝑧𝑖 the charge of the ion, ∇𝜙 the electric field strength and u the velocity vector.

The total flux has contributions from three different forms of mass transport: diffusion, migration and
convection. Diffusion is the mass transport that results from a concentration gradient. In the electro­
chemical cell reactants are consumed at the electrode surface, resulting in a concentration difference
with the reactions in the bulk of the solution. This drives the diffusive mass transport of reactants to the
electrode surface. Migration is the transport of charged species as a consequence of a potential gradi­
ent. In the electrochemical cell this is represented by the ionic charge through the electrolyte solution.
The migration contribution to the total transport is small and often regarded as insignificant [80]. The
2019 report by Soeteman, however, states that these migration effects are larger under higher pres­
sures, due to the higher surface concentrations, which implies the migration effects could be significant
for this high pressure cascade study [102]. Whether the migration contribution will be incorporated in
themodel, will be investigated further in themodelling section (section 2.2). The last form of mass trans­
port, convection, is a result of mechanical forces producing a velocity gradient. Some electrochemical
cells employ convection transport driven by a mechanical pump, other choose to work without convec­
tive transport. The cell utilised in this study will rely on diffusive, migration and convective transport.

In section 2.2, ’Modelling’, the functions for the different types of transport will be used to derive the
PDEs (Partial Differential Equations) required to set up the eventual model. Below, the theory behind
these equations will be discussed and the equations will be introduced.

A common way to describe the flux when dealing with steady state diffusion, is with Fick’s laws of
diffusion [91]. Fick’s first law states that the flux is proportional to the change of concentration over
position [80]. Here the flux depends on the diffusion coefficient, 𝐷, and the difference in concentration,
which changes over distance 𝑥.

N = −𝐷𝜕𝐶𝜕𝑥 (2.37)

At the surface of the electrode, the reactants are reduced, resulting in a lower local concentration.
Because of mass conservation, this loss of reactant at the electrode surface must be equal to the
products formed. This results in the following equation [80]:

− 𝐷𝑂𝑋
𝜕𝐶𝑂𝑋
𝜕𝑥 = 𝑖

𝑛𝐹 = 𝐷𝑅
𝜕𝐶𝑅
𝜕𝑥 (2.38)

The law of Faraday states that the change in number of moles of substance over time is equal to the
current divided by the number of electrons transferred, times the charge of an electron [80]. This ef­
fectively means that Fick’s first law can be combined with Faraday’s law, as shown in equation 2.38.

However, in most cases the concentration will vary with both time and distance. In this case, Fick’s
second law of diffusion can be used [91] [12]:

𝜕𝐶i
𝜕t = Di

𝜕2Ci

𝜕x2 + 𝑉𝑖(𝑥, 𝑡) (2.39)

With 𝑡 indicating the time, 𝑥 indicating the changing distance and 𝑉𝑖 indicating the net rate of formation
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of species 𝑖 (due to chemical reactions) [12].

For the contribution caused by migration we look at the current transported by the ions in the solution.
The transport number / transference number (t+ or t−) indicates how much current an ion can carry. It
can be considered as the ratio of charge carried by an ion, 𝑖𝑖, relative to the total charge carried, 𝑖. The
equation for the transport number is shown in equation 2.40 [11]. The transport number is dependent on
the conductivity of the electrolyte solution, which, in turn, depends on: the ion charge (𝑧𝑖), the mobility
of an ion (𝑢𝑖) and the ion concentration (𝐶𝑖). The conductivity of a solution can be expressed as in
equation 2.41 [11]. The more conductive the electrolyte solution, the higher the transport numbers
[102]. By looking at the magnitude of the transport numbers for the ions involved, an indication can be
made of the significance of the migration contribution to the total transport. In the ’Modelling’ section,
will elaborate on the reasoning behind the choice to incorporate the migration transport.

𝑡i =
𝑖j
𝑖 =

|𝑧j| 𝑢i𝐶i
∑k |𝑧k| 𝑢k𝐶k

(2.40)

𝜅 = 𝐹∑
𝑖
|𝑧𝑖| 𝑢𝑖𝐶𝑖 (2.41)

If the migration contribution is found to be significant, the next step is to determine its effect on the flux.
The migration contribution on the total flux is already shown in equation 2.36 and can be determined
in the following way. The migrating ions will attain a velocity in the direction of the electrical force (𝐹),
which is described in equation 2.42. The electric force is equal to the charge, 𝑞, times the electric field,
∇𝜙, as denoted in equation 2.43. The charge, 𝑞, is represented by the charge number of an ion, times
the elementary charge on an electron, as shown in equation 2.44.

F = −𝑧𝑖𝑒0∇𝜙 (2.42)
F = −𝑞∇𝜙 (2.43)
𝑞 = 𝑧𝑒𝑜 (2.44)

The velocity the ions will attain, will depend on the collisions with other molecules, expressed in the
mobility (𝑢𝑖) of the ion, and the force acting on it. This velocity is indicated with the drift velocity, 𝑣𝑑,
and is expressed in equation 2.45 [1].

𝑣𝑑 =
𝑢𝑖
𝑒0
F (2.45)

The migration flux of an ion, as a result of its drift velocity, is a product of the drift velocity and the
concentration [1]. The mobility of an ion can be found using the Nernst­Einstein relation [12], as shown
in equation 2.46. In combination with the derived relation for the drift velocity, this leads to equation
2.47, which expresses the migration contribution to the overall flux as was indicated in equation 2.36.

𝑢𝑖 = 𝐷𝑖
𝐹
𝑅𝑇 (2.46)

N𝑚𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛 = 𝑣𝑑𝑐𝑖 =
𝑢𝑖
𝑒0
𝑐𝑖F = −𝑧𝑖𝑢𝑖𝑐𝑖∇𝜙 (2.47)

The contribution because of the convection is usually much larger than the migration contribution. It
can be expressed mathematically for laminar flows in the following relation [12]:

𝜕𝐶𝑖
𝜕𝑡 = −𝑣𝑥

𝜕𝐶𝑖
𝜕𝑥 (2.48)

Here, 𝑣 represents the flow­rate and 𝐶 the concentration of species 𝑖.

Based on this theory on mass transport inside electrochemical cells, the governing equations for the
eventual model will be set up. The details regarding the defining the transport equations for the species
involved and how these will be solved, will be further detailed in the ’Modelling’ section (section 2.2).
From how these mass transport equations are set up, the large dependence on the reactant concen­
tration in each of the different forms of mass transfer becomes apparent. This relation will be utilised
in the next section, which will investigate the effects of high pressure on the system.
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2.1.4. High pressure effects

As mentioned in the introduction, the hypothesis of this study is that pressure will have a positive
effect on both sequential steps in the cascade electrochemical cell. Previous studies have shown the
solubility of CO2 can be increased dramatically with pressure, effectively increasing mass transport [29]
[39] [115]. For CO there have also been studies which indicated it could present similar behaviour as
CO2, although it was only tested at lower pressures (<2.4 atm) [119] [57]. However, apart from solubility
– and therefore mass transfer– putting pressure on the system might have an effect on the reaction
kinetics as well. There are studies proposing the rate determining step of the reactions might change
at increased pressure [102] [98]. This could explain the experimental results found by Todoroki et al.
(1995), showing a change in the Tafel slope at 40 atm compared to 5 atm, as shown in figure 2.4 [115].
This section will provide an overview of the documented effects of pressure on the solubility and the
kinetics as this is described in literature.

Figure 2.4: Tafel plot from experimental results by [115]. HCOOH at 5 atm (■), 40 atm (•) CO at 5 atm (□), at 40 atm (∘).

Solubility of CO2/CO

As mentioned before, the low solubility for CO2 and CO are important limiting factors in the electro­
chemical production rates of C2+ products. However, by increasing the pressure in the system, this
low solubility can be increased dramatically. To determine how these solubilities will behave, in order
to accurately model them later, a number of things need to be considered. In a normal CO2 reduc­
tion, finding the CO2 solubility is the most challenging aspect, as this is influenced by the temperature,
pressure and other particles present in the solution. However, because of the cascade, a more compli­
cated system arises. The question is therefore, how will the solubility behaviour change if an additional
gas will be dissolved as well? The next sections will be dedicated to describing the possible solubility
behaviour of this system from a theoretical point of view. To what extent these phenomena will be
incorporated in the eventual model, will be discussed in the section 2.2.

CO solubility

There are different ways to determine the solubility as a function of the pressure. The simplest way to
consider this relation, is by using Henry’s law, where H𝑐𝑝 represents Henry’s constant [mol/(Lbar)−1].
This relation shows the concentration (C𝑖) increases with increasing pressure (p𝑖), as expected.

𝐻𝑐𝑝 = 𝐶𝑖
𝑝𝑖

(2.49)

This equation is a good representation of the general relation between pressure and concentration.
It is, however, limited to dilute solutions under low pressures (< 5 bar) [12]. For the solubilities in
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this study additional expressions must therefore be used. Since CO has relatively simple solubility
behaviour compared to CO2, the values can be found from experimental data describing the solubility
as a function of pressure. Table 2.3 displays the CO solubility data in terms of Henry’s constant as a
function of pressure. Applying these values to equation 2.49 will result in a CO solubility expressed in
moles of solute (CO) per mole of solution [78].

CO pressure H ∗10−4
mm Hg bar T= 17 ∘ T= 19 ∘

900 1.19 4.77 4.88
2000 2.67 4.77 4.91
3000 4.00 4.77 4.93
4000 5.33 4.78 4.95
5000 6.67 4.80 4.97
6000 8.00 4.82 4.98
7000 9.33 4.86 5.02
8000 10.67 4.88 5.08

Table 2.3: CO solubility data under different pressures. Derived from: [78].

CO2 solubility

Determining the CO2 solubility will be a little more complex because CO2 reacts to bicarbonate, as
shown in equation 2.17. In addition to high pressure effects, the expression for the CO2 solubility
should, therefore, also account for salting out effects. The salting out effect is the effect referring to the
decrease in reactant solubility in the solution, due to the presence of added electrolyte. According to the
2019 study by Morrison et al., the salting out effects of bicarbonate (and other salts) can decrease the
CO2 solubility up to 20% [72]. This is a significant amount, therefore these effects cannot be neglected
in the solubility calculation. The salting out effect can be described using an extension on Henry’s law,
the Sechenov equation [102] [61]:

log
𝛾𝑖
𝛾0𝑖
= log

𝑆0𝑖
𝑆𝑖
= 𝑘𝑠𝐶𝑠 (2.50)

Here 𝛾𝑖 and 𝛾0𝑖 indicate the molar activity coefficients of the reactant in water and in electrolyte solution.
S0 indicates the CO2 solubility in water; S the CO2 solubility in the electrolyte solution at concentration
C𝑠. K𝑠 is the salting out parameter. The salting out parameters per electrolyte solutions can be found
in literature from experimental data. This relation clearly shows the relation between the concentration
and the salting out effects; the larger the salting out parameter, the smaller the concentration CO2.

However, since this work aims to investigate the effects of high pressure, it is important to adopt a
model for the calculation of the solubilities which incorporates the pressure effects in addition to the
salting out effects. At present, multiple models exist, capable of accurately calculating the CO2 solubility
in several electrolytes, which incorporate: high pressures, large temperature ranges, high electrolyte
concentrations and salting out effects. A complete overview comparing a number of these models can
be found in the 2017 study by Shi and Mao [100]. These models are often based on the fact that the
CO2 solubility in electrolyte solutions can be found by expressing the balance between the chemical
potential of the liquid 𝜇LCO2 and the chemical potential of the gas 𝜇

V
CO2 . The chemical potential in liquid

phase can then be expressed in terms of fugacity (𝑓𝐶𝑂2) and in the vapor phase in terms of activity
(𝛼𝐶𝑂2), as shown in the equations 2.51 to 2.53 below [109].

𝜇VCO2 = 𝜇
L
CO2 (2.51)

𝜇VCO2 = 𝜇
V(0)
CO2 (𝑇) + 𝑅𝑇 ln (𝑦CO2𝑃) + 𝑅𝑇 ln𝜙CO2 (𝑇, 𝑃, 𝑦CO2) (2.52)

𝜇LCO2 = 𝜇
L(0)
CO2(𝑇, 𝑃) + 𝑅𝑇 ln𝑚CO2 + 𝑅𝑇 ln 𝛾CO2(𝑇, 𝑃,𝑚𝐶𝑂2) (2.53)
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Here the molarity in the liquid phase is indicated with𝑚𝐶𝑂2, the mole fraction of CO2 in the vapor phase
with 𝑦CO2 , the activity coefficient with 𝛾CO2(𝑇, 𝑃,𝑚𝐶𝑂2) and the fugacity coefficient with𝜙CO2 (𝑇, 𝑃, 𝑦CO2).

To solve the resulting equation, and find the solubility, the following parameters, therefore, need to be
determined: 𝜇L(0)CO2(𝑇, 𝑃), 𝜇

𝑉(0)
CO2 , 𝑦CO2 , 𝑚𝐶𝑂2 , 𝜙CO2 (𝑇, 𝑃, 𝑦CO2) and 𝛾CO2(𝑇, 𝑃,𝑚𝐶𝑂2).

An example of how these can be determined according to literature [109] [100] [66], is provided below:

• The standard chemical potential in the vapor phase, 𝜇𝑉(0)CO2 , is often assumed to be zero

• The standard chemical potential in the liquid phase, 𝜇L(0)CO2(𝑇, 𝑃), can be found, for example, with
Pitzer’s method [82]

• The mole fraction CO2 in the vapor phase, 𝑦CO2 , is dependent on the pressure (of H2O and CO2)
and is often found with empirical relations or from models [8]

• The 𝑚𝐶𝑂2 is the molarity of CO2 in the liquid phase

• The activity coefficient 𝛾CO2(𝑇, 𝑃,𝑚𝐶𝑂2), is complicated to determine. It can be determined with
viral expressions regarding the excess Gibbs energy [66] [109], which can, in turn, be solved with
the Pitzer method [83]

• The fugacity coefficient, 𝜙CO2 (𝑇, 𝑃, 𝑦CO2), can be found by applying equations of state [26] [104]

How the different parameters in the resulting equation will be found depends on the model, it is usually
a combination of equations of state (Peng Robinson, Redlich­Kwong, etc.), fitting to experimental data
and using pre­existing models.

Most models, however, focus on the ions: Na+, K+, Mg+, Ca+, Cl− and SO42−. For this study, because
of the added KHCO3 electrolyte, the ions of interest are K+ and HCO−3 . Since HCO−3 is not one of the
incorporated ions in the conventional models, this merits further research. In this respect, the 2015
study by Tang et al. investigated whether existing models for different ions could also work for HCO−3
[109]. They found that, although HCO−3 is larger, has a larger molecular weight and a smaller salting
out effect (less hydration action), it presents similarly to Cl−. Their premise was that this results from
the equilibrium between CO2 and HCO−3 , where the HCO−3 suppresses the CO2 dissolution, eventually
resulting in a similar salting out effect as Cl− [109]. They came to this conclusion, by matching experi­
mental results to three different models, including: the model of Duan et al. [27] and the PR–HV model
[43] [77]. In doing so, they aimed to find whether these models could also predict sufficiently for a
bicarbonate solution. The results indicated that the Duan model is a better fit for the experimental data
at low salt concentrations (<0.7 mol/kg), while the PR­HV model fits better at high salt concentrations.

This research will utilise 0.1 M KHCO3 electrolyte for the solution. Therefore, the Duan model will
provide the most accurate results regarding the CO2 solubility. Hence, the choice has been made to
deploy the Duan model. Furthermore, this is the same solubility model as used in the studies on which
the model in this research will be based [102] [72]. The implementation of this model into the high
pressure cascade model will be described in more detail in section 4.4.

Partial pressure progression

The solubility of the CO2 will not be constant throughout the system. There will be some dissolution
because of a reduced partial pressure as a result of the production of products (gasses) [28]. In the
first step, CO and H2 are formed in the reduction of the aqueous CO2.

To illustrate this changing partial pressure effect, we will momentarily assume:

• Ideal gas behaviour

• Dalton’s law holds (no reaction gasses)
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• No other gasses are produced (negligible amounts) except for H2 and CO

• Henry’s law holds (low pressures and dilute solutions)

• Equilibrium and constant pressure/volume (𝑉) in the head space

According to equation 2.54, the total pressure in the head space is based on the total number of moles
(𝑛𝑡𝑜𝑡) present, independent of the type of gas. According to Dalton’s law, the total pressure (𝑃𝑡𝑜𝑡) is
the sum of each individual partial pressure (𝑝𝑖), as shown in equation 2.55. By consulting Henry’s law
(equation 2.49) once again, the partial pressure can be related to the concentration with a constant,
Henry’s constant. Therefore, if a high concentration CO2 as a result of a high partial pressure would
start to react, the dissolved CO2 concentration would decrease because its partial pressure is reduced
in the creation of products. Initially, the total pressure in the system only contains 𝑝𝐶𝑂2 (partial pressure
of CO2), as this is the only gas present. After it is partly reacted, H2 and CO are created. Hence, the
partial pressure 𝑝𝐶𝑂2 will decrease, according to Dalton’s law, as the total pressure is now divided over
all three partial pressures. The partial pressure for a component 𝑖, can therefore be found with equation
2.56.

𝑃𝑡𝑜𝑡 =
𝑛𝑡𝑜𝑡 ∗ 𝑅𝑇

𝑉 (2.54)

𝑝tot =
𝑛

∑
𝑖=1
𝑝𝑖 (2.55)

𝑃𝑖 =
𝑛𝑖
𝑛𝑡𝑜𝑡

∗ 𝑃𝑡𝑜𝑡 = 𝑥𝑖 ∗ 𝑃𝑡𝑜𝑡 (2.56)

This means that the solubility behaviour of CO2 will decrease during the reaction. This could be an
important effect to incorporate in the model of this research, because literature has shown that not
all CO2 is reduced in the first step [63] [112]. This phenomena was investigated in the 2014 study
by Dufek et al. Here they studied these changing partial pressures, and with the experimental data
obtained, they set up an equation to relate the number of moles of CO2 present (𝑚𝐶𝑂2) to the number
of moles of products produced [28]. With this knowledge, the ideal gas law, a known system volume
(𝑉) and 𝑃𝑡𝑜𝑡, they can calculate the corresponding partial pressures: 𝑝𝐶𝑂2, 𝑝𝐶𝑂 and 𝑝𝐻2. Note that
their equations are derived for electrochemical generation of CO and H2 in neutral and slightly basic
operating conditions; in other situations the equations need to be modified.

𝑛CO2 =𝑛CO2 , ini − 𝑛CO + 𝑛CO2 , entering − 𝑛CO2 , leaving
− 2 (𝑛CO + 𝑛H2) ,

(2.57)

With this formula (or an adapted form) an indication of the pressure changes due to product formation
in the system can be obtained. This can be used to further specify the solubility behaviour of the gasses
throughout the reaction, in order to model it accurately.

Cascade system

Having the reduction steps in a cascade further complicates the solubility behaviour. As explained be­
fore, CO is not the only molecule present in the solution; there is still CO2 available as well. It was shown
that their competing partial pressures reduce their solubility. However, their presence might affect their
solubilities in another way as well. CO and CO2 dissolve in water because the water molecules are
attracted to the polar areas in the molecule and will locate around it. Therefore, one could hypothesise
that there will be competition between CO and CO2 for dissolving, on account that their presence re­
duces the ’free volume’ in the solution. Therefore, the presence of the CO2 molecules could have a
negative effect on the level of solubility for the produced CO. In his thesis report, Soeteman mentions
the possibility of this competing effect between CO and CO2, although in his study CO is only produced
as a side product (in low amounts) [102]. To determine the magnitude of this effect, Soeteman made
an approximation using Henry’s law (equation 2.49), estimating the impact of CO on the CO2 solubility.

In this approximation he assumes:
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• 10% of the vapor is CO

• 100% competition: each dissolved CO molecule would mean one less CO2 molecule can be
dissolved

• Standard conditions, H𝐶𝑂2 = 0.034 mol/kg bar and H𝐶𝑂 = 0.00099 mol/kg bar

With this analysis, Soeteman found the effects to be insignificant. However, for this study the assump­
tion that only 10% of the gas will be CO might not hold. When reviewing figure 2.5, showing the CO2
and CO concentrations as found in the study of Gurudayal et al. [38] (supplementary data), it is clear
that in this kind of set­up a lot more CO is produced. The article states that when deploying just the Ag
electrode at a potential of ­1.0 V vs RHE, about 90% of the products consists of CO, and 10% of H2
(neglecting the small amounts of produced formate, methane, ethylene, etc.). So if we now assume the
percentage of CO present is not 10% but rather 90%, and we follow the same approach as Soeteman,
we see that under atmospheric conditions (p = 1 bar and H𝐶𝑂=0.00099 mol/kg bar) the concentration
dissolved CO becomes 0.000891 mol/L, while the CO2 concentration becomes 0.0034 mol/L. Under
these conditions the competition suddenly does seem significant. Of course this is an approximation
made with hypothetical exaggerated values, so it cannot be used for proving this concept.

After consulting literature, no research seems to be available on CO2/CO competition in electrolyte
solutions. However, some molecular simulation studies have been done in ionic liquids (i.e. liquid
salts). The 2008 study by Shi and Maginn, investigating the mixed gas absorption effects of CO2
and O2 in ionic liquids, shows that at high pressures they compete with each other [99]. Also, this
principle of competition is used to protect rape seed oil from oxidation, by dissolving CO2 in the oil, so
less oxygen can be dissolved [108]. The lack of research on this topic can, however, not be taken as
an indication of the effect being insignificant, since the studies where this effect would be significant
(cascade reduction) are not that common. To accurately describe this effect in a model, we depend on
new molecular simulation studies for predicting these effects in electrolyte solutions.

Recommendations for the model

The sections above have shown that accurately modelling the solubility behaviour of CO and CO2 as
a result of high pressure, can be done with the Duan model and experimental results. However, the
modelling of the combining of the two steps in the system will prove to be a challenge. There are clear
indications that the dissolving of both gasses will affect the solubility behaviours, because of changing
partial pressures and competition effects. However, this dissolving competition between molecules
had not yet been investigated in electrolyte solution systems, and will therefore be too complicated to
model at this point. In addition, there have been reports of the local CO concentration to rise above
the CO solubility limit in simulations of cascade systems [63] [38]. This indicates that these pressure
effects and competition effects might play a significant role in the solubility behaviour. The changing
partial pressures can be calculated with the formula by Dufek et al. (2014) [28] and checked with the
experimental data from Wang et al. [121]. But since the competition effects are not precisely known /
not extensively expressed, they will be complicated to model. Hopefully in time, possibly after running
the experiments, more will become clear on this subject.

To still account for these effects, a possible route could be to check with results of current models and
systems. Therefore, the experimental results of local concentrations found in literature (as shown in
figure 2.5) could be consulted to indicate local CO and CO2 concentrations for the second reduction
step. After obtaining experimental results, these values can then be updated.

If these effects will be simulated in the high pressure cascade model will be discussed in section 2.2
and section 4.3. Even if these described effects are deemed outside of the scope of this research in the
modelling stage, they could still be useful in describing possible relations and results and their match
with experimental research in the discussion of this report.

Kinetics
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(a) Concentration profile CO2 (b) Concentration profile CO

Figure 2.5: Comparison of the concentration profiles of CO2 and CO throughout the channel (Q=2 cm3/min) and with J𝐴𝑔=3
mA/cm2, in the set­up from [38].

So far, there has been some research on high pressure CO2 reduction, but not much on high pressure
CO reduction. It would be interesting to know if the response to pressure of CO reduction is similar
to that of CO2. This work hypothesizes that high pressure will also have a positive effect on the CO
reduction step. The effects of pressure can of course be seen in the solubility behaviour, but there
have been signs that pressure could also influence the reaction mechanism / kinetics. To find out how
both sequential reduction steps might react under high pressures, the effect of pressure on the reaction
kinetics needs to be investigated further. This section will describe literature findings on this subject,
to predict this behaviour from a theoretical point of view.

The 2019 report by Soeteman investigates the effect of the pressure on the reaction kinetics on the
surface of the CO2 reducing cathode [102]. They propose the change in Tafel slopes found in figure
2.4, can be induced by a change in the rate limiting step, or by an increased CO2 adsorption at higher
pressures. The rate limiting step, or rate determining step, refers to slowest step in the reaction kinetics.
This step is often much slower than the others, therefore it largely dominates the electrode kinetics. In
the case of complicated reaction mechanisms (i.e. mechanisms with multiple electron transfer steps),
such as in CO2R to CO, the Tafel slope is determined by the rate determining step in the mechanism.
Hence, the observed change in the Tafel slope in the experimental results of Todoroki et al. (1995)
[115], could indeed indicate a change in the rate determining step as proposed by Soeteman. In his re­
search he investigated this claim and concludes that, however possible, there is too little experimental
data available to prove the mechanism of reduction changes at higher pressures. The data they used
originated from an investigation in 1995 by Todoroki et al., showing the Tafel plots for CO and HCOOH
production at 5 and 30 bars, which is shown in figure 2.4 [115]. There is a non­linearity in the plot for
40 bars, which is hard to explain theoretically. It would therefore be interesting to provide additional
experimental data (Tafel plots at different pressures) to further prove the hypothesis of Soeteman in
this research.

However, in 2020 another study came out, executed by Shaughnessy et al., investigating the effects of
pressure on CO2 reduction reaction rates [98]. In this study they used a COMSOL­based mechanistic
model to simulate CO2R at Au electrodes at elevated pressures. The model determines the rate deter­
mining step under different conditions by setting up the rate equations and by varying the rate constants
(k𝑖) or electron­transfer kinetic rate constants (k0𝑖 ), to determine if this affects the CO formation. The
reaction mechanism they assume is shown in figure 2.6.

The results they found, indicate that the rate determining step under ambient conditions is indeed the
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Figure 2.6: Reaction mechanism for CO2 reduction on Au, producing CO. Derived from: [98].

first step for all potentials. Varying the catalytic site density had no effect on the results, which indicates
that the CO2 concentration is the limiting factor. Interestingly, when increasing pressures, there is a
point (3.1 MPa) where the limiting factors become: k01, k03 and the catalyst site density 𝑆∗. The fact that
increasing the available catalyst sites does have an effect on the CO formation, indicates that under
high pressure conditions this is the limiting factor. At these high pressure conditions (3 MPa) the re­
sults indicate that it does not have a sufficient effect to increase the k01. However, when simultaneously
increasing k01 and k03, an effect is visible. This indicates that when dealing with high pressure situations,
the rate determining step does in fact partly change. In addition, the CO2 adsorption may indeed be
limited due to too few available sites, as was expected by Soeteman. Shaughnessy et al., conclude
that at high pressures, to increase the reduction rate (CO2 to CO), catalysts which increase the num­
ber of sites and increase fast electron­transfer kinetics for the first and third steps, need to be developed.

The rate for the first and third steps is expressed as:

𝑟1 = 𝑘1 [CO2] [S∗] (2.58)

𝑟3 = 𝑘3 [OCOCO∘−2 (ads) ] (2.59)

Where:
𝑘1 = 𝑘01e−𝛼𝑓(𝐸−𝐸

∘) (2.60)

𝑘3 = 𝑘03e−𝛼𝑓(𝐸−𝐸
∘) (2.61)

This shows that pressure influences the kinetics of CO2R for forming CO, but the main question is:
’does it have an effect on CO reduction reaction kinetics as well?’ The second reduction step in the
cascade process involves many electron and proton transfers, making it significantly more complex
than the first. Many different products can be produced in this reaction step, each with different pro­
posed reaction pathways. Research is still being performed to map all these different pathways, but
some consensus has been reached on the general process (from CO2 to C­C coupling, with CO as key
intermediate): 1) CO2 is adsorbed on the catalyst surface, 2) electron transfer and/or proton transfer
takes place to break the C­O bonds and form C­H bonds, 3) product species get rearranged and desorp
from the catalyst surface [107]. But how exactly these surface bonds are formed, is hard to determine.

According to the 2018 study by Schreier et al., there are two possible surface­reaction mechanisms
which could be in play: the Langmuir­Hinshelwood (LH) or the Eley­Rideal (ER) [96]. In the LH, the
species bound to the surface react with each other, as shown in figure 2.7 a. In the ER, the species
bound to the surface react with species in the solution, as shown in figure 2.7 b. Which of these
surface reactions takes place in a reaction mechanism, is important for its response under increased
pressure. In the case of an ERmechanism, increasing the CO concentration at the surface will increase
the reaction, but for the LH mechanism this will not work as well, because increasing the CO surface
concentration, leaves less spaces for the – also required – H species to bond with the surface.
With this basic knowledge on the reaction processes, we can hypothesise if similar pressure effects on
the kinetics could take place in the second step as well. The exact pathways depend on the specific
C2+ product, but all of them require multiple proton (H+) and electron (e−) transfer steps. Some pos­
sible reaction routes for CO2 reduction (with CO as intermediate), based on DFT (Density­Functional
Theory) results and experimental results, are displayed in figure 2.8.
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Figure 2.7: Two types of surface reactions: a) Langmuir­Hinshelwood LH. b) Eley­Rideal. Derived from: [96].

Figure 2.8: Possible reaction pathways for CO2 reduction (with CO as intermediate) to form: a) formate, methane and methanol,
b) ethylene and ethanol, c) formate. Derived from: [54].

The 2018 study by Schreier et al., investigates the effects of partial CO pressure on the reaction kinet­
ics for the production of methane and ethylene on Cu [96]. They study the likelihood of the reaction
mechanism to depend on a LH or ER surface mechanism, and provide insight in the species involved in
the steps leading up to the rate limiting step. The precise identity of the products in the rate determining
step are, therefore, not specified. They started with the theory that, when increasing the CO pressure
𝑝𝐶𝑂, there is more CO and surface bound *CO present at the electrode (as there was in the first step of
the CO2 reduction on Au). However, the results of the investigation showed that when increasing the
𝑝𝐶𝑂, the methane production was largely suppressed. This indicates this reaction most likely follows a
LH surface mechanism, since, even though CO is an important reactant for methane production, the
reaction would depend on surface bound *H as well. The increased presence of *CO would constrain
the available surface sites for *H, and therefore constrain the reaction. For the formation of ethylene,
on the other hand, the rate limiting step is often indicated as the coupling of two CO species, either
via LH or ER [103] [96] (see figure 2.8). Results from the study indicate the LH pathway, again, is
more likely in this case. The reaction is found to be not too sensitive to the CO pressure, as *H was
never involved in the rate determining step, which is therefore not influenced as much by the restricted
available surface space for *H species.

Later, in 2020, Song et al., also investigated the effects of partial pressure on the reaction mechanism
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for ethylene production [103]. In this research, the dependence of ethylene production by CO2RR on
partial CO2 pressure was investigated. Their results indicate that low CO2 partial pressures aid in the
C­C coupling, because of the competition between the *CO2 and *CO species on the surface under
high pressures, leaving little room for the required *CO *CO coupling. They show that, under large
CO2 partial pressures, CO is the most dominant reaction product, while only a limited amount of C2H4
is produced. This is partly caused by the limited space on the surface for the *CO, but also by the
increased adsorbate­adsorbate interactions between *CO­*CO or *CO­*CO2. These interactions have
been known to lead to CO desorption from the surface, before the C­C coupling can take place.

Knowing this, this only adds to the list of advantages of separating the two reduction steps in a cascade
cell. This way the Cu surface will not be as occupied with *CO2, restricting *CO surface binding, as it
would otherwise be. The high partial CO2 pressures could, therefore, increase the CO production in
the first step, while containing the negative effect on the second step reactions, since the CO2 con­
centration and partial pressure will be lowered. Also, when comparing the effects of pressure on both
of the sequential reduction steps, we see that in the first step there is likely little to no dependence on
proton transfer steps (depending on the assumed reaction pathway). Therefore, pressure can increase
the kinetics, by increasing the surface concentration of *CO2, without being limited by the limitation in
available surface sites for *H species. For the second step this is not the case, the reactions, overall,
do depend on multiple protonations, which could mean the lack of available surface sites can become
limiting for the reaction kinetics. This, however, will depend on the product and the surface­reaction
mechanism.

This behaviour is too complicated to be added to the model in this research. However, this information
could later aid in explaining experimental results. It would therefore be interesting to set up some
experimental checks, to see if this described course of reaction is an accurate description of the kinetics
of the system. To check if the restricted concentration of *H influences the kinetics of the second step,
a higher concentration of electrolyte can be added to the system, so the available level of protons will
be increased. If this would result in faster kinetics, it could be an indication of the level of protons at
the electrode surface being restricting the kinetics. Another indication for this phenomenon would be
to monitor the selectivity for methane production, since increasing the CO pressure will lead to a larger
*CO concentration, suppressing the *H formation and therefore CH4 and H2 production. Hence, the
selectivity for ethylene increases (but not the production rate), while the selectivity for methane will be
very low [96].

2.2. Modelling
A good way to provide insight into the response of the high pressure cascade system to certain param­
eters and conditions, is by developing a model. The model will be based on theoretical knowledge, as
explained in the previous sections. Although these relations and equations are already known, there
are so many variables impacting the system, a numerical approach will be required to provide an ac­
curate overview of the response. Subsequently, the modeled results will be compared to experimental
studies. This way the discovered results and relations can be analysed, providing newfound insights
into this new high pressure cascade system. Therefore, this chapter will be dedicated to finding the
design parameters for the construction of a model that simulates the behaviour inside the new reactor
set­up as closely as possible.

2.2.1. Existing models and limitations

In this section the modelling approach of several studies in literature will be compared and assessed
on their assumptions and agreement with reality. The general set­up for a model describing an elec­
trochemical reduction step will be followed, and the assumptions made in each step per model will be
investigated on validity. This will eventually lead to the design parameters the model in this study will
be based on.

The models that will be compared throughout these sections are:
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• Gupta et al. 2005 [37]

• Burdyny et al. 2017 [18]

• Kotb et al. 2017 [55]

• Raciti et al. 2017 [85]

• Soeteman 2019 [102]

• Morrison et al. 2019 [72]

• Chen et al. 2020 [21]

Although there are more models available in literature, the decision has been made to include the most
recent and representative models in this study. Most of the models are based on the approach (or
values) taken by the 2005 model of Gupta et al., therefore, this model is included as well [37].

The first difficulty in modelling the two­step CO2 conversion reaction towards c2+ products, is the fact
that CO2 participates in the equilibrium (buffer) reactions, while also being the reactant. Therefore,
the CO2 concentration profile near the electrode becomes nonlinear, requiring numerical calculation
methods [37].

In literature, the usual approach for the modelling of the reactions in an electrochemical cell, is to set up
a set of partial differential equations (PDEs) for describing the transport of the species in the bulk (dif­
fusion, migration and convection), to the electrode surface. These equations will then be solved using
numerical analysis, by defining initial conditions and boundary conditions. These can be defined from
the bulk equilibrium reactions and the electrochemical reactions at the electrode surface. To model the
transport, the cell is often divided into three sections: the bulk, the diffusion layer and the electrode sur­
face, as shown in figure 2.9. Within these separate sections, different assumptions hold and different
transport phenomena dominate. Therefore, all three areas and the accompanying assumptions and
equations will be described separately.

The general assumptions made while setting up these kinds of models are [102]:

• The focus is only on the cathodic part of the cell, assumed is therefore that the anodic reactions
are not limiting the system

• Constant temperature of 298.15 K is assumed

• The pH of the bulk is in range for reactions 2.19 and 2.20 to dominate (acidic)

• The pH near the electrode surface is considered alkaline as a result of the produced OH−, there­
fore, the electochemical reactions are regarded to be basic

The bulk

The general assumptions made to model the bulk section:

• The bulk concentrations are constant over time:

– The bulk volume is large compared to the electrode areas
– Mass transfer phenomena in the bulk phase are negligible
– The bulk solution is always in equilibrium with CO2(g)
– The bulk solution is ideally mixed (depending on cell design)

• The bulk concentration only depends on temperature, (CO2) pressure and the salting out effects

• The concentration of products in the bulk is assumed to be zero
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Figure 2.9: Schematic representation of the three sections considered in the model: the bulk solution, the diffusion layer and the
electrode surface. The travelling species are also indicated per layer. Only diffusion is taken into account in this model. Derived
from: [72].

• The products will immediately enter the gas phase and will not interact with the partial pressure
of the reactant

In the bulk the concentrations are assumed to be constant over time. This assumption is based on the
assumptions that: the bulk volume is very large compared to the electrode areas, the concentrations
of the species are not dynamically influenced by mass transport phenomena, in the bulk the electrolyte
solution is always in equilibrium with the CO2 gas and the solution is ideally mixed. Therefore, the
changing concentrations at the electrodes are assumed not to change the bulk concentrations signifi­
cantly. Note that, to achieve an equilibrium between CO2(g) and the electrolyte solution, CO2(g) needs
to be supplied continuously to the solution.

The first step in setting up the model is to determine the equilibrium concentrations of the dissolved
species in the system. For this, the equilibrium reactions for the dissolved CO2 are required. These are
defined in section 2.1.2 ’Chemical reactions’, in equation 2.17 to 2.21. It will depend on the pH in the
system which of these reactions will dominate, in alkaline solutions this will be equation 2.19 to 2.20,
while in acid solution equations 2.17 to 2.18 will dominate. As described in the theory section, the pH of
a 0.1 M KHCO3 solution is 8.9, but will decrease to 6.8 after saturating with CO2. Most models assume
pH conditions to be slightly acidic (<7), and therefore assume equations 2.19 to 2.20 to describe the
system [21] [37] [55] [102] [85].

The concentrations of the species will be determined with these equilibrium equations (including equi­
librium constants, 𝐾) and the CO2(aq) concentration. This process and the accompanying formulas
are accurately described in the 2017 research by Kotb et al. (equations 25 to 29) [55]. The equilibrium
equations are often taken from literature or calculated with, for example, the Van’t Hoff equation (assum­
ing constant pressure and C𝑝) or the temperature dependent heat capacity and pressure dependent
model by Li and Duan (2007) [58]. This last model is particularly of interest for the models incorporating
high pressure effects [102] [72]. The next thing to determine, is the concentration of CO2(aq) in the
solution. The CO2 solubility can be calculated with different types of models, as explained in section
2.1.4. Most models in literature assume the CO2(aq) concentration is a constant at given pressure and
temperature. They, therefore, model the CO2 solubility according to Henry’s law (equation 2.49) [21]
[85], with an optional addition of the Sechenov equation (equation 2.50), to account for the salting out
effects of the ions in the solution [55] [37] [18]. The only models taking into account high pressures in
their solubility calculations [102] [72], are the models considering the Duan approach [27]. This method
was explained in section 2.1.4.

Following this approach, the bulk concentrations, which are assumed constant over time, can be cal­
culated and used in the next sections.
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The diffusion layer

The general assumptions made to model the diffusion layer are:

• Products will bubble (away) directly after formation

• Products will transfer to the bulk, without interacting with other species (no reactions with products
take place)

In this layer the species are transported from the bulk and the electrode surface, meaning that the
concentrations are no longer constant over time and space. The different ways of transport of species
are explained in detail in section 2.1.3, ’Mass transport’. Here it was explained, that there are three
different types of transport: diffusion, migration and convection. Most models only take into account the
diffusion transport in the diffusion layer [37] [85] [18] [72], since they neglect the convection contribution
due to the fact that the bulk solution is well mixed and always in contact with the diffusion layer. Some
models also neglect convection as they assume a large stagnant layer (i.e. hydrodynamic boundary
layer), as a result of friction at the channel wall [21]. When this stagnant layer has approximately the
same size as the diffusion layer (≈100 𝜇m) the convection is assumed negligible in this section. Apart
from this, the migration term is often neglected, based on the fact that the most important species,
CO2(aq), is not charged, so it will not be affected by migration. Another reason to neglect the migration
transport, is that even with the (bi)carbonate ions, which are charged, the diffusion layer is regarded
as more conductive than the bulk, due to the created OH− at the electrode surface or a sufficiently
high electrolyte concentration [72]. Other models do include the migration term [55] [102] [21]. They
include this term, since they take into account that the electrolyte is not just supporting in this case, but
it actually takes place in the reactions. Therefore, the transportation of HCO−3 influences the local CO2
concentration, according to reaction 2.19. As explained before, the CO2 concentration in the diffusion
layer depends on the transport from the bulk solution and the reactions taking place at the electrode
surface. The CO2 concentration near the surface will therefore decrease, because of the migration of
HCO−3 . According to Soeteman (2019), a large part of the current will be carried by K+ and HCO−3 (cal­
culated with the transport numbers, as described in section 2.1.3 (’Mass transport’), and this effect will
only increase with pressure, due to the higher product concentrations produced [102]. Not accounting
for migration will, therefore, result in an overestimation of the limiting current.

We, therefore, observe a division in themodelling of themass balances (PDEs). Themodels only taking
into account diffusion, model the transportation assuming film theory, with Fick’s diffusion equation, as
shown previously in equation 2.39. The models that do take into account the migration, will add an
extra term, as shown in equation 2.62 [102]:

𝜕𝐶𝑖
𝜕𝑡 = 𝐷𝑖 ⋅

𝜕2𝐶𝑖
𝜕𝑥2 +

𝑧𝑖𝐹
𝑅𝑇 𝐷𝑖𝐶𝑖 ⋅

𝜕2𝜙
𝜕𝑥2 + 𝑉 (𝐶1, 𝐶2, … , 𝐶𝑛) (2.62)

Here, 𝜙 denotes the potential, 𝑧𝑖 the ion charge, 𝐷𝑖 the diffusion coefficient, 𝑅 the molar gas constant
and 𝐶𝑖 the concentration of species 𝑖.

To provide an example of the resulting mass balance equations (PDEs), the reactions taking place in
the studies by Gupta et al. (2005), Burdyny et al. (2017), Soeteman (2019) and Morrison et al.(2019),
producing HCOO−, OH− and CO, are taken into account [37] [18] [102] [72].

CO2(aq) +H2O(l) + 2e− ⇄ HCOO− +OH− (2.63)

CO2(aq) +H2O(1) + 2e− ⇄ CO+ 2OH− (2.64)

2H2O(l) + 2e− ⇄ H2 + 2OH− (2.65)

These equations give the following partial differential equations. Note that, in the case of Gupta et al.,
Burdyny et al., and Morrison et al., the migration terms shown below are not included.

𝜕𝐶𝐶𝑂2
𝜕𝑡 = 𝐷𝐶𝑂2 ⋅

𝜕2𝐶𝐶𝑂2
𝜕𝑥2 − 𝑟𝑓3 + 𝑟𝑟3 (2.66)
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𝜕𝐶𝐻𝐶𝑂−3
𝜕𝑡 = 𝐷𝐻𝐶𝑂−3 ⋅

𝜕2𝐶𝐻𝐶𝑂−3
𝜕𝑥2 − 𝐹

𝑅𝑇𝐷𝐻𝐶𝑂−3 𝐶𝐻𝐶𝑂−3 ⋅
𝜕2𝜙
𝜕𝑥2 + 𝑟

𝑓
3 − 𝑟𝑟3 − 𝑟𝑓4 + 𝑟𝑟4 (2.67)

𝜕𝐶𝐶𝑂2−3
𝜕𝑡 = 𝐷𝐶𝑂2−3 ⋅

𝜕2𝐶𝐶𝑂2−3
𝜕𝑥2 − 2 ⋅ 𝐹𝑅𝑇𝐷𝐶𝑂2−3 𝐶𝐶𝑂2−3 ⋅ 𝜕

2𝜙
𝜕𝑥2 + 𝑟

𝑓
4 − 𝑟𝑟4 (2.68)

𝜕𝐶𝑂𝐻−
𝜕𝑡 = 𝐷𝑂𝐻− ⋅

𝜕2𝐶𝑂𝐻−
𝜕𝑥2 − 𝐹

𝑅𝑇𝐷𝑂𝐻−𝐶𝑂𝐻− ⋅
𝜕2𝜙
𝜕𝑥2 − 𝑟

𝑓
3 + 𝑟𝑟3 − 𝑟𝑓4 + 𝑟𝑟4 (2.69)

𝜕𝐶𝐻𝐶𝑂𝑂−
𝜕𝑡 = 𝐷𝐻𝐶𝑂𝑂− ⋅

𝜕2𝐶𝐻𝐶𝑂𝑂−
𝜕𝑥2 − 𝐹

𝑅𝑇𝐷𝐻𝐶𝑂𝑂−𝐶𝐻𝐶𝑂𝑂− ⋅
𝜕2𝜙
𝜕𝑥2 (2.70)

Since we established that K+ also plays a role in determining the concentrations, the following equation
should also be considered:

𝜕𝐶𝐾+
𝜕𝑡 = 𝐷𝐾+ ⋅

𝜕2𝐶𝐾+
𝜕𝑥2 + 𝐹

𝑅𝑇𝐷𝐾+𝐶𝐾+ ⋅
𝜕2𝜙
𝜕𝑥2 (2.71)

With:
𝑟𝑓3 = kf3 [CO2] [OH

−]
𝑟𝑟3 = kr3 [HCO

−
3 ]

𝑟𝑓4 = kf4 [HCO
−
3 ] [OH−]

𝑟𝑟4 = kr4 [CO
2−
3 ]

(2.72)

The diffusion coefficients, 𝐷𝑖 (m2/s), used in these equations, are generally derived from literature. Of­
ten they are regarded as constant, but some studies do include a correction for the changing viscosity,
originating from changing electrolyte concentrations [37]. The molecular simulation study by Zeebe
(2011), provides equations describing the diffusion coefficients of dissolved CO2, HCO−3 and CO2−3 in
a temperature range of 0­100∘C dependent on isotopic mass and is, therefore, an appropriate way to
determine the diffusion coefficients [125]. This last approach was adopted by Soeteman for the mod­
elling of the corresponding diffusion coefficients in his study [102].

With these second order time dependent partial differential equations, the transport behaviour in the
diffusion layer can be described. To solve them, a number of initial and boundary conditions are re­
quired. The diffusion layer ranges from x=0, the bulk, to x=𝛿, the electrode surface, as can be seen in
figure 2.9. Distance is indicated with x and time with t.

Initial conditions
For the initial conditions, the diffusion layer is assumed to be in equilibrium with the bulk solution,
therefore the initial concentrations equal the bulk concentrations at t=0. Note that most models, except
Soeteman’s, do not incorporate the balance for K+ (equation 4.5), therefore leave out the last initial
condition [37] [18] [85] [72].

⎧
⎪
⎪

⎨
⎪
⎪
⎩

[CO2]
t=0
x = [CO2]bulk for 0 ≤ 𝑥 ≤ 𝛿

[HCO−3 ]
t=0
x = [HCO−3 ]bulk for 0 ≤ 𝑥 ≤ 𝛿

[CO2−3 ]
t=0

x
= [CO2−3 ]bulk for 0 ≤ 𝑥 ≤ 𝛿

[OH−]t=0x = [OH−]bulk for 0 ≤ 𝑥 ≤ 𝛿
[HCOO−]t=0x = 0 for 0 ≤ 𝑥 ≤ 𝛿
[K+]t=0x = [K+]bulk for 0 ≤ 𝑥 ≤ 𝛿

(2.73)

Boundary conditions
Two sets of boundary conditions are considered; one at the diffusion layer bulk interface (x=𝛿, t>0) and
the other at the diffusion layer electrode interface (x=0, t>0). Note that in some models, the location of
the bulk is indicated with x=0, so the electrode layer will be at x=𝛿 [37] [85].

At t>0 and x=𝛿 the boundary conditions are [102]:
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⎧
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎩

[CO2]
t
x=𝛿 = [CO2]bulk for 𝑡 > 0

[HCO−3 ]
t
x=𝛿 = [HCO

−
3 ]bulk for 𝑡 > 0

[CO2−3 ]
t

x=𝛿
= [CO2−3 ]bulk for 𝑡 > 0

[OH−]tx=𝛿 = [OH
−]bulk for 𝑡 > 0

[HCOO−]tx=𝛿 = 0 for 𝑡 > 0
[ K+]tx=𝛿 = [K

+]bulk for 𝑡 > 0
𝑑𝜙
𝑑𝑥 (𝑥 = 𝛿) + 𝜙(𝑥 = 𝛿) = 0 for 𝑡 > 0

(2.74)

As mentioned at the start of this section, assumed is that the products (here: formate) are removed
from the solution after formation, so there will be none present in the bulk solution.

At t>0 and x=0 the boundary conditions are [102]:

⎧
⎪
⎪
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎪
⎪
⎩

𝐷𝐶𝑂2
𝑑[CO2]
𝑑𝑥 |

𝑥=0
= CO2 consumption = −10−2 (

𝑗𝐻𝐶𝑂𝑂−
𝑛𝐻𝐶𝑂𝑂−𝐹

+ 𝑗𝐶𝑂
𝑛𝐶𝑂𝐹

)

𝐷𝐻𝐶𝑂−3
𝑑[HCO−3 ]

𝑑𝑥 |
𝑥=0

− 𝐹
𝑅𝑇𝐷𝐻𝐶𝑂−3 𝐶𝐻𝐶𝑂−3 ⋅

𝑑𝜙
𝑑𝑥 |𝑥=0 = 0

𝐷𝐶𝑂2−3
𝑑[[CO2−3 ]

𝑑𝑥 |
𝑥=0

− 2 ⋅ 𝐹
𝑅𝑇𝐷𝐶𝑂23−𝐶𝐶𝑂2−3 ⋅ 𝑑𝜙𝑑𝑥 |𝑥=0 = 0

𝐷𝑂𝐻−
𝑑[OH−]
𝑑𝑥 |

𝑥=0
= OH−formation = 10−2 (

𝑗𝐻𝐶𝑂𝑂−
𝑛𝐻𝐶𝑂𝑂−𝐹

+ 2 𝑗𝐶𝑂
𝑛𝐶𝑂𝐹

+ 2 𝑗𝐻2
𝑛𝐻2𝐹

)

𝐷𝐻COO−
𝑑[HCOO−]

𝑑𝑥 |
𝑥=0

= HCOO−formation = 10−2
𝑗𝐻𝐶𝑂𝑂−
𝑛𝐻𝐶𝑂𝑂−𝐹

𝐷𝐾+
𝑑𝐶𝐾+
𝑑𝑥 |𝑥=0 +

𝐹
𝑅𝑇𝐷𝐾+𝐶𝐾+ ⋅

𝑑𝜙
𝑑𝑥 𝑥=0

= 0
𝑑𝜙
𝑑𝑥 |𝑥=0 = 0

(2.75)

Illustrated in this set of equations is that the production/consumption of HC−3 , CO−3 and K+ is zero,
since these species do not participate in the electrochemical surface reactions. At the same time,
the boundary condition shows that the consumption of reactants and formation of products that do
participate, is dependent on: the current density at the electrode surface (𝑗), the Faraday constant (𝐹)
the stoichiomentric coefficient (𝑣𝑖) and the amount of participating electrons, (𝑛𝑖). This relation can be
derived from the mass continuity equation and a source/sink relation. The mass continuity equation,
equation 2.76, illustrates that the mass flux must be equal to the present source/sink (R𝑖) [55]. Here the
source/sink is the formation or consumption of species, which can be found with the following formula
[55]:

∇ ⋅ Ni = 𝑅𝑖 (2.76)

𝑅𝑖 =
𝑣𝑖𝑗𝑙𝑜𝑐
𝑛𝑖𝐹

(2.77)

The stoichiometric coefficients and the number of electrons participating can be found in literature [37]
[85]. The sign of the relation depends on whether the species involved is a product (source) or a
reactant (sink) [72]. How the partial current densities of the species (𝑗𝑖) can be found, is described in
the next section ’The electrode surface’.

2.2.2. The electrode surface

The general assumptions made to model the electrode surface are as follows.

• The overpotentials are high enough to assume Butler­Volmer kinetics for the electrochemical
reactions (»52 mV)

• The water concentration is constant

• There are no mass transfer limitations constricting the H2 production
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• The H2 production is seen as independent from the CO2 (not influenced by it)

At the electrodes the electrochemical reactions take place (equations 2.63 ­ 2.65), therefore, species
are reduced and produced, changing the local concentrations. To determine how much is produced/­
consumed, the partial current densities of the species (𝑗𝑖) need to be found. The relation that can
provide the current density in this regime, is the Butler­Volmer equation. This equation originates from
the current overpotential equation which was shown before, in equation 2.11. As explained before (sec­
tion 2.1.1 ’Efficient cell design’), at high overpotentials, the kinetics can be modelled with Butler­Volmer
kinetics (Tafel equation). If the solution is well stirred, surface concentrations do not differ too much
from the bulk and the currents are low, equation 2.11 will reduce to the Butler­Volmer equation [11].
The Butler­Volmer equation for the cathode side is shown below, in equation 2.78.

𝑖𝑗 = 𝑖𝑜,𝑗 exp [
−𝛼𝑐,𝑗𝐹
𝑅𝑇 𝜂𝑖] (2.78)

Here, the overpotential denotes the difference between the thermodynamic potential and the actual
potential, as shown in equation 2.79 [21]. The exchange current density can be found with equation
2.80 [72].

𝜂𝑖 = 𝐸 − 𝐸𝑡ℎ,𝑗 (2.79)

𝑖𝑜,𝑗 = 𝐶𝑗𝑛𝑗𝑘𝑠,𝑗𝐹 (2.80)

Here 𝐶𝑗 denotes the reactant concentration at the electrode surface and 𝑘𝑠,𝑗 the reaction rate constant.

Afterwards, the last two parameters, the charge transfer parameter (𝛼) and the reaction constant (k𝑠)
must be established. The 2019 study by Morrison et al. explains this can either be done by modelling
surface coverages, or by fitting experimental data in the Tafel regime [72]. The latter is the simpler
choice and is therefore used more often in literature [102] [72]. The experimental data used to fit these
parameters on, often originates from the work of Todoroki et al. (1995) [115].

With these PDEs and the initial/boundary conditions, the system can be solved numerically, by using
Matlab, COMSOL or another solver program. An overview of the differences between the investigated
models is provided in table 2.4.

Model:
High
pressure
effects

Transport
types

Electrode
type

Solubility
model
includes

CO2R/
COR

Main
product

1D/
2D

Solver
program

Gupta et al.
2005 [37] No Diffusion Planar Low pressure

Salting out CO2R CH4 1D Matlab

Burdyny et
al. 2017 [18] No Diffusion Nano­

structure
Low pressure
Salting out CO2R CO 1D Matlab

Kotb et al.
2017 [55] No

Diffusion
Migration
Convection

GDE
(porous)

Low pressure
Salting out CO2R CH3OH 2D COMSOL

Racity et al.
2017 [85] No Diffusion Nanowires Low pressure CO2R OH− 1D Matlab

Soeteman
2019 [102] Yes Diffusion

Migration Planar
High pressure
Temperature
Salting out

CO2R CHOO− 1D Matlab

Morrison et
al. 2019 [72] Yes Diffusion Planar

High pressure
Temperature
Salting out

CO2R HCOO− 1D Matlab

Chen et al.
2020 [21] No Diffusion

Migration GDE Low pressure CO2R
COR

CH4
C2H4

1D COMSOL

Table 2.4: An overview of the characteristics of the different models discussed in this section.
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Diffusion layer thickness

The thickness of the diffusion layer (𝛿) can be approximated in a number of ways. First, there is a
distinction between the models modelling (porous) gas diffusion electrodes (GDEs) and the models
modelling planar electrodes. One of the upsides of GDEs is that they reduce the boundary layer thick­
ness substantially, to increase the operating current density (see equation 2.82) [21]. Therefore, the
approximation of this smaller diffusion layer thickness will not be representative for the situation in this
study. Hence, the focus of this part will be on the models describing planar electrode boundary layer
thicknesses [37] [102] [72].

The diffusion layer thickness is related to the limiting current density. The limiting current density can
be defined as the current at which the reactant concentration at the electrode surface falls to zero,
indicating that the situation is mass transport limited [80]. When applying this case to Faraday’s law for
current density, the concentration difference over the distance becomes equal to the bulk concentration,
divided by the diffusion layer length. This eventually leads to a relation between the diffusion layer
thickness and the limiting current density, as is shown below.

𝑖 = 𝑛𝐹𝑁 = 𝑛𝐹𝐷𝜕𝐶𝜕𝑥 = 𝑛𝐹𝐷
𝐶0 − (𝐶0)𝑥=𝛿

Δ𝑥 = 𝑛𝐹𝐷𝐶0
𝛿𝑁

(2.81)

𝑖𝑙𝑖𝑚 =
𝑛𝐹𝐷𝐶0
𝛿𝑁

(2.82)

𝛿𝑁 = 𝑛𝐹𝐷
𝐶0
𝑖𝑙𝑖𝑚

(2.83)

Where 𝛿 indicates the diffusion layer thickness, 𝐶𝑜 the reactant concentration in the bulk, 𝐷 the diffusion
coefficient, 𝑛 the amount of transferred electrons and 𝐹 the Faraday constant.

Both the limiting current density and the diffusion layer thickness are often unknown without consulting
models or experimental data. However, since it is often not possible to measure the diffusion layer
thickness [80], usually the limiting current density will be measured or modelled (i.e. found with maxi­
mum current density). Therefore, equation 2.83 can be used to find this value. This is what Morrison
et al., for example, chose to do. They modelled the limiting current density, fitted it to experimental
data and found their diffusion layer thickness from there. One must note, that this method assumes
the reactor operating conditions from the experimental data source to be exactly the same as for the
modelled case.

Another way to describe the diffusion layer thickness, is by relating it to themass transport rate constant.
The equation relating the mass transfer coefficient to the thickness (𝛿), is stated below.

𝛿i =
𝐷i
𝑘m

(2.84)

Most models assume the diffusion layer thickness to be constant; however, in reality it will change with
the flow conditions [102]. The k𝑚 is related to the flow conditions of the cell, so it will be cell specific. It
can be measured by experimentation or approximated with a series of empirical relations accounting
for the mass transport contributions present in the cell. This way one can even incorporate the bubble­
induced momentum of the gas­evolution at the electrode. This process is accurately described in the
modelling steps of Burdyny et al. (2017) [18].

2.2.3. Cascade modelling

In this research, the three section approach as displayed in figure 2.9, will have to be updated, since
there are two electrodes in tandem on the cathode side. This effectively creates a fourth and fifth
section; a second diffusion layer section and a second electrode surface section. Therefore, also addi­
tional initial and boundary conditions are required. To develop a strategy for the coupling of this second
sequential electrode to the usual model approach, we will look at cascade models in literature. For this,
we will focus on the research of Lum and Ager (2018) [63] and the subsequent research of Gurudayal
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et al. (2019) [38].

The Lum and Ager model for calculating CO2 surface concentration and surface pH, has been based on
the model by Gupta et al. [37]. This results in a similar approach as described in the previous section.
To add the extra step, the modelling of the CO transport, they make a 2D diffusion transport model,
which is solved in COMSOL Multiphysics 5.1. They model the transport of the species according to
equation 2.85, which relates Fick’s second law of diffusion to the source/sink term (stated in equation
2.77) representing the consumed or produced species.

𝜕𝐶
𝜕𝑡 + ∇ ⋅ (−𝐷∇𝐶) = 𝑅 (2.85)

Here 𝐶 denotes the concentration of CO, 𝐷 the diffusion coefficient of CO and 𝑅 the rate of production
of CO.

They assume no initial CO concentration in the bulk, they calculate the CO production on the Au elec­
trode and investigate the response when assuming the Cu electrode acts as an ideal sink, meaning
that there is zero CO present on the Cu electrode surface. Earlier in this chapter (section 2.1.4 ’High
pressure effects’ – and section 2.1.4 ’Solubility of CO2/CO’)), it was mentioned that it would be hard
to include the changing solubility conditions of CO and CO2 between the sequential steps. Here this
phenomena is simplified initially, by assuming all produced CO will dissolve and all dissolved CO will
react on the Cu surface.

The 2019 research by Gurudayal et al., is an extension on the Lum and Ager research, the research
group therefore includes both Lum and Ager [38]. In this research they aim to investigate the effect of
adding convection to the transport balance. This way the flow rate and the cell geometry can be used
to control the conversion rate. To model this, they set up a 2D model, simulating the flow of electrolyte
solution, the transport of the reactants and the buffering effects related to bicarbonate. This model
was solved using finite element modelling (FEM) in COMSOL 5.4. The model was largely based on
their previous research, but with the addition of the convective flow. The convective contribution was
modelled similar to their other previous work, by Monroe et al. (2017), for modelling the separation
of products in a laminar flow cell [70]. Firstly, they assume laminar flow in the channel, which they
verify with the cell geometry and a Reynolds number calculation. They also found entrance effects
to be minimal, so they were neglected. The CO2 surface concentrations and buffer chemistry were
calculated similarly to the models described in the previous section. Assumed was, that they also
assumed steady state flow conditions, no slip boundary condition at the channel walls and an open
boundary condition at the outlet, similarly to the model of Monroe et al. [70]. However, how the flow
was modelled was not explained extensively in both studies (and supplementary data), therefore we
will assume the convective flow is modelled as it was done in the Kotb et al. model [55]. In this model
they also assume incompressible laminar flow and use the Navier­Stokes equation, in combination with
the continuity equation. The incompressibility is shown in equation 2.87, and the equation describing
the laminar flow is shown equation 2.86.

u.∇u− 𝑣∇2u+ 1𝜌∇𝑝 = 0 (2.86)

∇ ⋅ 𝑢 = 0 (2.87)

Here the u denotes the velocity vector, 𝑃 the pressure, 𝜌 the liquid density and 𝑣 the kinematic viscosity.

The stoichiometry of equation 2.88 was used to determine the flux boundary conditions for the Ag
electrode in the Gurudayal model. This shows that the CO flux is equal (and opposite) to the CO2 flux,
while the OH− flux is equal to twice the CO flux.

CO2(aq) +H2O+ 2e− → CO+ 2OH− (2.88)

As in the previous model of Lum and Ager, they again make use of the boundary condition of assuming
zero CO concentration at the Cu cathode. This way they predicted the maximum conversion efficiency
to CO of the system. They also make the simplification of assuming all the produced CO in the first
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step will remain dissolved throughout the reduction steps. Both models, Lum and Ager and Gurudayal
et al., make this assumption, while also reporting to find local CO solubility values above the solubility
limit of CO in water. From the available information it seems as if this phenomenon can be at least
partially explained with their assumptions made regarding the dissolving behaviour of CO and CO2.
However, not enough information is disclosed on the model determine this with certainty. In addition,
they provide experimental results indicating this increased CO solubility as well. Therefore, this effect
will be interesting to investigate in this research.

Both models make significant assumptions and are therefore very simplified simulations of the actual
system. They incorporate an relatively extensive study on the flow conditions inside the reactor, which
is an interesting attribution to most models investigated prior. Since the flow conditions are significant
when researching sequential electrode operation, taking into account these models in addition to the
models investigated in the section above, will provide for a good basis for the model in this research.

2.2.4. Valid assumptions

The following section will list the most important assumptions made in the described design approach
followed by the different models. The bold assumptions are deemed valid for this model in this study
as well. Why the other assumptions are regarded not valid for the high pressure cascade model will be
explained below.

General assumptions:

• The focus is only on the cathodic part of the cell, assumed is therefore that the anodic
reactions are not limiting the system

• Constant temperature is assumed (i.e. the reactions are assumed not to influence the
temperature)

• The pH bulk of the system is in range (acidic) for reactions 2.19 and 2.20 to dominate

• The cell can be modelled accurately by dividing the cell in three schematic sections, as shown in
figure 2.9

• The fluid has a laminar flow velocity profile [kotb_Modeling_microfluidic_cell _2017] [38]

• The volume in which the reactions take place, will remain the same

For this research there will be more sections required, since there is another electrode present. There­
fore, the three sections approach as explained above will have to be updated.

Assumptions bulk section:

• The bulk concentrations are constant over time:

– The bulk volume is large compared to the electrode areas
– Mass transfer phenomena in the bulk phase are negligible
– The bulk solution is always in equilibrium with CO2(g)
– The bulk solution is ideally mixed (depending on cell design)
– The bulk electrolyte remains saturated with CO2

• The bulk concentration only depends on temperature, (CO2) pressure and the salting out
effects

• The concentration of products in the bulk is assumed to be zero (no CO present in the bulk
solution [63] [38])

All of the assumptions for the bulk section are assessed as valid for this study. The bulk concentrations
are assumed to only depend on temperature, pressure and the salting out effects. Therefore, the Duan
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et al. model can be used for the CO2 solubility [27].

Assumptions diffusion layer:

• Mass transfer can be modelled accurately in 1D [37] [18] [85] [102] [72] [21]

• Migration effects on the transport are negligible [37] [18] [85] [72] [63] [38]

• Three is no convectional transport present in this layer [37] [18] [85] [102] [72] [21] [63]

• The products produced will immediately enter the gas phase and will not interact with the partial
pressure of the reactant

• The produced CO will dissolve completely after production [63] [38]

• Products (H2, C2+) are produced in the gas phase, and because of low solubility, will bubble
(away) directly after formation

• Products (except for CO) will transfer to the bulk, without interacting with other species
(no reactions with products take place)

As discussed above, migration effects will be included in this model, since Soeteman (2019) calculated
their effects to be significant and the effect will increase with pressure [102]. Convection will be in­
cluded in this model as well, as the experimental set­up operates with a pump, and one of the research
goals is to investigate the effect of controlling the selectivity instated by convective flow as proposed by
Gurudayal et al. [38]. This is interesting to investigate, especially since the model will aid in the devel­
opment of an experimental set­up (section 2.3). Therefore, knowledge on the optimal flow conditions
and configuration could reduce the otherwise required experimental investigations.

Apart from that, The assumption that the partial pressures of the produced products will not affect the
reactant partial pressure will not be valid in this case, as shown by Dufek et al. [28]. However, the
possibility of fast transport of CO to the second step, before it can dissolve or bubble to the bulk, as
described by Lum and Ager and Gurudayal et al. is a plausible phenomena as well. Since the con­
centration of CO and CO2 at the second step will have an important effect on the results, this will be
interesting to investigate. Section 4.3 will provide a detailed description and calculation driven decision
on how to model this section and the resulting ramifications.

Assumptions electrode surface:

• The overpotentials are high enough to assume Butler­Volmer kinetics for the electrochem­
ical reactions (»52 mV)

• The only species that are reduced are CO2, CO and H2O, other species acting as reactant
are neglected

• The water concentration is constant and abundant

• There are no mass transfer limitations constricting the H2 production

• The H2 production is seen as independent from the CO2 (not influenced by it)

• The kinetics of the cathode are rate­determining

• The CO flux is equal and opposite to the CO2 consumption flux in the CO production step
[38]

• Bubble coverage is present and constant at a value of 25% [18]

• Kinetics for CO2R are assumed pH dependent, while COR kinetics are not [21]

It is possible other species will reduce on the Ag or Cu surface as well, however, these will likely be
low amounts and are therefore neglected in this model (as in the other models). The model of Burdyny
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et al. (2017), include the effects of bubble formation in their calculations [18]. This effect results from
bubbles of produced reactants blocking the electrode surfaces and, therefore, reducing the production
rate as they reduce the active electrode area. The modelling of these bubbles is seen as an additional
correction step, which is a little outside of the scope of this research and will, therefore, not be taken
into account in the initial model. After evaluation, it can still be added in a later stage. If this effect were
to be modelled, the approach of the study of Burdyny et al. could be followed.

2.2.5. Cascade high pressure model

Apparent from the comparison made in the last sections, is that the model of Soeteman seems to be
the most complete. In addition, because of the incorporation of the high pressure effects, it fits well with
the intentions of this research. The high pressure cascade model will, therefore, be largely based on
the Soeteman model. To incorporate the phenomena specific for this research (convection, cascade,
other formation products, etc.), features of the other models will be incorporated as well.

The section on the cascade modelling made it clear that the main challenge will be to accurately model
the connection between the two reaction steps. The available models and literature study have pro­
posed different solutions to effectively model this section. In the section, ’Assumptions and limitations’,
a more detailed description will be provided regarding the considerations for determining the approach
for this section.

A difficulty with choosing the Soeteman model as a foundation for the high pressure cascade model, is
that the model is one dimensional. Therefore, it will be hard to incorporate the flow conditions as was
done in the cascade models [63] [38]. A challenge will be to find a way to partially incorporate this effect
in the chosen model structure and solver program. However, by adopting a different approach for the
cascade modelling, it would be even more interesting to compare eventual results to the 2D cascade
models. A possibility to incorporate these important effects, would be to include the flow condition re­
sults from the cascade models into the new model.

To evaluate the performance of themodel, its results will be compared to experimental studies research­
ing similar effects [40] [56] [120] [63] [38]. In addition, the designed high pressure cascade set­up will
also aid in the validation of the model, as the model is set up to simulate this exact reactor design.

2.3. Design procedure

As explained in the theory chapter, there are three main factors influencing the efficiency of the reactor:
1) the electrical losses, 2) the ionic losses and 3) the activation overpotential losses. Although there is
value in knowing these factors, since the goal of this research is not to create the most optimal design,
they will not be governing the design decisions. Instead, the setting up of the design will be done ac­
cording to priorly determined design parameters, which will fit the goals of the experimental research.
These design parameters will be determined based on the performance of the current design by Wols
(2020) [123] and the required improvements to perform the necessary experiments for this research.

This chapter will, therefore, focus on the theory behind the design and construction of an electrochemi­
cal reactor. As explained before, the design in this research will be based on an existing high pressure
reactor, designed for high pressure CO2 reduction for formate production. This design will be denoted
by ’the 2020 high pressure reactor’, throughout this chapter. The design approach for this set­up is
detailed in the thesis report by Wols (2020) [123]. The various steps in the design procedure for de­
signing this reactor, will be discussed and used to define the design demands and parameters for the
high pressure cascade reactor for this research.

2.3.1. The 2020 high pressure reactor

In the study by Wols (2020), a continuous­flow reactor with only one chamber was designed, capa­
ble of handling pressures up to 100 bar. In general, high pressure (CO2 reduction) reactors consist
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of many components, making them complex and specifically designed for only one experiment type
[123]. Therefore, the aim of the research by Wols was to create a simpler reactor, allowing for various
kinds of experimental research. After extensive research on the available reactor designs in literature,
he decided on a single chamber continuous­flow reactor. With this simplified design, the design will be
able to operate in varying conditions, it will be easy to scale up and it will be convenient for small scale
experiments. Other possible reactor design types, including their advantages and disadvantages, are
explained extensively in the 2020 study by Perry et al. [79]. The next sections will discuss which design
parameters were defined for the reactor, how the resulting reactor operates, the evaluation of its per­
formance and the recommendations for further improvement. These will, thereafter, be used to define
the design parameters and demands for the high pressure cascade reactor of this research.

Design parameters

The design approach utilised in the research was to, firstly, identify the demands required for a suc­
cessful reactor design, which could, thereafter, be used to define the design parameters to adhere to in
the designing phase. To aid in setting up the design parameters, a literature research into existing cell
types and set­ups was carried out. The design parameters that originated from this research served
as a basis for the final set of parameters.

The design parameters specified for 2020 high pressure reactor were the following:

• High pressure containment – to account for high pressure experiments, by ensuring enough
pressure can be built up, without any leaking

• Chemical resistance – to include the option to work with corrosive electrolytes and products

• Adaptability – to enable many different types of experiments by, for example, varying the con­
figuration, adding additional components and changing operating conditions

• Fast assembly/disassembly – to increase the ease of use for carrying out experiments, so a
lot of experiments can be carried out in as little time possible; this can be done by, for example,
reducing the number of involved components and set up steps

• Location adaptability – so experiments can be performed in multiple locations; even outside of
the lab

• Safety – to ensure the safety of the operator

With these demands in mind the reactor design was developed. The performance of the manufactured
reactor was also evaluated based on these parameters, to illustrate if the reactor performed as was
intended. Note that it was not a goal of the research to design the most efficient reactor system, there­
fore, things such as: minimising the electrical resistance of the system, were not included in the design
parameters.

Set­up

A schematic representation of the set­up of the reactor is outlined in figure 2.10. As shown, the sys­
tem includes a reservoir for holding the electrolyte solution, while dissolving the CO2 originating from
a pressurised gas bottle. The reservoir is connected to a pump and to the reactor stack, so the CO2
containing electrolyte solution can be pumped to the reactor stack. In the reactor stack the electrodes
are positioned. The reactions take place inside of the reaction chamber and the electrodes are con­
nected to the power supply; the power supply – a potentiostat – is connected to the anode, cathode and
reference electrode. After leaving the reactor, the electrolyte solution containing the products will be
recirculated though the system. A manual valve can be used to collect a small portion of the solution,
for sample analysis.
The demands this set­up has to adhere to are listed below. The set­up must be able to:

• supply electrolyte solution throughout the reactor
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Figure 2.10: Schematic representation of the set­up of the 2020 high pressure reactor. Derived from: [123].

• supply potential to the reactor

• contain pressures up to 100 bar

• saturate the electrolyte with CO2 gas

• Allow for sample analysis of the electrolyte solution

• handle corrosive materials

The described system in figure 2.10 was designed to meet these demands. To describe the resulting
design, an overview of the components, the design choices and the corresponding reasoning can be
found in table 2.5. The most important section of the design – relating to the high pressure cascade
reactor design in this study – is the reactor stack. The reactor stack will, therefore, be discussed in
more detail.

The reactor stack

The reactor stack consists of four small cylinders, two electrode casing parts and two reaction cham­
bers. The pieces are pressed together at high pressure to prevent leaking. The choice has been made
to keep the reactor stack small (40 mm in diameter), as the required pressure would otherwise result
in high forces. The two electrode casing parts hold the electrodes and press them against the reaction
chamber. The flow of electrolyte solution will enter the reaction chamber from above, it will flow past
the electrode and leave from the bottom of the reaction chamber. The material of the reaction chamber,
is polyetheretherketone (PEEK). This decision was made on the grounds of a CES EduPack (2019)
plot of materials resistant against acids, alkali and solvents (a design parameter), plotted with their
price against their mechanical strength. These material parameters were chosen, since the reaction
chamber needs to be corrosion resistant, as it will be in contact with a possibly corrosive solution. It
must also be strong enough to contain the large pressures and it cannot be conductive, as this would
result in a short circuit in the reactor, since the chamber is in contact with both electrodes.

The electrode casings, on the other hand, do need to be electrically conductive, so they can connect
the electrodes to the potentiostat. This way a simple electrical connection is created to the anode and
cathode. In this situation, this set up was favored over foils and wire connections, as these are more
complicated solutions – which are also harder to assemble – since a connection to the small electrodes
would have to be created. Again CES EduPack 2019 was used to determine a suitable material, which
is conductive and chemically resistant (to acids, alkali and organic solvents). These were plotted with
their price against their yield strength. Based on this evaluation, stainless steel 316 was chosen as the
electrode casing material. To prevent leaks, an o­ring was fitted in the plates, around the electrodes.
The pressure on the stack will be instated by a mechanical clamp, the heavy pressure rod pusher 6842.
With this clamp a force of 4 kN can be produced, which definitely meets the pressure requirements.
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Component Design choice Reasoning

Stack configuration
Simple to design, easy to scale up, eligible for
different configurations and convenient for
small scale experiments

PEEK reaction chamber Simple design due to non­conductivity
Stainless steel electrode casing Simple design due to conductiviy
Female fittings Reliable and simple manufacturing
Kalrez or EPDM O­ring seals Good corrosion resistance
Ring terminal electrical contacts Stable electrical connection
Clamp holding the stack together Simple, compact, no tools required and cheap
Bolt with star know for adjusting
clamp force Simple, compact, no tools required and cheap

Aluminium plate frame on beams Different configurations possible

Reactor

bolts through the reactor Option to run and test the reactor outside
of the lab set up

Cylinder with piston configuration Variable volume of the reservoir

Stainless steel thick walled cylinder Good dimension, good corrosion resistance,
capable to house different configurations

PEEK piston
Good corrosion resistance, available
material, it will not scratch the inside of
the cylinder

Kalrez or EPDM O­ring seals Good corrosion resistance
Female fittings in the moving piston Reliable and simple manufacturing
Additional piston with alternative
fitting

Reliable and simple manufacturing
and ability to test additional design choice

Aluminium plate frame Different configurations possible and
supports the use of the moving piston

Reservoir

Aluminium placement blocks Different configurations possible and
supports the use of the moving piston

Pump The GAH series pump of microfluid Good quality pump which satisfies
the demands

Tubing IDEX 1/8 inch PEEK tubing Corrosion resistance, low pressure drops,
wide variety of products

Power supply Potentiostat Option to control the absolute potential
of the working electrode

Main frame ITEM aluminium profile frame Good availability, light weight and
easy to adjust and add components

Table 2.5: A list of the design choices and reasoning behind them per component. Derived from: [123].

Figure 2.11: An illustration of the designed reaction chamber piece (including the electrode fit), as designed in SolidWorks.
Derived from: [123].
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To control the pressure on the stack, an additional correction bolt is added. With this bolt the pressure
can be adjusted as required. Illustrations of the clamp and bolt can be found in appendix B.1.

Performance

After construction, the design was tested on each of the determined design parameters. The results
showed no problems with the pressure containment. In addition, the chemical resistance was ade­
quate, as no corrosion was detected in the components. The system was also found to be sufficiently
adaptable, the report even includes possible additions in the appendix [123]. Furthermore, the assem­
bling and dissembling was experienced as easy and fast, except for the positioning of the pistons in the
reservoir. The reactor was capable of operating in multiple locations (also outside of the lab). Lastly,
no safety breaches or dangerous leaks occurred during the testing, therefore, the design was deemed
sufficiently safe as well. The testing illustrates that the design performs sufficiently according to the set
design parameters.

As explained before, an efficient performance of the system was not a design demand for the 2020
high pressure design. Therefore, the low efficiency of the electrochemical reactions will not influence
the success of the results. However, if this reactor will be used for extensive experimental research,
the reaction efficiency needs to be improved. To explain the small amount of CO2 conversion in the
testing results, the global flow pattern throughout the reaction chamber was described with a 3D flow
model in COMSOL. Here, the assumption was made, that the electrolyte can be modelled accurately
with water properties. The modelling results, as illustrated in figure 2.12, show that most of the flow
bypasses the electrodes.

Figure 2.12: A 3D simulation of the global flow throughout the reaction chamber, modelled in COMSOl. The location of the
electrodes is indicated with the circles on the sides. Derived from: [123].

The most important objective of the designed set­up was to facilitate a high pressure CO2 reduction
reaction. The tests showed that the reactor can contain the required pressures, but the amount of
converted CO2 is rather low. For the 2020 study of Wols, this was an acceptable result, however, for
this research this feature needs to be improved in order for the experiments to be conducted properly.

Recommendations for improvement

Although the designed reactor proved to work sufficiently within its set goals and parameters, there is
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still room for improvement. Most of the recommended improvements stated in the report are related to
small progress in the handling of the reactor [123]. For this research, these are not the most important
improvements, therefore, only the relevant recommendations from the 2020 report will be mentioned
here [123]. These proposed improvements contain:

• Adding grooves and holes, to increase the fit with the o­rings, to decrease the possibility of leaks

• Using smaller, possibly non­metallic bolts, to create more space in the reaction stack and elimi­
nate the need for electrical insulation

• Increase the assembling ease of the reservoir by:

Some of the proposed improvements have already been worked out in more detail and can be found
in the appendix of the thesis report by Wols [123].

In addition to these general design improvement recommendations, there are also improvements re­
quired specifically related to the reactor design for present research. These entail:

• Improving the flow conditions in the reaction chamber, so more flow will come in contact with the
electrodes

• Redesigning the electrical connections, so they will fit multiple electrodes, which can be operated
separately from each other

• Redesigning the reaction chamber stack to fit multiple electrodes and configurations (for example
gap distance) can be changed easily

These improvements will be regarded in the setting up of the design parameters and conditions for the
high pressure cascade reactor design.

2.3.2. The new design

As discussed in the theory chapter, a number of aspects need to be redesigned to fit the intentions of
this research. The section ’The high pressure cascade cell’ (Theory chapter) pointed out that it will be
important to instate controlling in the electrode sizes, distance and configuration (i.e. two sequential
electrodes). The articles by Lum and Ager (2018) [63] and Gurudayal et al. (2019) [38] both investigate
the effects of changing the electrode configurations and sizes. The results of Lum and Ager illustrate
that varying the distance between the electrodes can influence the conversion efficiency. They also
show that it is possible to tune the oxygenates to ethylene ratios by varying the Cu coverage substrated
on Ag lines. This reveals it is possible to control the reaction by tuning the configuration. Therefore, it
is important to add this as a feature to the reactor design. For this to be realised, the design needs to
become even more adaptable, especially in the holding/housing of the electrodes. A possible solution
for this needs to be leak­tight at high pressures.

From the results of the 2020 high pressure reactor design, it becomes apparent that a number of things
need to be redesigned as well, to make the set­up more suited for the experiments in this study. The
3D COMSOL flow model, from the report of Wols (2020), illustrates that the flow through the 2020 high
pressure reactor is far from optimal for significant product formation. The profile shows that most of
the flow will bypass the electrodes when passing through. For the 2020 high pressure design, it was
not essential to convert a lot of CO2, since the goal was to make a functioning reactor. However, for
present research it is relevant to conduct experimental work to generate results required to determine
the potential of this research pathway. Therefore, it becomes important to increase the flow character­
istics in the design for this study.

Another complicating factor is the electrical connections. In the Theory chapter (section ’The electro­
chemical cell’), it was explained that an electrochemical cell consists of at least two electrodes on each
side (reduction/oxidation). Each has to be connected to a power source, for the electricity required to
drive the reactions. Since CO2 reduction and CO reduction both operate at different potentials, the
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sequential electrodes need to be connected to the power source separately. This way both electrodes
can operate in the most optimal overpotential domain, while at the same time control is instated to sep­
arately operate the electrodes. This means that the reaction chamber set­up needs to be reinvented,
as the conducting back plate will connect both electrodes to the same connection. Therefore, the con­
struction and material selection of the reaction chamber section need to be redesigned for this new
reactor.

Design criteria

Based on these new demands and the recommendations from the last section, the additional design
criteria for the new design were set up. These design criteria are listed below.
The high pressure cascade cell must be able to:

1. contain the pressure (up to 35 bar) without leaking

2. be adaptable in electrode configuration and size

3. ensure easy operation and fast replacement

4. sustain separate electrical connections for both sequential cathodes

5. be resistant against corrosion

6. provide for better internal flow characteristics, to ensure sufficient conversion

These design criteria will be leading in the conceptualisation of new design ideas. These design ideas
will, thereafter, be assessed based on the determined design parameters below.

Design parameters

Themain goal of the new design is to operate at high pressures with a cascade electrode set­up. There­
fore, a lot of the 2020 high pressure reactor design parameters can be adopted by the new design as
well. However, the possibility to also conduct experiments outside of the lab (and fume hood), will not
be included. The main reason for this is because of the production of dangerous products like CO. For
safety reasons, therefore, the experiments need to be conducted inside of the lab and fume hood.

Additions originating from the new demands, are the requirement for increased adaptability (denoted
here with versatility) and increased flow conditions. This results in the following design parameters.

• High pressure containment

• Chemical resistance

• Fast assembly/disassembly

• Safety

• Sufficient conversion

• Experimental versatility

• Separate electrical connections

These are the design parameters along which the new reactor design will be set up. They will also be
used to evaluate the actual performance of the new reactor, in a later stage.

Design ideas

Some initial design ideas adhering to these constructed parameters will be discussed in this section.
They will be focused mainly on redesigning the reactor stack, as this was identified as the region re­
quiring the most improvement.



2.3. Design procedure 45

(a) Electrodes, indicated with silver
and copper, located inside the

reaction chamber piece

(b) The electrode holder (c) The electrode holder fitted into the
reaction chamber

Figure 2.13: Designs of the new reaction stack made in SolidWorks 2019.

To increase the flow conditions, to be able to produce more product, the reaction chamber was re­
designed. In this new reaction stack configuration, the electrodes will fit into the reaction chamber
instead being pressed against it. This will allow them to be located closer to the incoming electrolyte so­
lution flow, as can be seen in figure 2.13.a. To enable fast assembly/disassembly of different electrode
configurations (gap sizes, etc.), the electrodes will be housed in an electrode holder part, illustrated in
figure 2.13.b. When the gap distance or electrode sizing needs to be changed, the only part that needs
to be altered will be this holder. The holders will always have the same outer dimensions, so they will
fit into the reaction chamber and end plate, as shown in figure 2.13.c. Therefore, no major changes
need to be made in the reactor stack itself, when new configurations need to be tested.

The reaction chamber in this case will – as in the 2020 high pressure design – be made of PEEK, for
the same reasons as explained in previous sections.

(a) The back plate,
containing the electrical
contacts, the groove for
the o­ring and the holes
for the connecting bolts.

(b) The spring contact. (c) The top/bottom connection with the ring
terminal to connect both conducting bars.

Figure 2.14: Designs for the back plate, the spring contact for the electrical connection to the electrodes and the ring terminal
connection to lead the wires to the top/bottom of the stack. Designs are made in SolidWorks.

Another challenge in the new design will be to make good separate electrical connections to the elec­
trodes. This can no longer be done with a steel back plate – since this would connect both electrodes to
the same source – therefore, slots are cut out of the electrode holder, at the back of the electrodes, for
an electrical connector to fit in. The location of these slots is illustrated in figure 2.13.b. The back plate
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will in this case also be made of PEEK, instead of metal. It will contain a groove for the o­ring around
the electrode holder, to prevent leaks. The design for the back plate can be found in figure 2.14.a.
To ensure a good connection to the electrode surface, a spring contact can be used. How this can be
achieved is illustrated in figure 2.14.b. The spring will press the contact against the electrode, when the
back plate is pressed against the reaction chamber piece. Since the reaction stack is pressed together
by means of a clamp from the back of the back plate, the electrical connection should surface from
the top and bottom of the stack, insead of the back. To realise this, a set­up was designed containing
a ring terminal to connect the conducting cylinder to a bar leaving from the top/bottom. To make this
easy to assemble, the back plate was divided into two separate plates, in which grooves are cut out
to fit the conductive bars and the ring terminal components. A preview of this construction is shown in
figure 2.14.c.

These designs represent the first design ideas for the new high pressure cascade reactor. They were
based on the defined design parameters and demands, to solve the issues of the 2020 high pressure
reactor, for it to be used in this research. More design iteration steps will follow these initial ideas in
a later stage. The eventual design, the production and the testing will be detailed in the chapter ’The
reactor design’.

According to the 2020 study by Perry et al., the increasing availability of 3D printing opportunities, pro­
duces an interesting option for rapid prototyping of reactor components [79]. Therefore, to test the
performance and fitting of newly designed components, they will first be 3D printed before more time
consuming / intensive production methods are considered.

In the next phase of this research, the design will be worked out in more detail, after which it will be
tested with prototypes and eventually manufactured to fit the existing set­up.

2.4. Conclusion: Research questions
This literature study was conducted to explore which segments within high pressure cascade elec­
trochemical reduction are most valuable to investigate further. By outlining the available literature on
these topics, a clear overview can be compiled on the ’information gaps’ left to investigate. These gaps
will then lead to the research questions for the research to come.

The available literature reviewed in this report has proven that the topic of high pressure cascade
electrochemical reduction is promising, although a lot of research is yet to be conducted. This topic
combines two rather new technology advances – high pressure and cascade operation – therefore,
extensive further research is required to show its potential.

2.4.1. Literature study summery

In the introduction of this report three factors were mentioned that will influence the efficiency of an
electrochemical system: the current density (the reaction rate), the selectivity (the FE) and the overpo­
tential (the losses). Research has shown that innovative technologies as a cascade reaction operation
and high pressure reactors, can aid in increasing the system efficiency. Cascade operation increases
efficiency by splitting the conversion up into two separate conversion steps; the operating conditions
for both steps can thus be optimised separately. The conversion to C2+ in a cascade operation results
from COR instead of CO2R. This is beneficial, since COR has a higher C2+ selectivity and higher activ­
ity. However, techno­economical studies have shown that this technology has a too low feasibility for it
to be commercially competitive at this point, since the second conversion step is not efficient enough.
A limiting factor in the second conversion step, is the low solubility of CO in electrolyte solution. An­
other limiting factor is the low selectivity for a single product on Cu catalysts. Therefore, this research
proposes to combine high pressure reactors with a cascade operation. By means of increasing the
pressure, the solubility of the reactants can be increased, which has shown to increase the reactant
transport (current density) of the system. In addition, by working with a cascade system operating a
conductive flow, the selectivity of the system towards 𝐶2+ products can also be increased and possibly
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even partially controlled. Combining these two technologies could, therefore, increase the system ef­
ficiency in terms of: reaction rate, selectivity and overpotential losses. Since this combination has not
been investigated before, and both technologies are still rather new, there will still be a lot to investigate
to show the promise of this new technology.

By investigating the underlying theory, the dependence of the reaction rate on the local concentration of
reactants was evident. Since the current density is proportional to the rate of reaction at the electrode,
this also proves the relation between the increased mass transfer and the increase in current density,
explaining the positive effects of the high pressure reactors. The theory on the mass transfer provides
the required formulas to describe the mass balances, to be used in the modelling chapter. The possible
high pressure effects on the solubility and the kinetics are, subsequently, further detailed in the theory
chapter. The high pressure section indicates that the most challenging aspect to model would be the
connection between the first and second cascade step, since the solubilities of CO2 and CO change
in between. The available literature suggests possibilities for competition for solubility between the
molecules and changing partial pressures. These effects have not been taken into account in existing
models yet, but could possibly affect the accuracy of the model.

To investigate whether the pressure behaviour of the second and first step would be similar, the kinetics
were investigated as well, from a theoretical point of view. Different articles investigating the effects of
partial CO2 and CO pressures indicate that the kinetics of the first step will likely be influenced posi­
tively, whereas the second step could experience some limitations in the kinetics when high pressure is
instated. The combination of both steps, however, would aid in the creation of C2+ products, since the
CO2 reduction step is disengaged from the C2+ production step. The study by Song et al. (2020) indi­
cates that a high CO2 partial pressure, could result in the limiting of the required CO*­CO* coupling, as
the available surface sites would be filled with CO2*. Therefore, splitting the two steps could increase
the efficiency, possibly explaining why operating in cascade can increase the C2+ production.

With this theoretical knowledge and the defined mass transfer equations, the approach for the model
was set up. By comparing available models in literature, a general modelling approach was showcased,
in which the differences between the models were explained. This lead to a comparison between the
models, from which decisions were made for a modeling approach per section. Overall, the model of
Soeteman (and Morrison et al.) seemed most complete and most suited to function as a basis for the
model in this research. However, since these models do differ in vital areas from the intentions of this
research, the eventual model will be based on these, in combination with additions from other mod­
elling studies. Therefore, for the high pressure modelling the models of Soeteman [102] and Morrison
et al. [72] can be consulted, while for the convective mass transport the model of Kotb et al. [55] will
be utilised. The migration modelling will be carried out like in the models of Chen et al.[21], Soeteman
[102] and Kotb et al. [55]. Possible bubble effects can be incorporated by reviewing the model of Bur­
dyny et al. [18], and the modelling of COR can be approached as in the model of Chen et al. [21]. The
major challenge for setting up the model in this study will be the modelling of the second reduction step,
and more specifically the connection of the first to the second reaction reduction step. The cascade
models of Lum and Ager [63] and Gurudayal et al. [38] were consulted for a possible approach. How­
ever, from the available information on their modelling approach it seems as if they have made many
simplifications in their modelling. It would, therefore, be interesting to see if these hold by conducting
further research into this topic.

To verify the modelling results and to provide experimental data on this new set­up, a reactor needs to
be designed to accommodate all desired experimental research. The new reactor design will be based
on an existing set­up for high pressure CO2 reduction, as built and described by Wols (2020) [123].
To adapt the current design to accommodate the desired experiments for this research, a number of
things need to be modified. The formulated design criteria, containing the demands for the new de­
sign and the recommendations from the old design by Wols, will be leading in the development of the
new design. To validate its performance after construction, the design will be analysed based on the
compiled design parameters. These include: high pressure containment, sufficient reactant conver­
sion, chemical resistance, experimental versatility, ease of assembly/disassembly and safety. The first
design ideas for the reactor stack include: changing the materials, addition of an electrode holder –
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for fast changes in configuration – redesigning the electrical connection and increasing the flow inside
the reaction chamber. These ideas will be further elaborated on and tested in the chapter 3, about the
design of the high pressure cascade reactor.

The next section will provide more detail on the information gaps and unverified information found in
the literature study.

2.4.2. Discussion

The evaluated literature has shown promising results, however, there were also a lot of discrepancies
found while combining theory with modelling and experimental results. Since there are not many ex­
perimental results available, at this moment it is hard to explain these results with much certainty. This
section will list the discrepancies and unclarities and discuss possible outcomes and solutions to be
tested in this research.

First of all, there has been some research on the effects of high pressures on CO2 conversion. How­
ever, not much research on the high pressure effects on CO has been done so far. There are some
promising results indicating increased performance at slightly elevated CO pressures, but no conclu­
sive proof yet. To predict the effect of pressure on the CO conversion, we therefore need to rely on
theory. The theory in this research explained that pressure can affect the solubility of reactants and
therefore the reaction rate and, moreover, it might also have an effect on the kinetics of the system.

The theory on high pressure effects on the solubilities of the reactants present in the cascade, shows
that there are a lot of different factors affecting solubility, making it hard to accurately model this be­
haviour. A lot of these effects have not been studied at all, or at least not in this context, therefore this
research needs to provide authentic ways to incorporate these results (if possible) in the modelling.
So far the modelling of CO solubility and CO2 solubility under high pressures has been performed with
sufficient accuracy. The problem lies in their behaviour when both gasses need to dissolve in the same
solution and when their solubility changes with their changing partial pressures due to the product for­
mation.

There have been molecular simulation studies describing the competing effect between two gasses
when dissolved in the same solution. However, these studies were conducted in ionic liquids instead
of electrolyte solutions. These molten salts have a very different charge compared to electrolyte so­
lutions, hence the solubility behaviour of molecules will differ between these solutions as well. These
investigations can therefore not be used as proof for the existence of this behaviour in electrolyte solu­
tions, nor can the absence of information on this topic can be taken as proof against this principle, as
the studies in which this effect would be significant are not that common. Therefore, this effect cannot
be included in the model, since there is not enough theory on it available. Nevertheless, this information
can be used analysis of the results in this research, possibly leading to more insight into this principle.

The changing partial pressures after the creation of the products (gasses) in the first step, can be in­
corporated in the model, by deploying the formula as stated in the study of Dufek et al. [28]. Arguably,
incorporating this effect, can improve the modelling approach of the linking between the first and sec­
ond step of the system. To determine an approach for this connection, the models of Lum and Ager [63]
and Gurudayal et al.[38] were investigated. As not a lot of information on the modelling structure was
released, it is difficult to establish the validity of their approach with certainty. However, both articles
state that they initially assumed that the produced CO was equal to the consumed CO2 in the first step,
assuming 100% conversion and (seemingly) assuming 100% solubility. In most cases, they also as­
sume the second electrode to be a perfect sink, meaning that all produced CO will be converted here.
From the theory on solubility mentioned above, these assumptions seem to be an oversimplification of
reality. This assumption could explain why both articles have found results indicating CO solubilities
above their solubility levels, however, not sufficient information on the modelling is disclosed to be cer­
tain of this. In their second article, the study by Gurudayal et al. [38], they do conduct an experimental
test, to support this claim. In this test, they operated the reactor with the Cu as the only activated elec­
trode and inserted a flow saturated with CO. In doing this, they showed that the oxygenate production
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was lower in this case compared to the cascade operation, at the same potentials. Since high CO
concentrations favour oxygenate production, they adopted this as evidence of the supersaturated CO
condition in cascade operation. To evaluate this claim, the 2019 study by Wang et al. was consulted
[121]. This study shows that the presence of CO2 in the feed will increase the ethylene formation.
Therefore, the oxygenate to ethylene ratio should have been higher in the COR operation compared to
the cascade case in the experiment by Gurudayal et al.[38]. Hence, this could indicate that there would
actually be an increased CO concentration. A possible explanation for this effect could be, that the
transport to the second electrode is so fast, most of the dissolved CO will not have been transported
outside of the diffusion layer section yet. As the presence of supersaturated CO represents a major
benefit to the cascade approach, this is definitely something worth investigating further in this research.

As mentioned above, there have been indications of pressure influencing the kinetics of electrochem­
ical reactions. Possible reasons for these indications were explained in the theory chapter. Here, the
effects of pressure on the reaction mechanisms for both steps were investigated. The results indicate
that the pressure could indeed affect the kinetics, and even (partially) change the rate determining step
of the system. To predict what can be expected in the high pressure cascade system, studies relat­
ing to the effects of partial CO and CO2 pressures were consulted. The results show that in the first
reduction step the increased availability of CO2 can increase its surface coverage, which will result in
few instances of CO*­CO* coupling (little C­C coupling) and therefore a lot of CO production, as the
adsorbate­adsorbate interactions will increase the desorption of CO* from the electrode surface. The
second conversion step, however, does require a lot of CO*­CO* coupling and protonation to produce
the required C2+ products. Because of the created CO (and H2) in the first reduction step, the CO2
concentration and partial pressure will have decreased, leaving less competition from CO2 for the CO*
on the surface of the Cu. This, in combination with the high CO pressure, will result in a high CO*
coverage on the Cu surface. This leaves little room for H* to bond to the surface. Therefore, kinetics
of the products requiring proton transfers will be limited by the available H*. These are indications that
from a theoretical point of view, the increase in pressure might speed up reaction for the first step, but
simultaneously could limit the second step, depending on the product.

This theory could also aid in explaining the advantages of a cascade operation. The research of Song
et al. (2020) has shown that the availability of CO2 abundance on the electrode can reduce the pos­
sibilities for CO*­CO* coupling, since a lot of the available sites will be filled with CO2* [103]. Since
CO is the key intermediate for C2+ production, this would limit the system kinetics. Therefore, splitting
these two steps, could be very beneficial. That way, when fist producing a lot of CO (because of the
high CO2 pressure and availability), the Cu surface sites will not be occupied by CO2, since its con­
centration and partial pressure would have decreased. This will lead to more available spaces for the
CO* on the surface and could therefore lead to more C­C coupling. However, as explained above, this
reaction step could still be limited by the restriction in available H* on the surface, due to the abun­
dance of CO*. This, however, will largely depend on the precise reaction pathways for the products.
Experiments need to be performed, to see if this theory could possibly explain the experimental results.

Apart from the connection to the second sequential step, the model for this research can be largely
based on approaches used in existing models in literature. The choice has been made to also include
migration in the modelling, as the report by Soeteman (2019) showed this effect may be larger than
most of the other models assume [102]. In addition, the effect will only increase with pressure, as the
product concentrations increase. Not accounting for these effects will, therefore, result in an overesti­
mation of the limiting current density, as illustrated in equation 2.82.

To be able to provide answers for all these remaining questions at the end of this research, the model
will have to be verified with experimental results. Since these are not, or barely, available in literature,
this research also entails the development of a new reactor set­up. This set­up can, subsequently, be
used to verify the modelling results and investigate its findings in more detail. With the experimental
results, the underlying theory and the model to connect them, the occurring phenomena in this new
technology can be explained.
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2.4.3. Conclusion: research questions

As stated in the introduction section, ’Scope and goals’, the goal of this research is to investigate the
potential for a high pressure cascade system. To so this the effects of pressure on the efficiency of
the sequential reduction steps needs to be investigated. To do this, the proposed approach is to: 1) to
develop a mathematical model, to indicate the important system parameters and their relation to the
results, 2) to design a new high pressure cascade reactor, and 3) to conduct experiments in this reactor,
for further research and validation of the model. The literature study has provided a clear approach to
set up each of these three processes. This way it has aided in determining the further direction of this
research.

Based on the information derived from literature and the subsequent evaluation, a clear approach can
be set up for the remaining research on this new topic. Literature has provided some possible clarifi­
cations of phenomena observed from the scarcely available experimental or simulation research. On
the whole, most of these theories need to be substantiated by producing more available experimental
results. Other unexplained results, on the other hand, require more detailed theories to explain them.
Therefore, the combination of the model and the conducting of experiments as proposed, will be very
valuable in linking the theory to results. This research will, to that end, focus on clarifying the effects
of high pressure on the efficiency of a cascade system, specifically focusing on the factors contributing
to system efficiency: the reaction rate, selectivity (FE) and the onset potential. Therefore, the main
research question for this thesis will be the following.

How can high pressure influence the efficiency (reaction rate, selectivity and onset potential)
towards 𝐶2+ products in a cascade system?

From the theory chapter it becomes clear that there is still much that is unknown with regard to the
effects of pressure on the kinetics and solubilities in a cascade system. Literature research indicates
that a cascade operation will increase the reaction rate and has the ability to influence the selectivity
of the system. It has shown that, by regulating the ratio of CO2/CO reaching the second electrode,
control can be exerted on the product distribution (oxygenate/ethylene ratio) [63]. The literature on
high pressure operation has illustrated its positive effects on the reactant solubility and therefore the
reaction rate. Furthermore, since the reaction rate of the conversion of desired reactants (CO2, CO)
increases with pressure, but the hydrogen evolution reaction (HER) remains unaffected, the selectivity
in high pressure systems is increased as well [72]. This means that both a cascade and high pres­
sure operation will increase the efficiency by impacting the selectivity and reaction rate in this system.
Therefore, it is difficult to determine from the available information how exactly the overall system effi­
ciency will react to a system combining both technologies. In this respect, it will contribute significantly
to the general theory and modeling studies in the future, if these effects are made clear. Therefore, the
following sub­questions were defined for this research.

What is the effect of pressure on each individual electrochemical step (CO2 to CO and CO to C2+
products)?

How can the selectivity towards specific C2+ products be controlled by regulating the CO2/CO ratio in
the feed of the high pressure cascade reactor?

The modelling chapter reviewed the modelling approaches and assumptions of multiple available mod­
els in literature. This model will use theoretical knowledge to generate simulated results. By comparing
these with the experimental results, clarifications can be made on the theoretical principles to explain
the experimental results. The decision has been made to use the model of Soeteman (2019) as a basis
for the model in this research [102]. Additional factors to incorporate into the model, will be adopted
from the other investigated models, to create a more optimal simulation of the high pressure cascade
reactor. The connection of the first to the second sequential step will be novel to this research, as the
available literature did not provide a sufficiently accurate approach for this. After generating experimen­
tal results, the choice can be made to iterate and use these to improve this modelled connection and
other input­parameters. To asses this specific step and the overall model, in order to provide the link



2.4. Conclusion: Research questions 51

between theory and experimental results, the simulated results of the model should be carefully com­
pared to experimental results. The match between the two is essential in explaining the discrepancies
discussed in the last section. Therefore, it will be essential to extensively investigate the fit between
them. This leads to the following sub­question.

How do the modelled results regarding the high pressure cascade electrochemical reduction relate to
the literature and the experimental results?

The model can also aid in the design process of the reactor. By simulating the process, recommenda­
tions on electrode sizes and configurations can be made, as was done in the 2018 research by Lum
and Ager [63]. By varying the gap distance between the electrodes, they showed they could influence
the conversion efficiency. By the additional controlling of the Cu coverages substrated on the Ag elec­
trode lines, they also demonstrated control on the oxygenates to ethylene ratios. It would therefore
be interesting to investigate the effects of changing configurations on the production results, to create
more insight in the possibilities of operating in a cascade.

To design a suitable reactor, capable of handling all experiments and requirements for the investigation,
a set of design parameters was set up. The design will be evaluated on: high pressure containment,
sufficient reactant conversion, chemical resistance, experimental versatility, fast assembly/disassem­
bly and safety. An evaluation of the prior design, the 2020 high pressure reactor [123], in addition to
the design criteria for this new design, have led to the conclusion that the main implementation will
be the redesigning of the reactor stack. The current stack does not provide sufficient flow conditions
for proper reactant conversion. It also cannot operate in cascade mode, since the electrical connec­
tion would connect both sequential electrodes to the same source. Lastly, it does not provide for easy
adaptability in electrode configurations, to test their effect on the production. Therefore, the stack needs
to be redesigned, according to the design parameters mentioned above, to satisfy these conditions. To
continue this investigation aimed at producing a design capable of handling all desired experiments for
this research, whilst also incorporating the possibility to investigate the effects of changing electrode
configurations, the following research question is defined.

How to design an adaptable electrochemical cell capable of safely executing multiple experiments with
the option for high pressures and cascade electrocatalysis?

Investigating the changing arrangements and operating conditions, will create insight in the effects of
losses (overpotential) on the system efficiency. Investigating this, in combination with the first two sub
questions, relating to the effects on selectivity and reaction rate, will provide understanding on the con­
tribution of this new system combination on the overall efficiency, in terms of: overpotential, selectivity
and reaction rate.

This literature study has created a clear overview on the availability of information in the existing liter­
ature. This research shows that there is still much that is unknown or unverified. Therefore, a lot of
further research needs to be performed in this study. With the combination of generating new experi­
mental data and linking it to the theory with the model, a clear first indication can be made to explain
the phenomena and prove the potential of this new combination of technologies.





3
The reactor design

In the chapter about the design procedure, a range of design ideas has already been discussed. As
stated, this research will focus on the redesigning of the reactor stack, as this is the area that needs
to be redesigned, to allow for cascade high pressure experiments. The procedure to move from these
initial design ideas to an ultimately working reactor, is as follows: First, a proposal for the first design
iteration – based on the design ideas – will be constructed in SolidWorks. Thereafter, the design will
be rendered into construction drawings, after which it will be machined by means of lathing, milling and
drilling. After the production, this initial design will be tested in the lab, first with harmless water, and
after proving to be leak­tight, the connection and production will be analysed. If problems are encoun­
tered, the design will be adapted and a new design iteration will be made. This procedure will continue,
until the design operates as adequately as intended.

The following sections will elaborate on the implementation of this design procedure and the resulting
final design.

3.1. The SolidWorks model

As discussed in the section ’Design procedure’, the main demands (criteria) for the new reactor stack
are as follows.

1. contain the pressure (up to 35 bar) without leaking

2. be adaptable in electrode configuration and size

3. ensure easy operation and fast replacement

4. sustain separate electrical connections for both sequential cathodes

5. be resistant against corrosion

6. provide for better internal flow characteristics, to ensure sufficient conversion

Apart from meeting these demands, it is very crucial that the design will not become too complex. The
more complex the design, the more prone it will be to malfunction at some point, and in addition, the
higher the chance at failures while constructing. This regards in particular the electrical connection. To
meet the demands and to keep the structure as simple as possible, the following design, as shown in
figure 3.1, was proposed. All materials regarding the stack, with the exception of the steel endplate,
are made from PEEK (Polyetheretherketon). The stack has the same diameter and roughly the same
thickness as the prior design, to ensure it will fit the lab set­up.
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(a) Rendered image of the exploded view of the reactor stack.

(1) Endplate cathode back (2) Connection nuts (3) Connection rods (4) Endplate cathode
front (5) Connection bolts (6) Electrode holder (7) Cathodes (8) Reaction chamber
cathode (9) Membrane (10) Reaction chamber anode (11) Anode (12) Conductive

endplate.

(b) Rendered image of the closed
reactor stack.

Figure 3.1: The SolidWorks 3D model, rendered in Fusion 360.

The final design resembles some of the initial design ideas as stated before, however, some changes
have been made and some new ideas were implemented as well. These adaptations will be highlighted
below.

Separation of the compartments

As shown in the figure, the anode and cathode reaction chambers are separated by a cation exchange
membrane, indicated by the number 9 in figure 3.1. As discussed before, the cathode section and an­
ode section are separated and both operate with different in/out­flows and pumps. They are connected
at the membrane, which only allows cations to pass through. This way, the produced protons at the
anode can pass through to the cathode section.

Anode section

The anode section of the stack is relatively similar to the old stack, the electrical connection is still re­
alised by a steel endplate, connected to the electrode (nr. 12). However, since the electrodes are now
located inside the reaction chambers, a protrusion of the steel endplate will push the electrode in the
chamber, and will ensure there will always be an electrical connection to the nickel electrode. To make
this section leak­tight, an o­ring was added to the endplate.

Cathode section

The cathode side is very different from the old design, as at the anode side, the silver and copper
electrodes (nr. 7) will be pressed into the reaction chamber (nr. 8). However, since they both require a
separate electrical connection, they are fitted into a frame. This frame was introduced before, under the
name ’electrode holder’. The holder has the same length as the outer section of the cutout in the reac­
tion chamber and, therefore, will fit perfectly into this part and can never fall into the reaction chamber
(nr. 6). The electrodes have the same width as the outer section of the cutout, which prevents these
as well from falling into the reaction chamber, while retaining a maximum exposed surface area. At
the same time, the electrode holder also ensures both cathodes will never make connection with each
other, by means of a small 1mm protrusion barrier in between them. This is illustrated more clearly in
figure 3.2a.

At the back of the electrode holder, two holes are cut out, to electrically connect the electrodes to the
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back. The priorly described ring terminal configuration was replaced with small (1.6 mm diameter)
bolts (nr. 5) and nuts (nr. 2), which connect to two, steal, laser­cutted, rods (nr. 3). This decision
was made in order to retain a simple design, as the production of small connector pieces in the range
as small as millimeters would be unnecessarily complicated. Instead, these parts are replaced with
readily available bolts. The ring terminal parts were swapped for customised steel rods, as it would be
too difficult to make a groove in the cylindrical part to perfectly conceal the complicated shape of the
ring terminal. Instead, these customised parts can be easily produced in­house, in the desired sizes,
so they will always fit perfectly in the assembly. To ensure there will be a connection between the bolt
and the rod, a nut was added. This nut will be used to secure the rod into the groove in the back of
the plate, using the thread of the bolt. This guarantees that there will be contact between the rods
and the bolts. The nuts will be concealed by grooves in the endplate (nr. 1). This way the electrical
connection can surface from top and bottom, with a simple construction, while the plates in the stack
will still fit seamlessly together, when pressed by the clamp. To illustrate this, the electrical connection
configuration is visualised in figure 3.2b and figure 3.2c. The spring contact design idea, shown in
figure 2.14b was dropped as well, as it proved unnecessarily complicated. Instead, the heads of the
connection bolts are chosen to be slightly thicker than the electrode holder thickness, to make sure
they will always make contact with the electrodes in the holder.

Connections

To position the stack in exactly the same way every time while assembling, four long (4 mm diameter)
bolts were utilised. These will penetrate the stack in longitudinal direction, as indicated in appendix
figure B.4. These bolts can be used to tighten the stack to keep all components (with emphasis on
the membrane) in place before transferring the stack to the clamp in the reactor set­up. In the new
design, the diameter of these bolts was reduced, as a consequence of the recommendation to create
more space in the stack. In addition, this recommendation implied to make the bolts non­conducting to
remove the need for insulation. However, as the stack in the new set­up will be produced from PEEK,
there is no need for extra insulation.

To connect the required tubing and the reference electrode to the reaction chambers, holes are created
in the sides and the top, as indicated in figure B.15c. Threading will be added to these holes, so 1/4
inch connector pieces can connect the tubing to the stack. To ensure there will be no leaking through
these connections, small o­rings will be fitted in around the tubes and in the holes. An illustration of
these fittings including their measurements, can be found in appendix B.1. Another aspect aiding the
fittings in making them leak­tight, are the added ferrule fittings. These consist of tapered cylinders, to
be compressed on a seal, which are positioned around the tubing. When the fitting is tightened, the
ferule will create radial compression, keeping the fitting and tubing compressed together [2].

All the materials and parts that are used in this new design and their origin, are summarised in table
3.2.

3.1.1. Design criteria

The following section will detail how the new design meets the design criteria that were set up in the
last chapter.

1) Pressure containment up to 35 bar without leaking

To ensure the sealing between the parts, a number of o­rings were added. The required sizes of the
o­rings can be calculated with the o­ring calculator, on the website of the company where they were
ordered (Eriks). They are located: 1) between the membrane and both of the reaction chambers (an­
ode and cathode), 2) between the steel endplate and the reaction chamber, and 3) between the part
pressing the electrode holder in the reaction chamber. To establish sealing around the bolts and con­
nections, Teflon tape can be inserted.

In addition, as opposed to having a PEEK electrode holder, the decision was made to make the holder
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(a) The cathode reaction chamber,
illustrating the fit of the electrode holder
(transparent) and electrodes in the

cutout.

(b) The electrical connection between
the nuts, bolts and rods, shown from

the back

(c) The electrical connection
between the bolts and electrodes,

shown from the front

Figure 3.2: Designs are made in SolidWorks and subsequently rendered in Fusion 360.

from a moldable silicon or rubber material. This way it can function as a holder while simultaneously
functioning as a seal, to aid in the sealing of the stack at the cathode side.

This way, the stack will be sealed to facilitate the pressures required for the experimental research.

2) Adaptability in the electrode configuration and size

To ensure the required adaptability in the electrode configuration and amount of electrodes, the elec­
trodes will not fit directly into the cutout, but are held together by a frame, the electrode holder. The
upside of using a holder instead of just the electrodes, is that when changing operating configurations
and conditions, only this part will need to be changed, rather than the entire reaction chamber. This
way it becomes possible to vary the distance between the electrodes, the electrode sizes or their con­
figuration (i.e. parallel / in series).

In addition, as both electrodes at the cathode secion are connected to the power source separately,
it is also possible to conduct single electrode experiments. Apart from that, as they have separate
connections, the set­up allows for testing various different potential ranges between the electrodes.
Furthermore, the electrodes can be switched for electrodes of different materials as well, in order to
experiment with different catalysts. This assembly, therefore, allows for a multitude of different experi­
ments.

3) Easy operation and fast replacement

To ensure easy operation and fast replacement, first of all, the set­up is kept as simple as possible.
Secondly, it was constructed with a view to include as many readily available parts as possible. For
example, as described above, the electrical connection consists mostly of nuts and bolts to make sure
the assembly remains easy and the parts can be easily replaced.

Apart from that, the long (4 mm diameter) longitudinal bolts ensure that placement and construction of
the stack will be simple and precise. An image illustrating the construction of the stack by means of the
placement bolts, can be found in appendix figure B.4. These bolts are also readily available and can
be tightened with 4 mm diameter nuts and basic tools, such as an open­end wrench.
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Most parts of the stack are available to be purchased, only a few had to be produced/constructed.
These parts were designed in such a way that they could be produced in­house at the university, to
limit construction delays.

The stack itself is produced from mechanically machining steel and PEEK rods. This was done in­
house in the university workshop, but it can also be outsourced to companies such as Beamler. The
steel connection rods are also produced in­house, by means of laser cutting a stainless steel plate (1
mm thickness). The electrode holder part was, again, produced in­house, with the aid of a Formlabs
3D printer. This printer has the ability to print not only hard plastics, but also elastic resins into the
desired shapes. The resin used for the electrode holder is the elastic 50A Resin, which has the looks
and characteristics of silicone, with a high durability [31].

4) Separate electrical connections

As explained before, at the cathode section, separate electrical connections are instated to separately
connect both working electrodes. The electrodes are connected at the back to a steel bolt. The bolts
are connected to RVS rods, by means of two nuts. The connections are concealed in separate grooves
and are insulated from leaking, so they are ensured to never make contact and thus preventing short
circuits. The rods surface from the top and bottom of the stack, and can be easily connected – with an
alligator clip – to the potentiostat (i.e. the power source).

5) Resistance against corrosion

The PEEK stack components have a good resistance to corrosion. The CES Edupack library states
that this material has an excellent resistance against most acids and all alkalis. Besides, it also has an
excellent resistance against alcohols, aldehydes and ketones, such as, ethanol [25].

The stainless steel parts – the steel endplate, the nuts, the bolts and the connection rods – also have
a good resistance against corrosion. The CES Edupack library shows that this material has an excel­
lent resistance against water and aqueous solutions. In addition, it has a good to excellent resistance
against acids and alkalis. The same goes for alcohols, aldehydes and ketones [25].

The o­rings are made from EPDM, a rubbery material, which is known to have a good corrosion resis­
tance. The Chemical Resistance Guide expresses this as well, it shows that this material only becomes
susceptible to corrosion at higher temperatures (for example, at 100∘𝐶 for acetic acid) [48].

The electrode holder is produced from a special type of resin, which behaves like silicon. According
to CES Edupack, silicon resins have an excellent durability in water and aqueous solutions. They also
have an excellent resistance against acetic acids (10%), alkalis and alcohols [25].

6) Better internal flow characteristics

To create better flow conditions, in order to ensure sufficient conversion, the electrodes are placed
’inside’ the reaction chambers, instead of ’against’. This is achieved by the tailored frame slots, which
allow the electrodes to fit into the chamber, while ensuring that they cannot fall in completely.

Apart from that, another possibility to increase the flow over the electrodes, is to turn the stack, so that
the flow will move from right to left and the reference electrode will be located on top or at the bottom.
This ensures that, even when the reaction chamber would not be filled completely, CO2 saturated elec­
trolyte will flow over both electrodes in series.

After validating that the proposed design meets the design criteria, construction drawings can be pro­
duced in order to move to the next phase, the production. However, before the design can be produced
and tested, an evaluation needs to be carried out regarding the material strength, to determine whether
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the design will hold under the required system pressures.

3.2. Strength calculations: the reactor stack

To determine whether the design will be able to withstand the applied stresses, strength calculations
were carried out. There are two main stresses acting on the reactor stack, 1) the stress from the clamp
holding the stack together and 2) the stress from the high pressure within the reactor. The program
CES Edupack was consulted for the yield stresses of the materials in question. The following stress
analyses are an expansion of the analysis carried out in the 2020 report by Wols, adapted and specified
for the new reactor stack design [123].

3.2.1. Stress originating from the clamp

The clamp exerts a force of 4000 N on the reactor stack. The force is concentrated on the center of the
circular back plate, on a circle with a radius of 10 mm. As the plates are stacked together, the bending
of the plates – as a result of this stress – is minimised. Therefore, when not taking into account the
small holes, the stress in the material can be approximated with equation 3.1 [123].

𝜎compression =
𝐹
𝐴 (3.1)

This results in a material stress of 12.73 MPa. The cylinders in the reaction stack on the cathode side,
are produced from PEEK, which, according to CES Edupack, has a yield strength ranging from 65
MPa to 95 MPa [25]. On the anode side, the reaction chamber material will also be PEEK, but the
back plate will be made from steel. According to CES Edupack the yield strength of stainless steel 316
alloys ranges from 205 ­ 310 MPa [25]. Hence, according to this initial analysis, both materials will not
yield under the stress originating from the clamp.

Figure 3.3: Representation of the stress on the reactor stack originating from the clamp.

The only area where a bending moment will have an effect, is where the plate is not supported by other
plates, the holes. For both back plates the holes are so small (1.6 mm in diameter) compared to the
thickness and area of the plate, that this effect can be neglected. The place where this effect will be the
largest, is in the reaction chamber plate, since this plate does contain a substantial hole. To calculate
whether this bending moment will cause significant stresses, the following analysis was carried out.
The reaction chamber plate will be simulated with a circular plate with clamped edges, due to the bolts
at its ends, carrying a uniform load of 4000 N. The situation is represented in figure 3.4.a. By following
the approach as described in Theory of plates and shells (1889) by Timoshenko, the following formulas
can be derived to calculate the maximum bending stress (𝜎𝑚𝑎𝑥) and deflection (𝑤𝑚𝑎𝑥) as a result of a
uniform load on a circular plate with a circular hole [114]:

𝜎max = 𝑘
𝑞𝑎2
ℎ2 (3.2)
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(a) Schematic representation of circular plate with
uniform load, circular hole and clamped edges.

(b) Schematic representation of a circular plate including the
dimensions a and b.

Figure 3.4: Derived from [114]

𝑤max = 𝑘1
𝑞𝑎4
𝐸ℎ3 (3.3)

With: 𝑘 a shape factor, 𝑞 as the load, 𝑎 the radial distance (shown in figure 3.4b), 𝐸 the Young’s mod­
ulus and ℎ the thickness of the plate.

Assumed is, therefore, that the rectangular hole in the reaction chamber piece can be simulated with
a circular hole. To account for the worst case scenario, the longest face of the rectangle was selected
as the value for the supposed diameter of the simulated circular hole, which is 15 mm. This results in
a ratio a/b, the radius of the plate divided by the radius of the hole, of 1.67. The associated k values
for the ratio a/b can be found by interpolation and are [114]:

Ratio a/b: k k1
1.67 0.3617 0.0218

Table 3.1: K values for ratio a/b for case 10. Derived from: [114].

This results in a maximum bending stress of 23.3 MPa. Which is still below the yield strength of PEEK,
therefore the design is expected to hold under the applied clamping force. The full calculation carried
out in MATLAB can be found in appendix B.2.

3.2.2. Stress originating from internal pressure

To calculate the share of stress originating from the pressure inside the reactor, the reactor stack will be
analysed as a thick walled cylinder. According to the study by Phalguna (2017), this analysis is valid as
long as the wall thickness is larger than 1/10th of the internal radius [81]. For the reaction stack this is
certainly the case, therefore this analysis was adopted to calculate the circumferential, axial and radial
stresses.

The radial stress (𝜎𝑟) and circumferential stress (𝜎𝜃) can be expressed using Lame’s equations [81]:

𝜎𝑟 =
𝑝𝑖𝑟2𝑖 − 𝑝𝑜𝑟2𝑜
𝑟2𝑜 − 𝑟2𝑖

−
(𝑝𝑖 − 𝑝𝑜) (𝑟2𝑖 𝑟2𝑜 )
𝑟2 (𝑟2𝑜 − 𝑟2𝑖 )

(3.4)

𝜎𝜃 =
𝑝𝑖𝑟2𝑖 − 𝑝𝑜𝑟2𝑂
𝑟2𝑜 − 𝑟2𝑖

+
(𝑝𝑖 − 𝑝𝑜) (𝑟2𝑖 𝑟2𝑜 )
𝑟2 (𝑟2𝑜 − 𝑟2𝑖 )

(3.5)

Where the pressure inside the reactor is denoted with 𝑝𝑖, the pressure outside the reactor with 𝑝𝑜, the
inner radius of the cylinder with 𝑟𝑖, the outer radius of the cylinder with 𝑟𝑜 and the radius at any point in
the cylinder (between 𝑟𝑖 and 𝑟𝑜) with 𝑟.

The axial stress component (𝜎𝑧) in the case of a cylinder with closed ends can be calculated with the
following formula [122]:

𝜎𝑧 = (
𝑃𝑖𝑟2𝑖 − 𝑃𝑜𝑟2𝑜
𝑟2𝑜 − 𝑟2𝑖

) (3.6)
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Where 𝑝𝑜 was taken to be the clamping force (4000 N) divided by the area of the cylinder ends (𝜋∗𝑎2).

Figure 3.5 portrays the calculated stress profiles throughout the stack (𝑟 = 0 to 𝑟 = 𝑟𝑜) for a maximum
internal pressure of 100 bar (which is well above the required 35 bar for this reactor stack). As illustrated
in this figure, the circumferential stress (𝜎𝜃) is positive and therefore indicates a tensile stress, while the
radial stress is compressive, as this stress is always compressive (independent of the sign) [81]. The
axial stress component is constant and negative, due to the exerted clamping force on the cylinder end.
The profile illustrates that the maximum stresses are located at the inner surface of the cylinder (𝑟 ≈ 𝑟𝑖).

Figure 3.5: Calculated stress [Pa] in the thick walled cylinder as a function of the radius r [m].

In this initial analysis the additional holes in the material are assumed to be insignificant. However, in
reality, these holes will locally increase the stress, with a maximum stress at the interface between the
intersection between the main hole and the crosshole [65]. For the most accurate representation of the
local stresses, a finite element model can be constructed. However, since the goal of this analysis is
to determine whether the design is safe and not to make an exact representation of the stresses in the
stack, an analytical representation will suffice, as long as the stresses are found to be well under the
yield strength of the materials.

To indicate the local stress around the crosshole, often the factor SCF is used. The SCF is the ratio
between themaximum principle stress and the lame’s circumferential stress on the inside of the cylinder
and can be used to indicate the contribution of the hole to the total stress. With available empirical
relations for SCF values for similar hole/cylinder configurations, the maximum local principle stress can
be calculated [74]. The SCF for a circular radial hole can be approximated with [65]:

𝑆𝐶𝐹 = 𝜎𝜃max
𝜎𝜃

= 4(𝑎/𝑏)2 + 1
(𝑎/𝑏)2 + 1 (3.7)

Where 𝑎 denotes the outer radius of the cylinder and 𝑏 the inner radius.

This leads to a SCF value of 3.2 and an approximate local stress of 16.4 MPa at the intersection be­
tween the crosshole and the cylinder hole (𝑟 = 𝑟𝑖), which is in accordance with the determined and
published SCF values in the 2004 study by Makulsawatudom et al. [65].

To calculate if these stresses will lead to yielding, the Von Mises yield criterion needs to be determined.
When the calculated Von Mises stress (𝜎𝑣) exceeds the yield stress of the material, this is an indication
that the material will yield. Since this is an axis symmetric situation, the principal stresses of the Von
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Mises yield criteria are the radial, circumferential and axial stresses, while there are no shear stresses
present [86]. The Von Mises stress can be calculated with equation 3.8, which leads to a value of
14.2 MPa for the normal situation and to 17.6 MPa when the local stress around the holes is consid­
ered. These values are both lower than the reported yield stress for both materials (PEEK and steel),
therefore, the material will not yield under the stresses originating from internal pressure up to 100 bars.

𝜎𝑣 = (1/2) ((𝜎𝜃 − 𝜎𝑟)
2 − (𝜎𝑟 − 𝜎𝑧)

2 − (𝜎𝑧 − 𝜎𝜃)
2) ≤ 𝜎2𝑦 (3.8)

The complete calculations performed in MATLAB can be found in appendix B.2.

3.3. Production

Once the production phase is initiated, the design must be fully validated. Production is a time consum­
ing process, therefore, it is be preferable if it does not have to be repeated too often. To make sure the
design is safe to use, the strength calculations were carried out. Afterwards, prototypes of the reactor
components are 3D printed, to check the physical version of the design with a less time intensive rapid
prototyping technique. After validating the design, the production phase starts.

As stated before, only some of the parts need to be produced instead of ordered. Either since they are
not available to buy, or in order to save on valuable construction time. Table 3.2 lists the different parts,
theirs size, the amount required for the stack, their material and their origin. The numbers mentioned
in the table, refer to the numbered parts from figure 3.1. The construction drawings of the produced
parts can be found in appendix B.3.

The produced parts indicated in the figure, were all produced at the university workshop, by the au­
thor. For the sake of reproducibility, a detailed description of the production process can be found in
appendix section B.4. This section describes the 3D printing, laser­cutting, lathing, milling, drilling and
tapping processes in a comprehensible manner.

(a) The cathode front endplate
including the electrode holder

connected at the top connection.

(b) The cathode front endplate
fitted with the connection rod at

the top side.

(c) The cathode reaction chamber
fitted with the electrodes and

electrode holder

Figure 3.6: Images of the produced parts of the reactor stack including the lasercut and 3D printed parts.
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nr Part Amount Material Sizing [mm] Origin From

1
Endplate
cathode
back

1 PEEK Appendix figure B.6 Produced
Lathing
Milling
Drilling

2 Connection
nuts 2 Stainless

steel A2
M1.6
Height = 1.6 Ordered

Accu: *
Thin hexagon
nuts
HFN­M1.6­A2

3 Connection
rods 2 Steel Appendix figure B.7 Produced Laser cutting

4
Endplate
cathode
front

1 PEEK Appendix figure B.8 Produced
Lathing
Milling
Drilling

5 Connection
bolts 2 Stainless

steel A2

M1.6
Length = 8
Diameter = 3.2
Head length = 1.42

Ordered

Accu: *
Pan head
machine screws
SIP­M1.6­8­A4

6 Electrode
holder 1 Silicon resin

(Elastic 50A) Appendix figure B.9 Produced Formlabs
3D printer

7 First
cathode 1 Silver

width = 10
height = 6
thickness = 1

Ordered ­

7 Second
cathode 1 Copper

width = 10
height = 6
thickness = 1

Ordered ­

8
Reaction
chamber
cathode

1 PEEK Appendix figure B.10 Produced
Lathing
Milling
Drilling

9
Cation
exchange
membrane

1 Nafion 117 Width = 29
Height = 29

Ordered
and cut Sigma Aldrich

[­] O­rings 4 EPDM Diameter = 22
Thickness = 2.5 Ordered Eriks: **

EPDM 70 55985

10
Reaction
chamber
anode

1 PEEK Appendix figure B.11 Produced
Lathing
Milling
Drilling

11 Anode 1 nickel Width = 12
Height = 15 Ordered ­

12 Conductive
endplate 1 Stainless

steel Appendix figure B.12 Produced
Lathing
Milling
Drilling

[­]
Longitudinal
placement
bolts

2­4 Stainless
steel

M4
Length = 55

Available
in­house x

[­] Tubing Dependent PEEK 1/8 inch Ordered IDEX ***

[­] Female
fittings ­ PEEK 1/4 inch

Appendix figure B.3 Ordered IDEX ***

[­] O­rings
fittings 4 EPDM Diameter = 3.3

Thickness = 1 Ordered Eriks **

[­] Reference
electrode 1 Ag/AgCl Appendix figure 5.7c Ordered ­

Table 3.2: *https://www.accu.co.uk/en/. **https://shop.eriks.nl/nl/. ***https://www.idex­hs.com/
The numbers indicating the various parts originate from figure 3.1.
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The operations executed in the production process:

(a) Lathing the PEEK rod to produce a series of cylindrical slabs. (b) Making the o­ring grooves on the
milling machine.

(a) Milling the reaction chamber
cutout.

(b) Drilling the holes in the reaction
chamber with the milling machine.

(c) Tapping the thread into the
holes, with the drilling machine

(a) Making the connection rod sloths
on the milling machine.

(b) The cylindrical slabs during production phase.
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3.4. Design validation
To validate the functioning of the design, it needs to be tested in the lab, and scored on the predeter­
mined design parameters. In order to do this, a testing methodology was set up and carried out.

3.4.1. Methodology

The following section will describe the methodologies employed for the testing of the new design, per
design criterion.

High pressure containment

In the preceding section, calculations were made to test whether the reactor would be able to handle
stresses up to 100 bar. In reality, for the required experiments, it will only have to operate at pressures
up to 35 bar. Therefore, testing the high pressure containment will be up to a maximum of 35 bar. The
first step in testing whether the new reactor is able to operate at high pressures (35 bar), is to run water
through the stack to check for large leaks. After passing this initial test, the stack will be fitted into the
reactor set­up and connected to the pumps. Water will be pumped through the system to check for
leaks at ambient pressure operation. After confirming that there are no major leaks in the system, the
testing for higher pressures can begin.

To put pressure into the system, the entire set­up, as described in the last chapter (figure 2.10), needs
to be connected. Consequently, when increasing the gas­feed pressure, the pressure in the reservoir
will build, causing the pressure in the system to rise. The amount of pressure, after a small initialising
delay, can be reviewed at the pumps index screens. To test if the reactor is leak­tight up to the desired
35 bars, the pressure in the system will be slowly increased (increments of 5 bar), while the system is
monitored for possible leaks. The system will be deemed successful at building pressure, if it is able
to operate without leaking at a pressure up to 35 bars.

Chemical resistance

The system will be regarded sufficiently chemically resistant, when no major corrosion will have built
up after operation, while testing.

Fast assembly/disassembly

Fast and easy assembly will be tested by assembling the set­up and taking it down. Afterwards, this
process will be reviewed on problems or difficulties. Here, the focus will be mainly on the reactor stack,
as this is the part of interest for this research. The assembly/disassembly of the stack will be assessed
as sufficiently fast and easy, when: 1) it can be successfully constructed and destructed without issues,
2) when all required tools and parts are available along with the set­up.

Separate electrical connections

For testing the electrical connections to the cathodes, the system will be set up (excluding the CO2
saturation part) and connected to the potentiostat. Appendix figure B.18 depicts the connection to the
potentiostat. Both cathode connections will be tested separately, in all tests. The tests will be con­
ducted with a 0.1 M KHCO3 electrolyte solution, to ensure the conductivity of the eluent solution. To
review the connections and for running the experiments, EC­LAB software is used. Apart from running
experiments, this software displays the potential difference between the reference and the working
electrode and, thus, can provide an initial estimation of a proper electrical connection.

To determine the ohmic resistance inside the reactor and, therefore, to confirm an electrical connection,
a potentiostatic electrochemical impedance spectroscopy (PEIS) measurement will be carried out. Dur­
ing this measurement an initial cell potential E, whose value should lay around the equilibrium potential
of the cell, is set. Next, the frequency will be varied over a specified range, resulting in a sinusoidal
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potential profile for the working electrode, around the set value for E [45]. The system will plot this
information into a Nyquist plot, plotting ­Z𝐼𝑚 vs. Z𝑅𝑒 [127]. An example of a Nyquist plot and its inter­
pretation can be found in figure 3.7. By performing a linear fit on the high frequency part and calculating
the intersection with the Z𝑅𝑒 axis, the reactor resistance can then be found [113]. This value should
optimally be low, to indicate there is a good connection and a low cell resistance. To test the response
of the new reactor to the required different pressures, these PEIS measurements will be conducted
over the following pressure ranges: 5, 10, 20 and 30 bar. Frequencies will be varied from 200 kHz to
100 mHz, with a sinus amplitude of 10 mV and a logging delay of 0.10 periods after each measurement.
The graph will be recorded with 20 points per decade.

Figure 3.7: A Nyquist plot representing an EIS measurement. Here 𝑅𝑐𝑡 represents the charge transfer resistance and 𝑅𝑠 the
solution resistance. 𝐶𝑑𝑙, indicates the double layer change at the electrode surface and 𝑍𝑤, the Warburg element (i.e. diffusion
of the ions in the solution). Image is derived from [88].

In summary, the separate electrical connections are regarded to be sufficient when their mutual poten­
tials are in the range of mV, instead of Volts or 𝜇V, as this would indicate the connection is off or short
circuited. In addition, the PEIS measurements should deliver stable measured values within the range
of 10­80 Ω. When the pressure on the system is increased, the graph is expected to shift to the left,
as the increased mass transfer properties could result in a lower resistance. Lastly, all the obtained
measurements and values should be similar for both cathodes.

Safety

Safety is a very important design parameter, especially, since the set­up works with high pressures and
potentially dangerous gasses (CO, H2, etc.). Therefore, the reactor will be regarded as safe when no
gas can escape while operating and when it proves to be successfully leak­tight at high pressures. In
addition, the stack must be able to be constructed and deconstructed without coming into contact with
the electrolyte. When these tests are carried out successfully, the design is regarded as sufficiently
safe.

Sufficient conversion

To test if the reactor can ensure sufficient conversion for the experimental work in mind, the entire sys­
tem will be set up. The gas output will be connected to the Gas Chromatograph (GC), after operating
with CO2 saturated electrolyte (0.1 M KHCO3) for a minimum of 30 minutes. The reactor pressure
for these experiments will be set to be 5 bars, and the CO2 gas pressure will be set to 4 bars. First
the flow­rate to the GC will be kept low (0.3 mL/min) for 20 minutes, to build up the gasses in the
system. Afterwards the flow­rate will be increased to 8 mL/min, and the system will run for another
70 minutes, while the GC documents the products produced. Afterwards, the results will be analysed
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and the Faradaic efficiencies will be determined for the produced products. This test will be executed
two separate times at these conditions. First, only the silver electrode will be actuated, to check the
resulting amount of CO and H2. For the second test, only the Cu electrode will be actuated, and the
GC will be consulted for (mainly) C1 and C2+ products.

To test the connection and to determine the corresponding current densities, a Chronoamperometry
(CA) measurement will be conducted during the CG analysis. During this measurement, the response
of the current on a perturbation in the applied potential against the time is monitored. Here, the applied
potential must be high enough to induce an electrochemical reaction. Details about the reactions taking
place can be attained, by comparing the response of the system to the Cottrell equation (equation
3.4.1). This equation accurately describes the system in the diffusion limited domain, where the applied
potential is high enough for the system to be diffusion limited (i.e. the surface concentration of the
oxidant goes to zero) [47]. Therefore, if the system behaves as described by this equation, showing a
current proportional to 1

𝑡1/2 , it indicates the system is indeed in the diffusion limited domain. Sometimes
the graphs deviate from this response, this could indicate a slow reaction step in the reaction kinetics
(chemical or electron transfer) [93].

𝑖 = 𝑛𝐹𝐴𝐷1/2𝐶0
(𝜋𝑡)1/2 (3.9)

Where: 𝑛 denotes the number of electrons, 𝐹 Faraday’s constant, 𝐷 the diffusion coefficient, 𝐶0 the
bulk concentration, and 𝐴 the electrode area.

Summarising, the system will be deemed successful at ensuring sufficient conversion when the GC
results will indicate a clear distinguishable amount of CO, C1 and C2+ products and the CA plot will
show a flat/stable current time plot.

Experimental versatility

Of the different design parameters, experimental versatility is one of the harder things to verify. Most
likely this parameter will be verified over time, when new experiments will be devised and executed in
the set­up. Therefore, this design parameter will be regarded successfully met, if the set­up is deemed
sufficiently versatile for all experiments regarding this research. Consequently, this parameter is an
accumulation of the preceding parameters.

Hence, the reactor must be able to operate at different pressures ranging up to 35 bars. It must also
be possible to separately connect the two cathodes. This parameter also entails the easy substitution
of electrodes, as the system is designed to work with multiple different electrodes.

3.4.2. Results & Discussion

To evaluate the design, all the preceding tests were performed. Table 3.3 summarises the results, the
encountered problems and the accompanying devised solutions. An analysis of the results requiring
further explanation will be made below. This information will ultimately lead to the conclusion as to the
overall performance of the design.
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Design
parameter Test Success Problems Solutions

High
pressure
containment

Initial water leak
testing Yes No No

Ambient pressure
pumping water Yes No No

Increasing pressure
(5 bar) up to 35 bar

After
iteration

Occasional leaking in
multiple compartments,
because of poor fitting
o­rings

New, better fitting o­rings,
see table 3.2

Chemical
resistance

Monitoring corrosion
during testing No

The combination of the
nickel anode, connected
with the conductive
endplate is causing
corrosion.

In addition, corrosion is
also detected on the
cathodes after the
experiments.

A gold layer was added
to the protrusion on the
steel plate, so the nickel
is no longer directly in
contact with the steel

Fast
assembly/
disassembly

Availability of the
required tools

After
iteration

Tools are required for the
tightening of the fittings
to ensure they remain
leak­tight.

In addition, a tool for the
tightening of the nut on
the placement bolts is
also required.

Tongue­and­groove pliers
and a M4 wrench

Successful
construction/
deconstruction every
time (exactly the
same)

Yes No No

Separate
electrical
connections

EC­LAB potential
difference
range

Yes No No

PEIS measurements
at 5, 10, 20 and 30 bar Yes No No

Cathode connection
symmetry Yes No No

Safety

Safe construction/
deconstruction Yes No No

No escaping gas near
the operator Yes No Experiments performed

in the fumehood
No leaks in the set­up Yes No Solved with new o­rings

Sufficient
conversion

Testing for: only Ag
electrode actuated at
ambient pressures
Testing for: only Cu
electrode actuated at
ambient pressures

Experimental
versatility

Proven versatility in
all completed tests Yes

Table 3.3: A summery of the tests for the different design parameters and the performed results.
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High pressure containment test results
To test whether the reactor can contain the required high pressures, the pressure was increased in
steps of 5 bars, starting from ambient conditions and reaching up to 35 bars. During the tests, no
leaking occurred at the cathode section of the reactor, and after replacing the o­rings for better fitting
ones, no leaks formed at the anode section either. A video recording of the reactor operating at 35 bars
during this testing procedure can be found at: https://youtu.be/m8fC6NrQG0M, or by scanning
the QR code presented in figure 3.8.

Figure 3.8: QR code directing the reader to a short recording showing a successful 35 bar pressure test. Same file can be
accessed via: https://youtu.be/m8fC6NrQG0M.

Potentiostatic electrochemical impedance spectroscopy (PEIS)
The PEISmeasurements were carried out at different pressures (5, 10, 20 and 30 bar) for both cathodes
separately. This way, the connection to both cathodes could be investigated, while also creating insight
into possible pressure dependent trends in the system resistance. All measurement were conducted a
minimum of two times, to monitor the stability in the response of the system.

(a) The PEIS measurement for the Ag electrode connection
at different pressures

(b) The PEIS measurement for the Cu electrode connection
at different pressures

Figure 3.9: Measurements completed with EC­Lab software.

The figures illustrate stability in the resistance and show the initial symmetry between the Ag and Cu
electrode connections. The resistance is demonstrated to decrease with increasing pressure (move
leftwards), indicating increased mass transfer properties in the system at higher pressures.

This test is regarded as successful, as the results clearly demonstrate the electrical connections of the
reactor to function, while they are connected separately.

Reference electrode
Problems with the reference electrode can greatly influence the response of the system [46]. This is
particularly important regarding experiments operating with increased pressures. To determine if there
is a problem, and to indicate the nature of a problem, the reference electrode impedance need to be
determined. This is necessary, as the reference electrode applied in this design is known to have a

https://youtu.be/m8fC6NrQG0M
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very high junction resistance.

To test the performance of the reference electrode, an Open Circuit Potential (OCP) measurement was
carried out. To set up this measurement, the reference electrode in question is placed into a vessel
containing 3M KCl, along with a second reference electrode, which is only used for validation purposes.
The latter is often referred to as the ’master’ or ’golden’ reference electrode [13]. To set up the OCP, the
master reference is to be connected to both the counter and reference cables, while the reference elec­
trode is connected to the working drive and the working sense cables [105]. The connection scheme is
shown in more detail in appendix figure B.19. The OCP will be measured for two minutes, after which
the difference between the maximum and minimum potential values will be evaluated. Preferable this
difference will be in the range of 5 mV and remain stable [127].

Figure 3.10: Comparison between the results for an OCPmeasurement, conducted before and after a high pressure experiment.

The OCP data usually presents to be stable and in range, however, the resistance drastically increases
after conducting high pressure experiments, as demonstrated in figure 3.10. This effect indicates this
type of reference electrode might not be suitable for high pressure experiments. After leaving it in a
KCl solution for a certain period, it will restore. This could explain why the reference electrode some­
times gives strange PEIS values, whereas it works fine at other times. The most likely cause for this
phenomena, is the loss of solvent (KCl). At high pressures the CO2 enters the tube, therefore, when
depressurising, the bubbles inside the tube force the solvent out. This decreases the activity, resulting
in the effects shown in figure 3.10. This would explain why restoring in a KCl solution for long enough,
brings the resistance down again.

Electrochemical conversion results
Due to unforeseen problems with the experimental set­up, the CV measurements could not be con­
ducted to validate the conversion characteristics in the system. To provide a preliminary indication
regarding the ability of the design to ensure electrochemical conversion an CV analysis was conducted
over the course of an hour. As described above, a good CV measurement will display a stable trend.
Figure 3.11 illustrates, the CA measurement shows the effect of bubble formation and detachment from
the surface, this is indicated by the sudden jumps in the trend. It is still to early to make conclusions
regarding the conversion in the system. However, this result indicates the system is seemingly stable
over the course of an hour, indicating the preliminary results are promising.

Corrosion issues
During testing, some issues with corrosion on the electrodes occurred. Figure 3.12 shows the elec­
trodes after the experiments. Before conducting experiments, the electrodes were polished according
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Figure 3.11: Chronoamperometry measurement result.

to basic the polishing techniques and additional electropolishing.

(a) The Cu and Ag electrodes after
conversion testing with only the Ag
electrode electrically connected.

(b) The Cu and Ag electrodes
after the PEIS measurements.

(c) The nickel electrode after
conversion testing with the Ag
electrode electrically connected

as cathode.

Figure 3.12: Corrosion on the electrodes after different experiments.

Figure 3.12a portrays the cathodes after the conversion experiment and CA analysis, where only the
Ag was actuated. The image shows a black deposit on the Ag electrode. Figure 3.12c shows the
anode to have black/blue deposit as well after this experiment. Figure 3.12b shows the cathodes after
the PEIS measurements. This image shows the cathode to have a grey deposit, while the Ag electrode
has no deposit.

One identified cause of corrosion is, a reaction between the steel endplate and the nickel anode. To
solve this problem, an inert gold foil was added to the protrusion on the steel endplate. This is illustrated
in appendix figure B.20. This way the steel would no longer be in direct contact with the nickel. This
design iteration was deemed successful, as no corrosion appeared on the steel endplate.
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3.4.3. Conclusion

This section demonstrated the production process for the high pressure cascade electrode. This has
resulted in a new innovative design idea, which was designed to be adaptable and consists of as many
replaceable (readily available) parts as possible. The parts that did have to be manufactured, were
created in house, by the author, to safe valuable production time. After production the design was
tested and adapted, in order to satisfy the devised design criteria. Overall, the preliminary test results
are promising, indicating this design could be suitable for high pressure cascade experiments in the
near future.





4
The high pressure cascade model

To determine the response of the cascade system to high pressures, in order to determine the potential
of this proposed combined system, a mathematical model was constructed. The following section will
provide a detailed description of the modelling strategy, the model structure, the underlying theory and
the underlying assumptions.

4.1. Mathematics

As described in section 2.2, the transport of the species inside the diffusion layer is determined by a set
of partial differential equations, the transport equations. Partial differential equations (PDEs) is a term
describing any differential equation in which the functions depend on more than one independent vari­
able and its partial derivative. Differential equations where the functions depend on only one variable
and its partial derivative, are indicated as ordinary differential equations (ODEs).
The system of PDEs describing the transport of species in the model is specified below.

𝜕𝐶𝐶𝑂2
𝜕𝑡 = 𝐷𝐶𝑂2 ⋅

𝜕2𝐶𝐶𝑂2
𝜕𝑥2 − 𝑟𝑓3 + 𝑟𝑟3 (4.1)

𝜕𝐶𝐻𝐶𝑂−3
𝜕𝑡 = 𝐷𝐻𝐶𝑂−3 ⋅

𝜕2𝐶𝐻𝐶𝑂−3
𝜕𝑥2 − 𝐹

𝑅𝑇𝐷𝐻𝐶𝑂−3 𝐶𝐻𝐶𝑂−3 ⋅
𝜕2𝜙
𝜕𝑥2 + 𝑟

𝑓
3 − 𝑟𝑟3 − 𝑟𝑓4 + 𝑟𝑟4 (4.2)

𝜕𝐶𝐶𝑂2−3
𝜕𝑡 = 𝐷𝐶𝑂2−3 ⋅

𝜕2𝐶𝐶𝑂2−3
𝜕𝑥2 − 2 ⋅ 𝐹𝑅𝑇𝐷𝐶𝑂2−3 𝐶𝐶𝑂2−3 ⋅ 𝜕

2𝜙
𝜕𝑥2 + 𝑟

𝑓
4 − 𝑟𝑟4 (4.3)

𝜕𝐶𝑂𝐻−
𝜕𝑡 = 𝐷𝑂𝐻− ⋅

𝜕2𝐶𝑂𝐻−
𝜕𝑥2 − 𝐹

𝑅𝑇𝐷𝑂𝐻−𝐶𝑂𝐻− ⋅
𝜕2𝜙
𝜕𝑥2 − 𝑟

𝑓
3 + 𝑟𝑟3 − 𝑟𝑓4 + 𝑟𝑟4 (4.4)

𝜕𝐶𝐾+
𝜕𝑡 = 𝐷𝐾+ ⋅

𝜕2𝐶𝐾+
𝜕𝑥2 + 𝐹

𝑅𝑇𝐷𝐾+𝐶𝐾+ ⋅
𝜕2𝜙
𝜕𝑥2 (4.5)

𝜕𝐶𝐶𝑂
𝜕𝑡 = 𝐷𝐶𝑂 ⋅

𝜕2𝐶𝐶𝑂
𝜕𝑥2 (4.6)

𝜕𝐶𝐻2
𝜕𝑡 = 𝐷𝐻2 ⋅

𝜕2𝐶𝐻2
𝜕𝑥2 (4.7)

𝜕𝐶𝐻𝐶𝑂𝑂−
𝜕𝑡 = 𝐷𝐻𝐶𝑂𝑂− ⋅

𝜕2𝐶𝐻𝐶𝑂𝑂−
𝜕𝑥2 − 𝐹

𝑅𝑇𝐷𝐻𝐶𝑂𝑂−𝐶𝐻𝐶𝑂𝑂− ⋅
𝜕2𝜙
𝜕𝑥2 (4.8)

𝜕𝐶𝐶𝐻4
𝜕𝑡 = 𝐷𝐶𝐻4 ⋅

𝜕2𝐶𝐶𝐻4
𝜕𝑥2 (4.9)

𝜕𝐶𝐶2𝐻4
𝜕𝑡 = 𝐷𝐶2𝐻4 ⋅

𝜕2𝐶𝐶2𝐻4
𝜕𝑥2 (4.10)
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𝜕𝐶𝐶2𝐻5𝑂𝐻
𝜕𝑡 = 𝐷𝐶2𝐻5𝑂𝐻 ⋅

𝜕2𝐶𝐶2𝐻5𝑂𝐻
𝜕𝑥2 (4.11)

𝜕𝐶𝐶𝐻3𝐶𝑂𝑂
𝜕𝑡 = 𝐷𝐶𝐻3𝐶𝑂𝑂 ⋅

𝜕2𝐶𝐶𝐻3𝐶𝑂𝑂
𝜕𝑥2 − 𝐹

𝑅𝑇𝐷𝐶𝐻3𝐶𝑂𝑂−𝐶𝐶𝐻3𝐶𝑂𝑂 ⋅
𝜕2𝜙
𝜕𝑥2 (4.12)

Where:
𝑟𝑓3 = kf3 [CO2] [OH

−]
𝑟𝑟3 = kr3 [HCO

−
3 ]

𝑟𝑓4 = kf4 [HCO
−
3 ] [OH−]

𝑟𝑟4 = kr4 [CO
2−
3 ]

(4.13)

There are a lot of different types of PDEs, which all require different solution strategies. Therefore, to
determine how to solve a set of PDEs, they have to be classified first. More information on this proce­
dure and the different solution strategies can be found in appendix C.1.

Boundary conditions

As described in section 2.2, to solve a set of PDEs, a selection of boundary and initial conditions is re­
quired. These conditions describe the known behaviour of the solution at a certain boundary or starting
position. If the boundary condition gives information on the 𝑢(𝑥), it is specified as a Dirichlet boundary
condition. When the boundary condition provides information on the derivative of the problem, 𝜕𝑢𝜕𝑥 , it
is regarded as a Neumann boundary condition [35]. The Dirichlet and Neumannn boundary conditions
deployed in this model are specified in section 4.4. They are also indicated in figure 4.1a, showing how
they are applied in solving the equations.

Numerical mathematics

The solving of a system of PDEs becomes very complicated and time consuming very quickly, there­
fore, numerical programs are often employed for this purpose. Numerical mathematics is a collection
of many different solution strategies for approximating sets of equations. These methods, however,
can only make a discrete approximation of the actual solution. It is, therefore, not guaranteed that the
numerical approximation will converge to a physical solution [9].

In numerical mathematics the solution is approximated by dividing the physical solution space into a
mesh of small increments. The evaluated solution, at that point, is a discretized approximation of the
actual solution. Therefore, the smaller the increments, the more accurate the approximated solution
will be. However, more points also means that a lot of CPU speed and available memory is required
from the computer to solve the problem. Figure 4.1a shows an example of a mesh, representing dis­
critized points in a physical space. Detailed information on different methods applied for numerical
mathematics can be found in appendix C.2.

Numerical solvers

MATLAB, the mathematical program deployed for the model in this research, has many different solver
programs capable of numerically solving ODEs or PDEs. In appendix C.1, the equations 4.1 to 4.12
were classified as linear second order parabolic. MATLAB has a built­in solver for initial­boundary value
PDEs with a time dependence and single spatial variable, called pdepe. This solver utilises the method
of lines, a method which discritises into lines instead of a mesh, to convert the PDEs into ODES, which
are much easier to solve [101]. For this model, this entails assuming that the time t is the same for each
segment/line of discritises x values. After all points of 𝑥 for this time 𝑡 are calculated, it will move up to
time­step, 𝑡 = 𝑡+Δ𝑡, and will calculate the next line of x values. This process is illustrated in figure 4.1b.

This discretisation and converting to ODEs is done according to the Galerkin/Petrov­Galerkin method,
a finite difference method which is accurately described in the 1990 research by Skeel and Berzins
[101]. The resulting ODEs are then solved with the MATLAB solver ODE15s, which utilises numerical
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differentiation formulas like the backward difference method [111]. These methods apply the theory of
calculating a node and using this information to calculate the subsequent node as described above.

(a) Schematic representation of an explicit finite difference calculation, where
know values (grey) are used to calculate the unknown mesh­points (black).

(b) Illustration of the approach for the
calculation of the concentration for the

subsequent time step

Figure 4.1: Schematic representation of the iteration scheme. More detailed information on this subject can be found in section
11.3.2 of the Handbook of electrochemistry [127].

Input: pdepe

As described in sections 2.2 and 4.1 above, to solve the transport equations, sets of initial conditions
and boundary conditions need to be determined. To describe the system accurately in the pdepe solver,
the input is very important. Therefore, this section will describe the required input method for the MAT­
LAB function pdepe in more detail.

The input functions and values required for the function pdepe is presented in table 4.1. To find the
solution for the system, 𝑠𝑜𝑙, the following statement needs to be called:

sol = pdepe(m,pdefun,icfun,bcfun,xmesh,tspan)

The function pdepe expects the transport equations to be entered in a predetermined shape. This
shape is indicated in equation 4.14. To enter this information into the system in the function pdefun the
𝑐, 𝑓 and 𝑠 terms have to be defined separately. As an example on how to define these for the transport
equations, equation 4.15, describing the transport of [OH−], is displayed below. In the pdepe function,
the concentration 𝐶, is indicated with the variable 𝑢.

𝑐 (𝑥, 𝑡, 𝑢, 𝜕𝑢𝜕𝑥 )
𝜕𝑢
𝜕𝑡 = 𝑥

−𝑚 𝜕
𝜕𝑥 (𝑥

𝑚𝑓 (𝑥, 𝑡, 𝑢, 𝜕𝑢𝜕𝑥 )) + 𝑠 (𝑥, 𝑡, 𝑢,
𝜕𝑢
𝜕𝑥 ) (4.14)

𝜕𝐶𝑂𝐻−
𝜕𝑡⏝⎵⏟⎵⏝
c

= 𝐷𝑂𝐻− ⋅
𝜕2𝐶𝑂𝐻−
𝜕𝑥2 − 𝐹

𝑅𝑇𝐷𝑂𝐻−𝐶𝑂𝐻− ⋅
𝜕2𝜙
𝜕𝑥2⏝⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⏝

f

−𝑟𝑓3 + 𝑟𝑟3 − 𝑟𝑓4 + 𝑟𝑟4⏝⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⏝
s

(4.15)

By comparing these equations, it becomes clear that the value for 𝑐, regarding equation 4.15, must be
equal to one, to simulate the PDE solution is time dependent. The value for 𝑓 is displayed in equation
4.15. Lastly, the value for the source term, 𝑠, is determined by the values of 𝑟, representing the inter­
action with the electrolyte solution as shown in equation 4.13.

The initial conditions (𝑢0) can either be entered in the shape of a function depending on input variable
𝑥, or as a set of values, depending on the requirements of the system. It is also possible to assign
specific input values for the initial conditions, per value of spatial variable 𝑥. This becomes necessary
if the input conditions are not constant in the 𝑥­direction, as is the case with having a concentration
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gradient. This will be discussed in more detail in section 4.4.

u_0 = function(x)
u_0 = [u_1;u_2;u_3]

To properly enter the boundary conditions into the bcfun function, they must have the exact shape as
described in equation 4.16. Here, 𝑓 represents the 𝑓­functions term as defined in the pdefun function
above, 𝑞 is a function of the time and spatial variable only, and 𝑝 is a function of the time, spatial
and concentration variable. The function bcfun depends on 𝑥𝐿 , 𝑢𝐿 , 𝑥𝑅 , 𝑢𝑅 and 𝑡, where the 𝑢 and 𝑥
represent the left boundary condition, and the 𝑢 and 𝑥 represent the right boundary condition and the
time variable.

𝑝(𝑥, 𝑡, 𝑢) + 𝑞(𝑥, 𝑡)𝑓 (𝑥, 𝑡, 𝑢, 𝜕𝑢𝜕𝑥 ) = 0 (4.16)

Parameter Role Value/
size

sol System solution (j,k,i)
m Symmetry of the problem (slab, cylindrical, spherical) 0
pdefun Defined partial differential equations (ix1)
icfun Initial conditions (ix1)
bcfun Boundary conditions (ix1)
xmesh Defined spatial coordinates k
tspan Defined time span j

Table 4.1: The required parameters, their role and value/size to solve problems with the pdepe function in MATLAB.

4.2. Strategy
The last section proved that, to solve the transport equations, two boundary conditions and an initial
condition are required as input for the solver program. This information will be acquired by applying
known theory and formulas, in the shape of functions, to determine unknown variables. The model is
organised to have one main file, containing all parameters, data and conditions. To determine variables
required as input for the solver, functions are invoked in the main file. All major calculations will, there­
fore, be done in these functions, and the output will be added to the main file. This way, the main file
remains simple and comprehensible and small parts of the model can be easily replaced or updated.

As the model was based on a pre­existing model, the model by Soeteman (2019) [102], part of the
original strategy was adopted. The model in this research is based on the following premises: first, the
optimal applied potential is determined to produce a maximum current efficiency towards the produc­
tion of carbon monoxide. This is done by varying the overpotential while parallelly solving the transport
equations with the acquired data for each individual potential. Subsequently, the subsequent concen­
tration profile for the maximum current efficiency potential is used as an initial condition to calculate
the transport equations around the second electrode. Again this calculation is done in parallel, for the
entire determined overpotential range. This will provide the desired insight into the relation between
the overpotential and the concentration profile after both reaction steps.

To determine the effect of pressure, both of these reduction steps are investigated again. However, in
this case the transport equations, are solved for different pressures, instead of different potentials. The
potentials at which the pressure behaviour is evaluated can be freely selected, or may result from the
maximum current efficiency information determined in the prior two steps. Performing this pressure
evaluation, will result in information on the concentration profile and the dependence on the system
pressure.
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Of these four described steps, only the first resembles the modelling strategy followed in the model
by Soeteman [102]. The input data for this first step, however, cannot be adopted from his model, as
the initial code was written to simulate different reactions on a different catalyst. Furthermore, since
the data for these reactions was readily available in literature, no extra calculation was required to
acquire it. This does not apply to the high pressure cascade model. Much of the required data has
to be calculated, as this is not as readily available in literature. Therefore, for this first step, only the
modelling strategy and not the structure is adopted from the model by Soeteman. Figure 4.5 displays
which parts were based on the original code (adapted) and which parts of the structure are newly
developed.

To model the cascade behaviour, the produced CO from the first step will react on the copper to form
C1 and C2+ products. However, as there is still CO2 present in the system after the reduction in the
first step, the left over CO2 will also react on the copper electrode, forming C1 and C2+ products. To
simulate this as realistically as possible, ideally the kinetic data for CO and CO2 reduction on copper
will be taken from experimental results, performed on the same reactor set­up. Possibly the CO2 will
form more CO on the copper surface, which will subsequently react. This effect would be accounted
for in this case, as the CO2 reduction input is taken from experimental data in which this effect would
be incorporated. An alternative strategy would have been utilising experimental data from cascade
reactors as provided in [38]. The main advantage of using this strategy, would be that it could account
for phenomena occurring inside of the cascade, which are not yet understood, and therefore, otherwise
unaccounted for. However, the decision to split up the second step in a CO reduction reaction and a
CO2 reduction reaction, provides for an opportunity to see to what extent products originate from CO
or CO2 reduction. Which would be very interesting information to analyse, as the effect of pressure on
the cascade system is one of the main goals to investigate in this research.

As described in section 2.2, to model an electrochemical cell, the system is often split up in different
sections. The general approach identifies three different sections, as shown in figure 2.9. However,
the high pressure cascade system requires a somewhat more complex scheme, as there are not one,
but two working electrodes. Therefore, the three­section approach will no longer be able to cover the
complexity of the system. To schematically describe the transport and show the different sections de­
fined in the model, figure 4.2 is created. This figure demonstrates the means of transport between the
characterised sections. As in figure 2.9, three different layers are identified, the bulk, the diffusion layer
and the electrode surface. In addition to these sections, a second electrode surface, a gap section –
between the electrodes – and an output section – after the second reduction step – are added here.
The figure illustrates that in the bulk layer, the KHCO3 chemically reacts with the dissolved CO2, after
this is bubbled through the system (CO2(g) becomes CO2(aq)). The reactions displayed here, show the
ions and products present in the bulk layer. The diffusion layer, between 0 to 𝛿, illustrates the transport
of species between the bulk layer and the electrode surface. Note that the products produced in the
first reduction step, move to the second reduction step – through the gap section – without transport to
the bulk. The reasoning behind this simplification will be explained in detail in the next section. At the
electrode surfaces, the electrochemical reactions taking place at each electrode are indicated. These
show which products will be produced in the separate reduction steps. After each reduction step, a
concentration profile consisting of the produced species is indicated. The products produced in the first
reduction step will, therefore, act as input for the second reduction step. These are the schematics the
model was based on.

As explained in section 2.2, ’Cascade modelling’, adding these additional sections demands that, as a
consequence, additional boundary/initial conditions are required as well. The way these were defined
and executed, will be discussed in the following sections.
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Figure 4.2: A schematic representation of the different sections and transport of species within the model.

4.3. Assumptions and limitations
Section 2.2.4 already discussed the valid assumptions originating from other models in literature. In
addition to these, some simplifications were made regarding the simulation of the actual situation in the
model. These will be presented in the shape of assumptions, which will be analysed on their impact
on the accuracy of the results. A trade­off will be made between overcomplicating the model and the
validity of the modelled results.

Input data limitations

The model by Soeteman aimed to model the experimental set­up and results as described by the
research of Todoroki et al. [115]. Therefore, the required input data all originated from the same repre­
sentable source. For the high pressure cascade model, however, this same approach is not possible,
as no experimental results exist as of yet. Hence, the data must be gathered from different sources.
The source regarding the first reduction step of CO2 on the silver electrode is the 2014 research by
Hatsukade et al. [40]. For the second step, the CO2 reduction and the CO reduction on copper, are
modelled separately. This process will be described more extensively later in this section. The data
regarding the CO2 reduction on the copper electrode originates from the 2019 research by Nitopi et al.
[56]. The data for the CO reduction on copper was determined from the 2018 research by Wang et al.
[120]. For the CO data, a small deviation from reality is expected, as the research data originates from
conducted experiments in a different electrolyte, at different pH levels than the other papers. As this
research is comparing these reactions (CO2R and COR) as if taking place in the same cell, this might
result in a deviation from reality in the results. The consulted sources all originate from the same re­
search group, where experiments were conducted in the same reactor set­up, and therefore regarded
as the most representable manner to gather the required data. To validate the model, the results will
be compared to the results of these individual papers in section 4.5.

Electrochemical reactions

To determine which electrochemical reaction equations to include in the reduction steps of the model,
experimental product distributions are consulted. CO2 reduction on copper alone, already has the abil­
ity to form at least sixteen different products [76]. Some of these barely account for 1% of the total
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production. Therefore, a simplification has been made to only account for the following major products
in the electrochemical reactions.

For the first reduction step, the following electrochemical reactions were considered:

(1) CO2(aq)+H2O(𝑙)+2𝑒− ←−−→ CO(g)+2OH− (4.17)

(10) 2H2O+2𝑒− ←−−→ H2(g)+2OH− (4.18)

This choice was made, based on the product distribution data published by Thevenon et al., showing
that the amount of formate produced from this reaction lies far under the 5% of the total [113]. There­
fore, the decision was made to assume the first reduction step only produces carbon monoxide and
hydrogen. For comparison, the same assumption was made in the model by Burdyny et al. [18].

For the second reduction step, the following electrochemical reactions were considered:

(2) CO+5H2O+6e− ←−−→ CH4(g)+6OH− (4.19)

(3) 2CO+6H2O+8e− ←−−→ C2H4(g)+8OH− (4.20)

(4) 2CO+4H2O+4e− ←−−→ CH3COO(aq)+4OH− (4.21)

(5) 2CO+7H2O+8e− ←−−→ C2H5OH(aq)+8OH− (4.22)

(6) CO2+6H2O+8e− ←−−→ CH4(𝑙)+OH− (4.23)

(7) 2CO2+8H2O+12e− ←−−→ C2H4(g)+12OH− (4.24)

(8) CO2 +H2O+ 2e− ←−−→ HCOO−(aq) +OH− (4.25)

(9) 2CO2+9H2O+12e− ←−−→ C2H5OH(aq)+12OH− (4.26)

(11) 2H2O+2𝑒− ←−−→ H2(g)+2OH− (4.27)

These are the main CO2 reduction reactions, based on the product distribution data published by Nitopi
et al. [76]. The selected CO reduction reactions were decided on based on distributions (selectivity
data) in literature [126] [57] [120]. The decision wasmade to include acetate and not propanol, although
the selectivity for each highly depends on the source. However, since the selectivity for both is rather
low, this assumption is expected to have a minimal effect on the modelling results.

Convection near the electrodes

As stated before, the assumption is made that diffusion is the dominant transport phenomena inside the
diffusion layer. However, some models also assume that there is no diffusion in the sections around the
diffusion layer [21]. This would be the case when the hydrodynamic boundary layer is quite large, which
essentially means that there will be a near stagnant layer at the height of the diffusion layer. Inside this
layer, the convective transport will be approximately zero. The hydrodynamic boundary layer is created
as a result of the vorticity, or friction, on the sides of the channel. These will cause the fluid flow to stag­
nate at the channel wall. Each plane of fluid will, thereafter, impose friction on the next plane, effectively
slowing down the flow. This will lead to a fully developed flow, where the maximum flowrate can be
found in the middle of the channel. This process is indicated in figure 4.3. This is an important effect
to quantify, as the cascade set­up, as shown in figure 4.2, demonstrates sections in between – before
and after the sequential electrodes. For now, do decrease the models complexity, the assumption is
made to adopt a constant flow profile in the gap section between the electrodes. In reality the profile
will most likely be similar to figure 4.3c. This is an effect that is interesting to incorporate at a later stage.
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(a) The development of a hydrodynamic boundary
layer in a channel as a consequence of friction at the

boundaries.

(b) Fully developed flow profile (c) The approximated
linear flow profile near the

channel walls

Figure 4.3: The flow profile inside the reactor. Here the dotted line indicates the height of the diffusion layer.

’Zero gap / convective dominance’ assumption

As stated before, Gurudayal et al. claim to have found evidence of a CO concentration above its sol­
ubility limit when operating in cascade mode [38]. According to the preceding study by Lum and Ager,
this phenomena occurs when the CO is produced locally inside the diffusion layer, this will result in
a non­equilibrium state at the surface, since the CO is reduced before it can reach the bulk. Hence,
when the CO does not reach the bulk phase, it will not reduce the bulk CO2 concentration by decreasing
the partial CO2 pressure, resulting in the non­equilibrium state at the surface [63]. They continued to
prove this effect by showing that the product distributions for the sequential reduction and a feed of a
CO2/CO gas mixture do not match. The tandem set­up showed a much higher oxygenates to ethylene
ratio, compared to the CO2/CO gas mixture inflow situation. This indicates that in the tandem set­up
the effect of CO reduction is much larger than in the combined gas inflow situation, since CO reduction
favours oxygenate production. Therefore, there must be an increased effect of CO reduction on the
second electrode in cascade operation. The 2018 research by Marales­Guio et al., reports a similar
effect while investigating the effect of a tandem gold­copper electrocatalyst on CO2 reduction towards
C2+ products [71].

However, both these studies (by Lum and Ager and by Marales­Guio et al.) regard tandem catalysts,
meaning that the ’second electrode’ is deposited on the ’first electrode’. For that reason, the diffusion
length towards the second catalyst (10 nm) is several orders of magnitude smaller, compared to the
diffusion length to the bulk section (100 𝜇m). Hence, the time scales involved with the transport of
species towards the second catalyst are indeed 3 or 4 orders of magnitude smaller than for the trans­
port to the bulk section [71].

Moving from the first reduction step to the second, the concentration profile output from the first step
functions as the input for the second step. Hence, an assumption is made that no transport within the
bulk or within the diffusion layer will take place in between the steps. In other words, the assumption
is made that the distance between the two electrodes is so small, that the concentration profile output
from the first electrode will reach the second electrode, before being transported to the bulk section.
This assumption is valid for situations where the diffusion length towards the bulk is much larger, than
the diffusion length to the second electrode, as it was for the tandem electrodes.

In the sequential electrode set­up, however, the gap between the electrodes is rather large (1 mm).
Therefore, the only way this same effect would occur, is when the convection term, horizontally trans­
porting the products produced in the first reduction step, would be much larger than the vertical diffusion
component, transporting these same products towards the bulk layer. This is the principle Gurudayal
et al. studied in their research. Their experimental results, along with their modelled results, indicate
that this is indeed possible, and can even be utilised to control the product distribution [38]. This effect,
however, is strongly determined by the operating parameters. Whether these assumptions are valid or
not, depend on the gap length and the flowrate. To indicate how large the impact of this assumption
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will be, a scaling analysis is applied.

Figure 4.4 represents the different means of transporting particle c throughout the gap section between
the electrodes. As stated above, the assumption that the concentrations leaving reduction step one,
will enter reduction step two – practically unchanged – will be valid when the convective transport term
is much larger than the diffusion transport term. To review this, we will consider the situation in figure
4.4a. Here, the transport length is taken to be equal to the gap length in between the electrodes,
which is 1 mm. To compare the impact of both transport mechanisms, the following scaling relation is
proposed in equation 4.28. Here the convective transport, consisting of the mass transfer coefficient 𝑘
(𝑚/𝑠) for convective transport and the gap length, 𝐿𝑔𝑎𝑝 (𝑚), is compared to the diffusion transport out
of the gap section. The diffusion transport, as it moves in both vertical and horizontal direction, will be
represented by the diffusion coefficient (𝑚/𝑠2) times the diffusion lengths, 𝐿𝑔𝑎𝑝 (𝑚). For the convective
term to dominate, the resulting values must be much larger than one.

𝑘𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 ∗ 𝐿𝑔𝑎𝑝
𝐷 ∗ 𝐿2𝑔𝑎𝑝

>> 1 (4.28)

Here, 𝑘𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 represents the convective transport (i.e. the flowrate), 𝐿𝑔𝑎𝑝 the distance between the
electrodes, and 𝐷 the diffusion constant.

Generally, the order of diffusion constants for the species involved in this research is 2 ∗ 10−9 (see
appendix table C.3), the average flowrate is taken to be 𝑢 = 0.0025 m/s and the distance between
the electrodes is 1 mm. This results in a value much larger than one, therefore, it is deemed valid to
assume the concentrations leaving the first reduction step will not diffuse to the bulk before entering
the second reduction region.

(a) A schematic representation of the diffusion layers and the possible ways of
transport of a particle in the ’gap’ between them.

(b) Representation of the
two possible ways of
transport, diffusion or
convection, in the gap

section.

Figure 4.4: Illustration of the comparison of the transport of particle c, by convective or diffusive transport.

Approximation of the kinetic parameters

To determine the kinetic behaviour for the modelled reaction equations, a number of assumptions and
simplifications have to be made. As there is no preceding research regarding a high pressure cascade
system, the required information has to be derived from different sources. To make the best possible
representation of the actual situation, data from the same research group, gathered in the same reactor
set­up, is utilised. Not all data is readily available in literature, therefore, the lacking data is calculated
where necessary. These calculations will be discussed in more detail in the next section. Ideally, all
data would originate from the same experimental source, rather than calculating it or having multiple
sources. At this moment in time, however, the model is limited to using this adapted approach. In a
later stage, after gathering experimental data from the experimental set­up of the new reactor design,
the accuracy of the model can be improved with more representable data.

One of the simplifications made, regards the determination of the charge transfer coefficients. These



82 4. The high pressure cascade model

are determined from the Tafel slopes originating from the experimental data regarding the first reduc­
tion step [40], the COR in the second reduction step [120] and the CO2R in the second reduction step
[56]. These values for the Tafel slopes are assumed to remain constant in the domain represented in
the model, for all operating conditions. However, in reality they can change with the overpotential or
system pH. The 2021 research by Li et al. illustrates this by investigating the response of the kinetics
of methane on the pH and the overpotential [59]. Here, they show the Tafel slope for CH4 changes with
changing the solution pH. In addition, the Tafel slope for CH4 formation also proved to have two different
values, below, and above ­0.8V vs. RHE (for an electrolyte pH of 9). This effect is also present in the
Tafel plots governing the kinetics in the model for CH4 production from CO2 [56] and in the results by
Chen et al. [21]. The changing Tafel slopes are illustrated in appendix figure C.2. This behaviour was
not included in the model and constant Tafel slopes are assumed, hence, the modelling of the kinetics
is simplified.

In addition, for the determination of the kinetic rate constant, 𝑘𝑠, the determined values have a large
uncertainty. In the first place, because their values vary profoundly. This is generally the case for
rate constants [11], but makes it difficult to assess their validity. Furthermore, the procedure applied
for calculating the values is based on a lot of assumptions and deals with many uncertainties. For
instance, to determine the rate constant, the concentration of the reactant needs to be determined.
None of the consulted sources stated these, therefore, they had to be approximated. Each approxima­
tion leading up to the determination of the 𝑘𝑠, adds a level of uncertainty. Therefore, the expectation is
that the values could deviate from reality. The complete procedure is explained in detail in section 4.4.3.

Multi­step kinetics simplification

To calculate the kinetic parameters as the current density, the charge transfer coefficient and the kinetic
rate constant, Butler­Volmer kinetics are assumed. As the reaction equations deployed in the model all
represent multi­step mechanisms, accurately describing the kinetic behaviour becomes a challenge.
The following section will elaborate on the approach to accurately model multi­step systems, and iden­
tify the different assumptions and simplifications that have to be made in order to actually apply the
Butler­Volmer equation.

As an example we will consider the following quasi­reversible / irreversible multi­step process as pro­
posed in the textbook by Bard and Faulkner (2001) [11]:

O+ 𝑛 e− ←−−→ R (4.29)

O+ 𝑛′𝑒 ⇄ O′ (net result of steps preceding RDS)

O′ + 𝑒
𝑘𝔣
⇄
𝑘b
R′ (RDS)

R′ + 𝑛′′𝑒 ⇄ R (net result of steps following RDS)

Where:
𝑛 = 𝑛′ + 𝑛′′ + 1 (4.30)

To flawlessly describe the behaviour, one has to take into account all the single steps taking place in
the reaction scheme. This is often not possible, as the required data for these intermediate steps is not
always available. Even for simple processes, for which this information could be known, this calculation
will be very complicated and lengthy. Bard and Faulkner, therefore, simplify this approach a little, by
focusing on the kinetics of the rate determining step (RDS) [11]. This step, by definition, takes much
longer than the other steps, therefore, the reaction kinetics are largely dominated by it. To describe it,
they adopt the following procedure.

In this example, a chemically reversible process near equilibrium, the exchange current density for the
RDS can be expressed as:

𝑖0,rds = 𝐹𝐴𝑘0rds (𝐶O′)eq 𝑒
−𝛼𝑓(𝐸eq−𝐸0

′
rds) (4.31)
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𝑓 = 𝐹
𝑅 ∗ 𝑇 (4.32)

To account for all the other electron transfer steps, before or after the RDS, this relation is taken to be
n­times larger in the multi­step mechanism. This results in the following relation:

𝑖0 = 𝑛𝐹𝐴𝑘0rds (𝐶O′)eq 𝑒−𝛼𝑓(𝐸eq−𝐸
0
rds) (4.33)

Here, 𝐹 indicates Faraday’s constant, 𝑅 the universal gas constant, 𝑇 the temperature, 𝐴 the electrode
surface area, 𝑘0rds the kinetic rate for the RDS, 𝐶𝑜′ the suface concentration for the intermediate reac­
tant (at equilibrium), 𝛼 the charge transfer coefficient, and 𝐸𝑒𝑞, 𝐸0

′
𝑟𝑑𝑠 are the equilibrium and standard

RDS potential.

This explains the appearance of the n­term, the amount of transferred electrons, before the exponential
term. The same principle can be applied to the current­potential characteristic Bard and Faulkner
propose for multi­step processes with a heterogeneous electron transfer step, which is illustrated in the
following equation [11]:

𝑖 = 𝑛𝐹𝐴𝑘0rds [𝐶O′(0, 𝑡)𝑒
−𝛼𝑓(𝐸−𝐸0′rds) − CR′(0, 𝑡)𝑒(1−𝛼)𝑓(𝐸−𝐸

0′
rds)] (4.34)

As stated, the problem with trying to fully describe the kinetics of a multi­step process, is that the
variables for the intermediates are often unknown. To apply equation 4.34, for example, one must
be familiar with the intermediate surface concentrations (𝐶′𝑂(0, 𝑡) and 𝐶′𝑅(0, 𝑡)). These, however, are
dependent on the mass transfer properties, the electron transfer kinetics, but also on the preceding and
following steps [11]. Therefore, regarding the kinetics in the high pressure cascade model, the following
approach is taken. To be able to use equation 4.34, the intermediate surface concentrations, 𝐶′𝑂(0, 𝑡)
and 𝐶′𝑅(0, 𝑡), must be expressed in terms of the initial starting concentrations, 𝐶𝑂(0, 𝑡) and 𝐶𝑅(0, 𝑡). This
can be realised with the Nernstian relations (i.e. the exponential form of the Nernst equation), which
are shown below [11].

𝑒𝑛′𝑓(𝐸−𝐸0
′

pre) = 𝐶O(0, 𝑡)
𝐶O′(0, 𝑡)

(4.35)

and
𝑒𝑛′′𝑓(𝐸−𝐸

0′
post ) = 𝐶R′(0, 𝑡)

𝐶R(0, 𝑡)
(4.36)

With these, the current­overpotential relation for a multi­step process can be rewritten into the following
equation [11].

𝑖 = 𝑛𝐹𝐴𝑘0rds𝐶O(0, 𝑡)𝑒
−𝑛′𝑓(𝐸−𝐸0′pre)𝑒−𝛼𝑓(𝐸−𝐸

0′
rds)

− 𝑛𝐹𝐴𝑘0rds𝐶R(0, 𝑡)𝑒
𝑛′′𝑓(𝐸−𝐸0′post)𝑒(1−𝛼)𝑓(𝐸−𝐸

0′
rds)

(4.37)

To solve it, however, this equation still requires knowledge of the unknown, 𝐸0′𝑟𝑑𝑠. Therefore, 𝐸0𝑟𝑑𝑠, must
be expressed into known variables, or into constants which can be approximated from experimental
data. As these reactions take place at the high overpotential range (>52 mV), Tafel kinetics are as­
sumed. Therefore, the first term in equation 4.37 is regarded dominant over the other. This simplifies
equation 4.37, so it can be rewritten in order to solve it. To rewrite it from here, a procedure similar to
the one described in Bard and Faulkner, section 3.5.4(d), is applied [11].

First, the equation will be multiplied with unity, in the shape of: 𝑒[−(𝑛′+𝛼)𝑓(𝐸eq−𝐸eq)]. This leads to the
following relation:

𝑖 = 𝑛𝐹𝐴𝑘0rds𝐶O(0, 𝑡)𝑒−(𝑛
′+𝛼)𝑓𝐸eq𝑒𝑓[𝑛′𝐸0

′
pre+𝛼𝐸0

′
rds]𝑒−(𝑛′+𝛼)𝑓(𝐸−𝐸eq) − 0 (4.38)

The next step is to, again, multiply equation 4.38with unity, but this time in the shape of: 𝑒[(𝑛′′+1−𝛼)𝑓(𝐸0
′−𝐸0′)].

This results in the following relation:
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𝑖 = 𝑛𝐹𝐴𝑘0rds𝐶O(0, 𝑡)𝑒
−(𝑛′+𝛼)𝑓(𝐸eq−𝐸0

′)𝑒𝑓[𝑛′𝐸0
′

pre+𝛼𝐸0
′

rds−(𝑛′+𝛼)𝐸0
′ ]𝑒−(𝑛′+𝛼)𝑓(𝐸−𝐸𝑒𝑞) (4.39)

This relation can be simplified by realising that 𝐸 −𝐸𝑒𝑞 = 𝜂. In addition, as the other exponential terms
are not dependent on 𝐸, they can be regarded as constants of the system (at constant temperature).
Therefore, they become constants that can be approximated from experimental data. Combining them
into 𝑘𝑎𝑝𝑝, the apparent rate constant, as shown in equation 4.41, will provide a variation on the current
overpotential relation which depends on the overpotential and constants of the system, instead of the
standard potential of the rate determining step.

𝑖 = 𝑛𝐹𝐴𝑘0app𝐶O(0, 𝑡)𝑒−(𝑛
′+𝛼)𝑓𝜂 (4.40)

𝑘0app = 𝑘0rds𝑒
−(𝑛′+𝛼)𝑓(𝐸eq−𝐸0

′)𝑒𝑓[𝑛′𝐸0
′

pre+𝛼𝐸0
′

rds−(𝑛′+𝛼)𝐸0
′ ] (4.41)

Following this approach, the assumption is made that the kinetic rates for multi­step process can be
accurately described in a single step calculation for the entire process, by using the experimentally
determined effective rate constant, 𝑘𝑎𝑝𝑝. In addition, as described above, in doing this, the assumption
is made that this 𝑘𝑎𝑝𝑝 is indeed a constant for the system which can be measured or determined from

fitting to experimental data. However, using the relation 𝑒𝑛𝑓(𝐸eq−𝐸0
′) = 𝐶∗O

𝐶∗R
, and taking it to the power

−(𝑛′ + 𝛼)/𝑛, the apparent rate constant can be expressed as [11]:

𝑘0app = 𝑘0rds𝑒
𝑛′𝑓(𝐸0′pre−𝐸0

′)𝑒𝛼𝑓(𝐸
0′
rds−𝐸0

′)𝐶∗[(𝑛
′+𝛼)/𝑛]

O 𝐶∗R[(𝑛
′+𝛼)/𝑛] (4.42)

This illustrates the 𝑘0app is only a constant for the system at constant temperatures and constant pres­
sure, as the concentrations 𝐶∗𝑅 and 𝐶∗𝑂 are a function of pressure. Since the pressure will not be constant
in this system, and the kinetic data will be derived from a low pressure experimental study, this relation
is expected to be less representative at higher pressures.

To obtain a solvable version of the current overpotential characteristic, a final assumption is made.
As the presence of 𝑛′ in equation 4.40 signifies required knowledge of complicated reaction schemes,
therefore, the assumption is made that the RDS for all reactions in this system would be the first step.
This assumption is deemed valid, as the RDS for most of the reaction schemes for the reactions em­
ployed in the model is indeed reported to be determined by the first step [59]. In addition, two accom­
panying assumptions were made, 1) that the amount of electrons transferred in the RDS would always
be one, and 2) that the RDS in all cases only takes place once during the reactions. According to
literature, this is almost always the case, and is, therefore, fair to assume [11] [36].

This section shows the large magnitude of assumptions and simplifications that need to be made in or­
der to express the kinetics in a way simple enough to solve them. To the best of the author’s knowledge,
no more elaborate forms of describing the kinetics have been proposed in models as of yet. Apart from
that, other proven to be accurate modelling studies have also successfully adopted a similar approach
and still found representable results [55] [21] [18] [72] [102]. Therefore, this simplification is expected
to have an impact on the modelling results, but is still deemed appropriate to apply.
The final simplified version of the current overpotential characteristic, is displayed in equation 4.43.
Here, 𝑘𝑎𝑝𝑝 is replaced with the priorly mentioned kinetic rate constant, 𝑘𝑠. Its value will be determined
by fitting to experimental data, as was proposed. This procedure will be described in detail in section
4.4.3. The pre­exponential factor shall from here be referred to as the exchange current density, 𝑖0.

𝑖 = 𝐹𝐴𝑘𝑠𝐶O(0, 𝑡)𝑒−𝛼𝑓𝜂 = 𝑖0𝑒−𝛼𝑓𝜂 (4.43)

Constant diffusion layer length

The diffusion layer is identified as the layer directly above the electrodes. Here, diffusion dominates,
due to the vastly changing concentrations at the electrode surface. In the model, this value is assumed
to be constant and was found from the experimentally measured limiting current density in other re­
search [12]. As expressed in equation 2.83 in section 2.2, the thickness of this layer is dependent on,
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for instance, the limiting current density, the bulk concentration and the diffusion constant. Hence, it
is dependent on the configuration, so adopting this value from another research is a simplification of
reality. However, this approach was adopted in many previous models for CO2 reduction, which pro­
duced accurate results [21] [85] [102] [72]. Note that in the 2006 model by Gupta et al., the boundary
layer thickness is indeed assumed, but it is varied to investigate the impact on the pH [37]. However,
since the diffusion layer thickness is proven to be dependent on the bulk concentration of the oxidating
species, it will also be dependent on the pressure, as the solubility of a species is pressure dependent.
Therefore, the diffusion layer thickness utilised in this research is adopted from the high pressure CO2
reduction modelling studies, showing results relatively accurate to experimental situations [102] [72].

Constant temperature assumption

Temperature effects are incorporated in the modelling, for example, in calculating the standard poten­
tials and the solubility. However, to simplify the modelling, the assumption is made that the temperature
in the channel would not vary during the reactions. This simplification is regarded not to have too much
impact on the model results as the temperature variation in the channel is rather small due to the flow­
ing of the electrolyte [55].

Acidic buffer reactions

As described in section 2.1.2, the CO2 reacts with the KHCO3 electrolyte, according to reactions 2.17 to
2.20. Which of these reactions dominates (1−2 or 3−4), depends on the pH of the system. The system
pH is highly dependent on the amount of dissolved CO2, therefore, it will be rather acidic for the high
pressures investigated in this model. Illustrating this, Morrison and co­workers, while investigating high
pressure CO2 reduction, report finding pH values that go as low as 5.4 [72]. Therefore, the assumption
is made that equation 2.17 and equation 2.18 dominate in the system. This assumption is expected
to hold for the bulk section, as the CO2 concentration in this section is not largely affected by the
reduction at the surface. At the electrodes however the pH becomes much higher, because of the OH−
produced in the electrochemical reactions. Therefore, in reality, there will be a region in between the
alkaline diffusion layer and the acidic bulk layer, where the assumption for these two dominating buffer
reactions will not hold. Nonetheless, this principle is not expected to impact the modelling results, as
this hypothetical section of slightly alkaline bulk pH is not extensively studied in this research. The
model is based on the assumption of the two different sections: the bulk, where concentrations are
not impacted by electrochemical reactions, and the diffusion layer. In this model, these can, therefore,
have different pH values. Complicating this further by introducing a transition section in between these
sections, is regarded too complex to add to the model at this moment in time, but could be something
interesting to investigate in future studies.

4.4. Modelling structure

The next section will elaborate on the structure of the high pressure cascade model. Figure 4.5 dissects
the model into sections, referring to calculations and sets of functions in the code. The next sections
will elaborate on the theory and relations utilised in the model, grouped per section. Only the sections
regarding the solving of the transport equations (Step 1: E­dependent transport equations ­ Step 2: P­
dependent transport equations), will entail some extra explanation regarding the format for modelling.

4.4.1. Parameters, constants and conditions

In this section of the model, the input parameters, the constants and the operating conditions are in­
troduced. The input parameters refer to the applied pressure range and the applied potential ranges
for both reduction steps to investigate. The constants listed in this section, consist of the required
constants for the calculations later in the model. Examples of these are: the gas constant, Faraday
constant, molar masses of species, etc. The conditions listed here, refer to the operating conditions of
the simulated reactor set­up, such as the electrolyte concentration and the cell’s dimensions.
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Figure 4.5: Flowchart describing the main sections of the high pressure cascade model. The grey dashed square indicates the
sections where the model follows the approach of the Soeteman [102] model. The Black dashed squares indicate the sections
that required a new approach.

As explained above, the modelling strategy is to keep the main file as simple and comprehensible as
possible. Therefore, the parameters, constants and conditions section lists all of the data required
throughout the model. The functions requiring input from the main file, will invoke the required global
data, and use it locally in the function. This ensures that nomistakes can bemade with assigning double
values to a parameter, as it will only be defined one time. Therefore, the section lists all the information
used in the model, with the exception of data which is only used once, inside of a function to make
a calculation specific to the function. This comes with the additional constraint that the information in
question must also be irrelevant for the rest of the model, making it acceptable that it only appears
locally.
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4.4.2. Bulk concentrations

This section is directed at finding the bulk concentrations of the species initially present in the solution.
As described above, when CO2 reacts with the KHCO3 electrolyte, the following buffer reactions will
dominate:

CO2(𝑎𝑞) +H2O
𝑘𝑓1⇌
𝑘𝑟1
HCO−3 +H+ 𝐾1 (4.44)

HCO−3
𝑘𝑓2⇌
𝑘𝑟2
CO2−3 +H+ 𝐾2 (4.45)

H2O ⇌ OH− +H+ 𝐾w (4.46)

If the concentration of one of the species described in these equations is known, the concentrations of
the others can be determined based on their relation. Therefore, to find the bulk concentrations, the
concentration of H+ in the system was calculated first. At this point in the calculations, there are still
many unknowns, so to uncover the H+ concentration, more equations need to be expressed. These
will eventually lead to an expression with the H+ concentration as the only unknown variable.

The procedure to find an equation with only the H+ concentration as unknown variable, is the following.
First the carbon balance equation and the zero charge requirement are set up. The carbon balance
expresses that the total amount of carbon in the system, is equal to the amount dissolved into the
solution. The zero charge requirement states that the combined charges of all charged species, must
add up to zero. This is represented in equation 4.48. Henceforth, using mutual relations between
the species involved, the variables in equation 4.47 and equation 4.48 can be expressed into [CO2]
and [H+]. This will result in two separate equations with only two unknowns, which can, therefore, be
solved.

Ccarbon = [CO2] + [HCO3−] + [CO32−] (4.47)

[K+] + [H+] − [HCO3] − 2 [CO2−3 ] − [OH−] = 0 (4.48)

To express the amount of HCO3 and CO2−3 in terms of CO2 and H+ concentration, the following relation
will be exercised:

𝐾 =
𝑘𝑓
𝑘𝑟

(4.49)

This leads to:
[HCO3−] = K1

[CO2]
[H+] (4.50)

[CO32−] = K2
[HCO3]
[H+] (4.51)

Which can be rewritten to:
[CO32−] = K1 K2

[CO2]
[H+]2

(4.52)

After its substitution into the carbon balance and rearranging, the following relation is formed:

[CO2] =
Ccarbon [H+]

2

[H+]2 + K1 [H+] + K1 K2
(4.53)

The amount of carbon in the system, C𝑐𝑎𝑟𝑏𝑜𝑛, can be determined from the amount of electrolyte
(𝐶𝐾𝐻𝐶𝑂3) and the amount of CO2 which gets dissolved into the system, 𝑆𝐶𝑂2. This principle is shown in
equation 4.54. How the amount of dissolved CO2 is calculated, is detailed in the next section.

Ccarbon = Celectrolyte + SCO2 (4.54)
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This same principle as was utilised above, can be deployed for the zero charge requirement equation,
where [OH−] can be written as:

[OH−] = K𝑤
[H+] (4.55)

Which leads to the following equation, by substituting in the zero charge balance:

[K+] + [H+] − K1
[CO2]
[H+] − 2 K1 K2

[CO2]
[H+]2

− KW
[H+] = 0 (4.56)

The amount of K+ in the system, [K+], is known, as this is equal to the amount of electrolyte (𝐶𝐾𝐻𝐶𝑂3).
This leaves two equations with just two unknowns, [CO2] and [H+]. To solve for [H+], as was intended,
both equations are combined, resulting into equation 4.57. After solving for [H+], the other concentra­
tions can finally be determined.

[𝐶𝐾𝐻𝐶𝑂3] + [H+] −
K1Ccarbon [H+]

2

[H+]3+K1[H+]
2+K1 K2[H+]

− 2 K1 K2Ccarbon [H+]
2

[H+]4+K1[H+]
3+K1 K2[H+]

2 − KW
[H+] = 0 (4.57)

The sections below will demonstrate how the still unknown variables, required to solve this equation,
can be determined.

Reaction rates

To be able to solve equation 4.4.2, equation 4.52 and equation 4.55, the equilibrium constants, need to
be determined. Section 2.1.2 explains how these can be determined, and what approach is taken for
the values relating to this research. Table 2.2 portrays the origin per rate or equilibrium constant. The
values for the calculations executed in table 2.2, can be found in appendix A.1.

CO2 solubility

As explained above, to calculate the amount of carbon in the system, in order to satisfy the carbon bal­
ance equation, the solubility of CO2 in the solution needs to be determined. Section 2.1.4 elaborates
on the general theory behind finding the solubility of CO2 and CO. This section explains the different
methods for determining the solubility and their principles and limitations. Eventually this leads to the
conclusion that, to calculate the 𝑆𝐶𝑂2, the model by Duan et al. would be the best fit, taking into account
the effects of pressure, temperature and the salting­out effects of KHCO3 [27]. The model is expected
to produce accurate results in the temperature range of 0­250𝑜C and for a pressure ranging from 1 to
1000 bar.

The formula stated by Duan et al. (2006) for the calculation of the CO2 solubility is specified below in
equation 4.58 [27].

ln𝑚CO2 = ln𝑦CO2𝜙CO2𝑃 − 𝜇
1(0)
CO2/𝑅𝑇 − 2𝜆CO2−Na (𝑚Na +𝑚K + 2𝑚Ca + 2𝑚Mg)

− 𝜁CO2−Na−Cl𝑚Cl (𝑚Na +𝑚K +𝑚Mg +𝑚Ca) + 0.07𝑚SO4

(4.58)

To solve this, the following parameters need to be determined: 𝑦CO2 , 𝜙CO2 , 𝜇CO2 , 𝜆CO2 and 𝜁CO2 .
To calculate the mol fraction CO2 in the vapor phase, 𝑦CO2 , the vapor fraction of water needs to first be
determined. This data is derived from the temperature dependent vapor pressure data from the NIST
(National Institute of Standards and Technology) tables [75]. Here, the assumption is made that the
vapor pressure of the system’s solution is the same as the vapor pressure for pure water. With this
information and equation 4.59, the mol fraction CO2 in the vapor phase can, therefore, be found.

𝑦CO2 =
𝑝 − 𝑝𝐻2𝑂

𝑝 (4.59)

The determination of the fugacity coefficient, 𝜙CO2 , can be executed with equation 4.60 originating from
Duan et al.(2006) [27]. This relation requires input parameters (𝑐1–𝑐𝑛), which depend on the pressure
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domain. A distinction is made between two domains: 1) P < P𝑆𝐶𝑂2 and 2) P𝑆𝐶𝑂2 < P < 1 000 bar, as
the model is accurate up to 1 000 bar. Therefore, to determine the appropriate input parameters for
the situation, the vapor pressure for CO2, P𝑆𝐶𝑂2, needs to be established first. The vapor pressure of
CO2 is calculated in a separate function, of which the procedure will be explained in the next section.

𝜙CO2 =𝑐1 + [𝑐2 + 𝑐3𝑇 + 𝑐4/𝑇 + 𝑐5/(𝑇 − 150)] 𝑃
+ [𝑐6 + 𝑐7𝑇 + 𝑐8/𝑇] 𝑃2
+ [𝑐9 + 𝑐10𝑇 + 𝑐11/𝑇] ln𝑃 + [𝑐12 + 𝑐13𝑇] /𝑃
+ 𝑐14/𝑇 + 𝑐15𝑇2

(4.60)

To acquire the standard chemical potential for CO2, 𝜇CO2 , relation 4.61 – originating from the research
by Li and Duan (2007) – can be applied [58]. Note that the parameters (𝑐1–𝑐𝑛) are different from the
parameters in the calculation above. Also note that 𝜆CO2−Cl is set to zero in this case. The required pa­
rameters can be found in table 12 in the 2007 reasearch by Li and Duan, indicated by column ’𝜆CO2−CO2 ’
[58].

𝜇CO2 = 𝑐1 + 𝑐2𝑇 + 𝑐3/𝑇 + 𝑐4𝑇2 + 𝑐5/(630 − 𝑇) + 𝑐6𝑃 + 𝑐7𝑃 ln𝑇+
𝑐8𝑃/𝑇 + 𝑐9𝑃/(630 − 𝑇) + 𝑐10𝑃2/(630 − 𝑇)2 + 𝑐11𝑇 ln𝑃

(4.61)

Adjacent, the parameters describing the interaction with the salts, 𝜆CO2 and 𝜁CO2 , are expressed. 𝜆CO2
refers to the interaction parameter between CO2 and Na+. 𝜁CO2 refers to the interaction parameter be­
tween CO2, Na+ and Cl−. Both can be calculated with equation 4.61, but require different parameters
(𝑐1–𝑐𝑛), which can be found in table 12 in the 2007 research by Li and Duan [58].

After determining the required parameters, equation 4.58 can be applied, to find the CO2 solubility.

Vapor pressure

In order to define the two distinct pressure domains, referred to in the calculation for the fugacity coef­
ficient, the CO2 vapor pressure needs to be determined. This step is conducted in a separate function,
which makes use of the temperature dependent CO2 pressure data published by the Chemical Engi­
neering and Materials Research Information Center [22]. Here the required coefficients are published
and equation 4.62, to calculate the P𝑆𝐶𝑂2 , is stated. The data is regarded valid for a temperature range
between 154 and 304 K.

ln𝑃𝑣𝑎𝑝CO2 = 𝐴 ∗ log𝑇 +
𝐵
𝑇 + 𝐶 + 𝐷 ∗ 𝑇

2 (4.62)

𝑃𝑣𝑎𝑝CO2 = 𝑒ln𝑃𝑣𝑎𝑝CO2 (4.63)

After converting this result into bar, it can be used in the calculation for the fugacity coefficient in the
CO2 solubility calculation.

4.4.3. Kinetic parameters

This section regards the determination of the kinetics of the different electrochemical reaction equations
simulated in the model. The modelled equations are listed in section 4.3 in equation 4.17 to equation
4.27. This kinetic data is required to determine the electrochemical reaction rates, in other words, the
partial current densities for a given applied potential. Section 4.3 provides a detailed explanation of
the determination of the current­overpotential relation applied in the model and the assumptions made
regarding this approach.

Current density

The aim of this section is to determine the relation between the current density and the applied overpo­
tential. As explained in section 4.3, Tafel behaviour was assumed, because of the large overpotentials
involved with CO2 reduction [12]. Therefore, only the first term will be regarded in this calculation. This
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results in the following relation:

𝑖 = 𝐹𝐴𝑘𝑠𝐶O(0, 𝑡)𝑒−𝛼𝑓𝜂 (4.64)

Where the pre­exponential factor will be referred to as the exchange current density.

𝑖0 = 𝐹𝐴𝑘𝑠𝐶O(0, 𝑡) (4.65)

Therefore, to find the current densities for the electrochemical reactions in the model, the 𝑘𝑠, 𝐶O(0, 𝑡),
𝛼 and the 𝜂 need to be determined. The sections below will elaborate on the determination of these
parameters, with the exception of the surface concentration of the reactant (𝐶O(0, 𝑡)), which will be
explained further in the boundary conditions section below.

Overpotentials

As described in section 2.1.2, the (over)potential is always referenced to a certain scale. In this report,
all potentials are referenced against Ag/AgCl scale. For a detailed explanation how to convert between
different scales, refer to appendix section C.3. As explained before, the overpotential is the difference
between the standard equilibrium potential (𝐸0) and the applied potential (𝐸). Therefore, to acquire
the overpotentials for the electrochemical reactions in the model, first their standard equilibrium poten­
tials need to be determined. Their value depends on: the reaction equation, the reference scale, the
temperature and the pH. This is illustrated in equation 4.66.

𝐸0𝐴𝑔/𝐴𝑔𝐶𝐿 = 𝐸0𝑅𝐻𝐸 − 𝐴𝑔𝐴𝑔𝐶𝑙𝑓𝑎𝑐𝑡𝑜𝑟 − 𝐸𝑛 + (𝑇 − 𝑇0) ∗
𝑑𝐸
𝑑𝑇 (4.66)

Here: 𝐸𝑛 refers to the pH deviation from standard, 𝑇0 indicates the standard temperature (298.15 K),
𝐴𝑔𝐴𝑔𝐶𝑙𝑓𝑎𝑐𝑡𝑜𝑟 is the conversion factor with a value of 0.197 and

𝑑𝐸
𝑑𝑇 represents the temperature coeffi­

cient.

There are tables available in literature listing most 𝐸0 values for a standard temperature and pH (T=298
K and pH=7). As the reactions taking place in the diffusion layer produce a lot of [OH−], the local pH
becomes alkaline. Therefore, the standard equilibrium potentials referring to alkaline reactions are
considered instead of the acidic ones. However, the 𝐸0 values regarding alkaline CO reduction are
not as broadly available in literature as the other values. They are, therefore, calculated with equation
2.24. To convert the calculated values from SHE to RHE scale – to match the other values – 7*0.0591
is added to their values (see equation C.11). The full calculation is shown in equation 4.67. The utilised
values for the Gibbs free energy changes (Δ𝐺) can be found in appendix table C.1.

𝐸0𝑅𝐻𝐸 = −
Δ𝐺
𝑛𝐹 + 7 ∗ 0.0591 (4.67)

The temperature coefficients, 𝑑𝐸𝑑𝑇, are derived from literature [15], or calculated from equation 4.68,
assuming pressure. Their values are displayed in appendix table C.12. The derivation for this calcu­
lation, can be found in appendix section C.3. The data required for the calculation can be found in
appendix table C.3.

(𝑑𝐸
𝑜

𝑑𝑇 )𝑝
= Δ𝑆
𝑛𝐹 (4.68)

The pH correction factor value, 𝐸𝑛, can be found with equation 4.69. Its derivation can be found in
appendix section C.3.

𝐸𝑛 = 𝑥𝑂𝐻− ∗
2.303𝑅𝑇
𝑛𝐹 (𝑝𝐻 − 𝑝𝐻𝑛𝑒𝑢𝑡𝑟𝑎𝑙) (4.69)

Where 𝑥−𝑂𝐻 denotes the stoichiometric number of the amount of 𝑂𝐻− in the accompanying reaction
equation.



4.4. Modelling structure 91

With these values and the expression for the 𝐸0 values (equation 4.66) for the conditions (temperature
and pH) in the modelled situation, the overpotentials can be determined. To investigate the response
of the system in a certain potential range, the values of 𝐸 are varied separately for the first and second
reduction step. In the model, 𝐸, is, therefore, referred to as 𝐸𝑣𝑎𝑟 or 𝐸𝑣𝑎𝑟2.

𝜂 = 𝐸 − 𝐸0 (4.70)

Charge transfer coefficients

When assuming Tafel behaviour, the overpotential can be expressed with equation 4.71. In a Tafel plot,
the overpotential is plotted against the logarithm of the magnitude of the current density. In this plot,
the Tafel domain is represented by a linear straight line. Information on the kinetics of the system can
be derived by measuring the slope [m=𝑚𝑣/𝑑𝑒𝑐] of this line, as illustrated in equation 4.72.

𝜂 = 𝑅𝑇
𝛼𝐹 ln 𝑖0 −

𝑅𝑇
𝛼𝐹 ln 𝑖 (4.71)

1
Slope = | 𝜕𝐸

𝜕 log 𝑖 | =
−𝛼𝐹
2.3𝑅𝑇 (4.72)

The slope is expressed in𝑚𝑉/𝑑𝑒𝑐𝑎𝑑𝑒. Note that in order to keep the units equal, either the slope must
be expressed in 𝑉, or the other terms must be converted to 𝑚𝑉.

This exact approach is taken to determine the charge transfer coefficients for the electrochemical reac­
tions simulated in the model. With equation 4.72 and the Tafel plots originating from the sources utilised
for all the kinetic data for the model [40] [56] [120], the charge transfer coefficients can be determined
as shown in equation 4.73. The utilised Tafel plots can be found in appendix figure C.3.

𝛼 = 2.3𝑅𝑇 ∗ 1000
𝑆𝑙𝑜𝑝𝑒 ∗ 𝐹 (4.73)

Here, the factor 1000 is included to convert the slope to volts.

Important to note is that, although some sources state this differently, the charge transfer coefficient is
independent of mechanistic consideration [36]. This refers to the fact that the theoretical representation
of the Tafel slope, as shown in equation 4.72 and equation 4.73, should never involve the factor 𝑛 (i.e.
the amount of electrons transferred). The 2014 research by Guidelli et al. explains that involving the
𝑛 in the Tafel slope analysis is a common misconception, which has led to the misinterpretation of the
kinetics of many systems [36].

Kinetic rate constants

The last kinetic parameter that needs to be determined in order to calculate the current densities, is
the kinetic rate constant, 𝑘𝑠. To determine this parameter, a similar approach as for the charge transfer
coefficient is applied. Accordingly, the parameters are fitted to experimental data. When the 𝑖𝑜, 𝐶𝑜, and
𝑛 are known, the rate constants can be calculated with equation 4.76. Here, the assumption is made
that the kinetic rates for a multi­step process can be accurately described in a single calculation, by
applying an effective rate constant, which represents the rate of all steps in the multi­step reduction. In
addition, the assumption is made that the rate constant determined under experimental conditions in
an experimental set­up, would still approximately have the same value under different conditions. The
kinetic rate constant is, therefore, assumed a constant value, only dependent on the of electrochemical
reaction.

Therefore, this is determined by deriving the other values for the parameters in equation 4.76 from
experimental data. The derived 𝑘𝑠 under the conditions as in the research the data originates from, will
be utilised in the model. To acquire the data required to determine the values for 𝑘𝑠, the experimental
research papers applied for retrieving the kinetic data, are consulted once more [40] [56] [120]. The
𝑛 and 𝐹 values are known from the reaction equations and from literature, but the 𝑖0 and 𝐶𝑜 are a
lot more difficult to determine. To extract an exchange current density from the experimental data,
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equation 4.74 can be employed. This equation represents the logarithmic form of the Butler­Volmer
equation, where the final term can be exchanged for the experimentally determined Tafel slope [12].
To determine the values for the current density and the overpotential, a specific point in the Tafel plots
illustrated in appendix figure C.3, is selected for all the products. The conditions at this point are
evaluated, resulting in a value for 𝑖 and 𝐸. Thereafter, the overpotential can be determined with the
priorly determined standard equilibrium potentials, 𝐸0. Afterwards, the exchange current density can
be determined with equation 4.75.

log10 (−𝑖) = log10 (𝑖𝑜) +
−𝛼𝑐𝑛𝐹
2.3𝑅𝑇 𝜂 = log10 (𝑖𝑜) +

1
𝑆𝑙𝑜𝑝𝑒𝜂 (4.74)

𝑖0 =
−𝑖

10−
1

𝑆𝑙𝑜𝑝𝑒𝜂
(4.75)

Note that to keep the units equal, either the slope must be expressed in V, or the other terms must be
converted to mV.

The concentrations of the reactants are determined as follows. The concentration of CO2, for the
CO2 reduction, was determined by inserting the parameters of each consulted experimental study into
the function calculating the bulk concentrations, as described above. Therefore, taking into account
the: pressure, electrolyte type, electrolyte concentration, system pH and the temperature. For the CO
concentration, Henry’s law (equation 2.49), in combination with the system pressure applied in the ex­
perimental study, is exercised.

After determining the 𝑖0, the 𝐶𝑜 and the 𝑛 values, the 𝑘𝑠 values can be determined with equation 4.76.

𝑘𝑠 =
𝑖0

𝑛 ∗ 𝐹 ∗ 𝐶𝑜
(4.76)

Note that there is a large range (’more than 10 orders of magnitude’) of possible values regarding the
kinetic rate values [11]. Therefore, the values found with equation 4.76 are expected to have a large
disparity.

4.4.4. Solution parameters

The following section will elaborate on the calculations made to determine the properties of the elec­
trolyte solution. As KHCO3 is added to the solvent medium, the properties will differ from pure water.
Therefore, the following calculations are made.

Diffusion coefficients

As described in the previous section, the diffusion coefficient values have a large impact on the trans­
port in the system. This was established by the conducted sensitivity analysis by Soeteman, in section
3.2 of his report [102]. Here it was demonstrated that slightly varying the diffusion constants, has a
large impact on the production rates. Therefore, accurately describing these values will aid in the over­
all accuracy of the model.

To accurately determine the diffusion coefficients, temperature effects need to be taken into account, as
their values are highly temperature dependent [102]. The diffusion coefficients can be determined with
the Stokes­Einstein relation, however, this does not apply to ’ionic solutes in aqueous solution’[125].
Although, according to Zeebe et al. (2011), the temperature dependence of the diffusion coefficient in
this calculation is applicable to a number of the major seawater ions [125]. They show this approxi­
mation is in line with experimental results up to a temperature of 340 K. Therefore, to determine the
temperature dependent diffusion coefficients in the temperature range till 340 K, equation 4.78 can be
applied. To describe the temperature dependence above this temperature, Zeebe et al. propose to use
the relation as shown in equation 4.77. This relation is based on performed molecular simulations in
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water, and is applicable to describe the temperature dependence of CO2, HCO–3 and CO2–3 from 1­100
∘𝐶 [125].

𝐷𝑖 = 𝐷0𝑖 [
𝑇
𝑇𝑖
− 1]

𝛾𝑖
(4.77)

Where, 𝐷𝑖 represents the temperature dependent diffusion coefficient, 𝑇 the temperature, 𝐷0𝑖 the diffu­
sion coefficient under standard temperatures and 𝑇𝑖 and 𝛾𝑖 fitted parameters, whose values are repre­
sented in table 3.2 in the 2019 report by Soeteman [102].

𝐷𝑇 = 𝐷298 ⋅
𝜇298
𝜇𝑇

⋅ 𝑇𝑇298 (4.78)

Where, 𝐷298 indicates the diffusion coefficient at standard temperature, 𝜇𝑇 the temperature dependent
dynamic viscosity, 𝑇𝑇 the temperature and 𝜇298 the dynamic viscosity at standard temperature.

Dynamic viscosity

To determine the temperature dependent diffusion coefficients, as shown in equation 4.78, the tem­
perature dependent dynamic viscosity of the solution is required. It can be determined with the Vogel
equation, shown in equation 4.79 [10]. Here, the assumption was made that the temperature depen­
dence of pure water would sufficiently describe the situation, as the solution consists of mostly water.

𝜇 = exp(𝐴 + 𝐵
𝐶 + 𝑇) (4.79)

To solve the equation, the following parameters can be used.

A B C 𝑇𝑟𝑎𝑛𝑔𝑒
­3.7188 578.919 ­137.546 273­373

Table 4.2: The parameters for equation 4.79, derived from: [10].

4.4.5. Numerical solver conditions

The eventual solution profile for the concentration, 𝑢, depends on the spatial variable 𝑥 and the time
variable 𝑡. As described in section 4.1, the mathematical solver applied to solve the transport equa­
tions, discretises the section to solve into a mesh. In this section of the model, the numerical conditions
for this mesh are determined.

To set the conditions to create this mesh, the 𝑥 and 𝑡 sizes (begin and end points) and step size, need
to be specified in the code prior to specifying the solver section. Next, the solver applies a second order
spatial discretization method for the spatial variables, where the points should be closely spaced at the
most important regions [68]. The 𝑥­values are, therefore, not evenly spaced over the entire mesh. The
time step, although set, is chosen dynamically by the solver. Therefore, the defined values of 𝑡 only
dictate the points at which the output is returned, not the points at which the solver evaluates. The set
values for 𝑥 and 𝑡, determine the size of the returned solution, sol(j,k,i). Here, 𝑘 represents the points
of 𝑥 and 𝑗 the points of 𝑡.

The computation time and accuracy depend more on the length of vector 𝑥 than on the length of vector
𝑡 [42]. Therefore, the vector for 𝑥 is taken to be larger (≈ 50 steps) than the time vector. The numerical
solution provides the most accurate results after the system reaches a steady state. This happens,
when the changes resulting from the reactions and themass transport are in equilibrium [72]. Therefore,
to determine the input value for 𝑥𝑒𝑛𝑑 and 𝑡𝑒𝑛𝑑, the system must be tested for numerical stability /
convergence. The convergence values for 𝑥𝑒𝑛𝑑 and 𝑡𝑒𝑛𝑑 are determined in section 4.6, ’sensitivity
analysis’.
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4.4.6. Potential dependent: transport equations step 1

As described in sections 2.2 and 4.1, to solve the transport equations, sets of initial conditions and
boundary conditions need to be determined. This section will elaborate on the input functions used in
the first reduction step of the system. It aims to determine the potential dependent concentrations after
the first reduction step, as, with this information, the optimal potential for producing CO with a maximum
current efficiency, can be determined. This section will list the input parameters utilised to solve this
problem, and will elaborate on the theory behind the calculations made.

To derive the potential dependent concentration profile after the first reduction step, the transport equa­
tions are solved in parallel for a predetermined potential range (𝐸𝑣𝑎𝑟). This is executed with the parallel
computing toolbox, by calling the MATLAB function: ’parfor’. Parfor refers to a special kind of for loop,
capable of executing calculations on a parallel pool of workers [69]. The parfor loop is preferred over a
regular for loop, as it reduces valuable computation time. This will result in a separate solution profile,
sol(j,k,i), for each applied potential in the potential range.

Initial conditions

The initial conditions for the first reduction step are taken as the bulk concentrations of all involved
species, as described in section 2.2.

⎧
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎩

[CO2]
t=0
x = [CO2]bulk for 0 ≤ 𝑥 ≤ 𝛿

[HCO−3 ]
t=0
x = [HCO−3 ]bulk for 0 ≤ 𝑥 ≤ 𝛿

[CO2−3 ]
t=0

x
= [CO2−3 ]bulk for 0 ≤ 𝑥 ≤ 𝛿

[OH−]t=0x = [OH−]bulk for 0 ≤ 𝑥 ≤ 𝛿
[K+]t=0x = [K+]bulk for 0 ≤ 𝑥 ≤ 𝛿
[CO]t=0x = 0 for 0 ≤ 𝑥 ≤ 𝛿
[H2]

t=0
x = [H2]bulk for 0 ≤ 𝑥 ≤ 𝛿

(4.80)

IC = [C_bulk(1);C_bulk(2);C_bulk(3);C_bulk(4);C_bulk(6);C_bulk(7);C_bulk(8);0];

Boundary conditions

The left boundary condition, the Dirichlet condition, for the first reduction step is also determined by the
concentrations of the species in the bulk section (as described in section 2.2).

⎧
⎪
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎪
⎩

[CO2]
t
x=𝛿 = [CO2]bulk for 𝑡 > 0

[HCO−3 ]
t
x=𝛿 = [HCO

−
3 ]bulk for 𝑡 > 0

[CO2−3 ]
t

x=𝛿
= [CO2−3 ]bulk for 𝑡 > 0

[OH−]tx=𝛿 = [OH
−]bulk for 𝑡 > 0

[ K+]tx=𝛿 = [K
+]bulk for 𝑡 > 0

[CO]tx=𝛿 = 0 for 𝑡 > 0
[H2]

t
x=𝛿 = [H2]bulk for 𝑡 > 0

𝑑𝜙
𝑑𝑥 (𝑥 = 𝛿) + 𝜙(𝑥 = 𝛿) = 0 for 𝑡 > 0

(4.81)

As explained in section 4.1, the boundary conditions need to be inserted in the shape described with
equation 4.16. This results in the following expression for the left boundary condition.

pl = [ul(1)­C_bulk(1);ul(2)­C_bulk(2);ul(3)­C_bulk(3);ul(4)­C_bulk(4);ul(5)­C_bulk(6);ul(6)­C_bulk(7);
ul(7)­C_bulk(8);ul(8)];

ql = [0;0;0;0;0;0;0;0];
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As the 𝑞𝑙 value is stated to be equal to zero, this condition programs the value of 𝑢𝑖 to be equal to 𝑏𝑢𝑙𝑘𝑖.

The right boundary condition, the Neumann condition, at the electrode surface, is described by the
source/sink terms resulting from the surface reactions.

⎧
⎪
⎪
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎪
⎪
⎩

𝐷𝐶𝑂2
𝑑[CO2]
𝑑𝑥 |

𝑥=0
= 𝑅𝐶𝑂2

𝐷𝐻𝐶𝑂−3
𝑑[HCO−3 ]

𝑑𝑥 |
𝑥=0

− 𝐹
𝑅𝑇𝐷𝐻𝐶𝑂−3 𝐶𝐻𝐶𝑂−3 ⋅

𝑑𝜙
𝑑𝑥 |𝑥=0 = 0

𝐷𝐶𝑂2−3
𝑑[CO2−3 ].

𝑑𝑥 |
𝑥=0

− 2 ⋅ 𝐹
𝑅𝑇𝐷𝐶𝑂2−3 𝐶𝐶𝑂2−3 ⋅ 𝑑𝜙𝑑𝑥 |𝑥=0 = 0

𝐷𝑂𝐻−
𝑑[OH−]
𝑑𝑥 |

𝑥=0
= −𝑅𝑂𝐻−

𝐷𝐾+
𝑑[K+] |𝑥=0 +

𝐹
𝑅𝑇𝐷𝐾+𝐶𝐾+ ⋅

𝑑𝜙
𝑑𝑥 |𝑥=0 = 0

𝐷𝐶𝑂
𝑑[CO−]
𝑑𝑥 |

𝑥=0
= −𝑅𝐶𝑂

𝐷𝐻2
𝑑[H2]
𝑑𝑥 |

𝑥=0
= −𝑅𝐻2

𝑑𝜙
𝑑𝑥 |𝑥=0 = 0

(4.82)

The consumption (𝑅) and formation (−𝑅) rates can be determined with equation 4.83. This relation
illustrates the dependence of this boundary condition on the current density. As explained in the pre­
vious section, the current density is dependent on the surface concentration, indicated in the model
with: 𝑢𝑟. As explained in section 4.1, 𝑢𝑟 is a variable for the function bcfun, describing the boundary
conditions. Therefore, the boundary condition is determined in the following manner:

Bcfun imports the rates from the function current_1, for calculating the current densities. The function
current_1 uses the 𝑢𝑟 values from the bcfun function, to calculate the current densities, and bcfun then
states the boundary condition at the surface to be equal to the rates.

[∼,∼,Rate,∼,ur] = current_1(n,F,k_s,alpha,eta,f,ur)
pr = [R_CO2;0;0;­R_OH­;0;­R_CO;­R_H2;0];
qr = [1;1;1;1;1;1;1;1];

𝑅 = 10−3 𝑖𝑛𝐹 (4.83)

The term 10−3 ensures the rates will be expressed in 𝑚𝑜𝑙/(𝑐𝑚2 ∗ 𝑠).

Equations

The equations defined for the first reduction step are defined in the shape shown in equation 4.14. Here,
𝑐 is taken as a column vector of ones, 𝑓 is defined with the transport equations shown in equation 4.1
to equation 4.12 in the shape of equation 4.84, and 𝑠 is filled with the 𝑟­terms, listed in equation 4.13.
The final term for 𝑠, relating to the electric potential to the charge density, by means of the Poisson
equation, is shown below [73].

𝐷𝑖 ⋅
𝜕2𝐶𝑖
𝜕𝑥2 −

𝐹
𝑅𝑇𝐷𝑖𝐶𝑖 ⋅

𝜕2𝜙
𝜕𝑥2 (4.84)

𝜕2𝜙
𝜕𝑥2 =

𝐹
𝜖𝑠 ⋅ 𝜖0

∑
𝑖
𝑧𝑖𝐶𝑖 (4.85)

Here, 𝜖𝑠 represents the dielectric constant of the electrolyte, 𝜖0 the permittivity of free space, 𝐹 the
Faraday constant, 𝑧𝑖 the charge of a species and 𝐶𝑖 its concentration. This equation states that there
is no charge separation in the system, therefore, electroneutrality is maintained [102].
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Optimal potential: 𝐸𝑜𝑝𝑡𝑖𝑚𝑎𝑙

To determine the optimal potential, we look at the region where the overpotentials are so high, the
CO2 surface concentrations approach zero. This region is called the mass transfer controlled region
[12]. Visually, this region represents the top of the Tafel plot, where the curve starts to flatten. The
corresponding value for 𝑖, will therefore be the maximum partial current density the system can reach
(without improving mass transfer properties). The optimal conditions will be determined by taking the
point referring to the maximum value of 𝑖 with the lowest potential 𝐸. These conditions will be referred
to as the optimal operating conditions for the first reduction step. The resulting concentration profile
will be taken as the output concentration of step one.

Figure 4.6: An example of the standard shape of a Tafel plot. The different regimes are indicated in the plot.

4.4.7. Potential dependent: transport equations step 2

As explained in section 4.3 ’Assumptions and limitations’, the assumption is made that the concentra­
tion profile leaving the first reduction step, is the concentration profile entering the second reduction
step. Therefore, the initial conditions for the second step are no longer determined by the bulk concen­
trations, but by the first reduction step.

For the second step, again the aim will be to find the relation between a set potential range and the
concentration profiles. For this reason, the approach for the second step will be similar to the first.

Initial conditions

To be able to insert the returned concentration profile from the first reduction step (𝐶𝑜𝑢𝑡) into the second,
it must be converted into the right shape. The second reduction step involves a lot more species than
the first. To include these into the initial conditions, their values are set to zero, as they are yet to be
produced.

C_out = [ sol(length(t),:,1);sol(length(t),:,2);sol(length(t),:,3);sol(length(t),:,4);sol(length(t),:,5);
sol(length(t),:,6);sol(length(t),:,7);I_conc_hcoo;I_conc_ch4;I_conc_c2h4;I_conc_ch3oo;
I_conc_c2h5oh;I_potential ];

Where the values of I_𝑖 are taken to be zero.

To ensure the values for the initial conditions can be inserted separately per step of 𝑥, they must be
included differently than the first step. This issue is eventually solved by equating the variable 𝑥 in
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the initial conditions function, to the 𝑥­values in the defined mesh. This is composed in the following
statement for calling the initial conditions function ic2.

ic2=@(x) C_out( : ,x==xMesh);

The initial condition profile for the second reduction step is, therefore, taken to be:

⎧
⎪
⎪
⎪
⎪
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩

[CO2]
t2=0
x,𝑝 = CCO2 |

t1=tend𝑥,𝑝𝑖 for 0 ≤ 𝑥 ≤ 𝛿
[HCO−3 ]

t2=0
x,𝑝 = CHCO3− |t1=tend𝑥,𝑝𝑖 for 0 ≤ 𝑥 ≤ 𝛿

[CO2−3 ]
t2=0

x,𝑝
= CCO2−3

|t1=tend𝑥,𝑝𝑖 for 0 ≤ 𝑥 ≤ 𝛿
[OH−]t2=0x,𝑝 = COH− |t1=tend𝑥,𝑝𝑖 for 0 ≤ 𝑥 ≤ 𝛿
[ K+]t2=0x,𝑝 = CK+ |t1=tend𝑥,𝑝𝑖 for 0 ≤ 𝑥 ≤ 𝛿
[CO]t2=0x,𝑝 = CCO|t1=tend𝑥,𝑝𝑖 for 0 ≤ 𝑥 ≤ 𝛿
[H2]

t2=0
x,𝑝 = CH2 |

t1=tend𝑥,𝑝𝑖 for 0 ≤ 𝑥 ≤ 𝛿
[HCOO−]t2=0x,𝑝 = 0 for 0 ≤ 𝑥 ≤ 𝛿
[CH4]

t2=0
x,𝑝 = 0 for 0 ≤ 𝑥 ≤ 𝛿

[C2H4]
t2=0
x,𝑝 = 0 for 0 ≤ 𝑥 ≤ 𝛿

[C2H5OH]
t2=0
x,𝑝 = 0 for 0 ≤ 𝑥 ≤ 𝛿

[CH3COO]
t2=0
x,𝑝 = 0 for 0 ≤ 𝑥 ≤ 𝛿

(4.86)

Here, 𝑡2 indicates the time variable belonging to the second reduction step and 𝑡1 the time variable
belonging to the first reduction step. 𝑝𝑖 denotes the applied CO2 gas pressure.

Boundary conditions

The left/Dirichlet boundary conditions for the second step are defined as follows:

⎧
⎪
⎪
⎪
⎪
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩

[CO2]
t
x=𝛿 = [CO2]bulk for 𝑡 > 0

[HCO−3 ]
t
x=𝛿 = [HCO

−
3 ]bulk for 𝑡 > 0

[CO2−3 ]
t

x=𝛿
= [CO2−3 ]bulk for 𝑡 > 0

[OH−]tx=𝛿 = [OH
−]bulk for 𝑡 > 0

[ K+]tx=𝛿 = [K
+]bulk for 𝑡 > 0

[CO]tx=𝛿 = 0 for 𝑡 > 0
[H2]

t
x=𝛿 = 0 for 𝑡 > 0

[HCOO−]tx=𝛿 = 0 for 𝑡 > 0
[CH4]

t
x=𝛿 = 0 for 𝑡 > 0

[C2H4]
t
x=𝛿 = 0 for 𝑡 > 0

[C2H5OH]
t
x=𝛿 = 0 for 𝑡 > 0

[CH3COO]
t
x=𝛿 = 0 for 𝑡 > 0

𝑑𝜙
𝑑𝑥 (𝑥 = 𝛿) + 𝜙(𝑥 = 𝛿) = 0 for 𝑡 > 0

(4.87)

Here, the concentrations for the products of the second reduction step are set to zero, as they are not
yet present in the bulk section.

The right/Neumann boundary conditions for the second step are defined as follows:
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⎧
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩

𝐷𝐶𝑂2
𝑑[CO2]
𝑑𝑥 |

𝑥=0
= 𝑅𝐶𝑂2

𝐷𝐻𝐶𝑂−3
𝑑[HCO−3 ]

𝑑𝑥 |
𝑥=0

− 𝐹
𝑅𝑇𝐷𝐻𝐶𝑂−3 𝐶𝐻𝐶𝑂−3 ⋅

𝑑𝜙
𝑑𝑥 |𝑥=0 = 0

𝐷𝐶𝑂2−3
𝑑[CO2−3 ].

𝑑𝑥 |
𝑥=0

− 2 ⋅ 𝐹
𝑅𝑇𝐷𝐶𝑂23−𝐶𝐶𝑂2−3 ⋅ 𝑑𝜙𝑑𝑥 |𝑥=0 = 0

𝐷𝑂𝐻−
𝑑[OH−]
𝑑𝑥 |

𝑥=0
= −𝑅𝑂𝐻−

𝐷𝐾+
𝑑𝐶[𝐾+

𝑑𝑥 ] |𝑥=0 +
𝐹
𝑅𝑇𝐷𝐾+𝐶𝐾+ ⋅

𝑑𝜙
𝑑𝑥 |𝑥=0 = 0

𝐷𝐶𝑂
𝑑[CO−]
𝑑𝑥 |

𝑥=0
= 𝑅𝐶𝑂

𝐷𝐻2
𝑑[H2]
𝑑𝑥 |

𝑥=0
= −𝑅𝐻2

𝐷𝐻𝐶𝑂𝑂−
𝑑[H2]
𝑑𝑥 |

𝑥=0
= −𝑅𝐻𝐶𝑂𝑂−

𝐷𝐶𝐻4
𝑑[H2]
𝑑𝑥 |

𝑥=0
= −𝑅𝐶𝐻4

𝐷𝐶2𝐻4
𝑑[H2]
𝑑𝑥 |

𝑥=0
= −𝑅𝐶2𝐻4

𝐷𝐶2𝐻5𝑂𝐻
𝑑[H2]
𝑑𝑥 |

𝑥=0
= −𝑅𝐶2𝐻5𝑂𝐻

𝐷𝐶𝐻3𝐶𝑂𝑂
𝑑[H2]
𝑑𝑥 |

𝑥=0
= −𝑅𝐶𝐻3𝐶𝑂𝑂

𝑑𝜙
𝑑𝑥 |𝑥=0 = 0

(4.88)

Note that only the rates of CO and CO2 are positive, as these are the species being consumed instead
of produced.

Equations

The equations are inserted the sameway as for the first reduction step, with the addition of the equations
for the new products accompanying the second reduction step. The input for function 𝑓 will, therefore
be as shown in equation 4.84.

𝐷𝑖 ⋅
𝜕2𝐶𝑖
𝜕𝑥2 −

𝐹
𝑅𝑇𝐷𝑖𝐶𝑖 ⋅

𝜕2𝜙
𝜕𝑥2 (4.89)

The 𝑐 term is again represented by a column vector filled with ones, to indicate the time dependence
of the concentration. The 𝑠 term is also similar to the 𝑠 term from step one, with the addition of the
products produced in step two, which do not react with the electrolyte (i.e. 𝑠 = 0).

4.4.8. Pressure dependent bulk concentrations

The next sections are directed at finding the influence of pressure on the subsequent reduction steps.
For that reason, henceforth, the pressures will be varied instead of the potentials.

To incorporate the effect of pressure in the model, first, the solubilities of the products in the bulk are
determined as a function of pressure. Section 2.1.4 explains the effects of high pressures on the sys­
tem, and section 4.4.2 elaborates on the approach taken to determine the pressure dependent bulk
concentrations in the model. To incorporate the effect of the varying pressure, a for loop is created to
calculate the CO2 solubility, and subsequently the bulk concentrations, as a function of the pressure.
Using these as input parameters while solving the transport equations, the pressure dependent solution
profile can be determined.

4.4.9. Pressure dependent: transport equations step 1

The potential for the first reduction step will be set to the optimal potential 𝐸𝑜𝑝𝑡𝑖𝑚𝑎𝑙, as found in a pre­
vious section. The conditions (current, potential, concentration) will be evaluated at this point, so they
can be used in the following calculations. To incorporate the effect of pressure in the model, the pres­
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sure dependant bulk concentrations, determined in the previous section, are used as input parameters.
To derive a pressure dependent solution profile for the first reduction step, another parfor loop is added,
were the solution profile, sol(i,j,k), is calculated for all pressures (𝑝𝑣𝑎𝑟) in parallel.

Initial conditions

The initial conditions for the first reduction step are, as in section 4.4.6, determined by the bulk con­
centrations. Here, however, the bulk concentrations are dependent on the applied pressure, therefore,
the resulting initial conditions are:

⎧
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎩

[CO2]
t=0
x,𝑝 = [CO2]

𝑖
bulk for 0 ≤ 𝑥 ≤ 𝛿 𝑎𝑛𝑑 𝑝 = 𝑝𝑖

[HCO−3 ]
t=0
x,𝑝 = [HCO

−
3 ]
𝑖
bulk for 0 ≤ 𝑥 ≤ 𝛿 𝑎𝑛𝑑 𝑝 = 𝑝𝑖

[CO2−3 ]
t=0

x,𝑝
= [CO2−3 ]

𝑖

bulk
for 0 ≤ 𝑥 ≤ 𝛿 𝑎𝑛𝑑 𝑝 = 𝑝𝑖

[OH−]t=0x,𝑝 = [OH
−]𝑖bulk for 0 ≤ 𝑥 ≤ 𝛿 𝑎𝑛𝑑 𝑝 = 𝑝𝑖

[K+]t=0x,𝑝 = [K+]
𝑖
bulk for 0 ≤ 𝑥 ≤ 𝛿 𝑎𝑛𝑑 𝑝 = 𝑝𝑖

[CO]t=0x,𝑝 = 0 for 0 ≤ 𝑥 ≤ 𝛿 𝑎𝑛𝑑 𝑝 = 𝑝𝑖
[H2]

t=0
x,𝑝 = [H2]

𝑖
bulk for 0 ≤ 𝑥 ≤ 𝛿 𝑎𝑛𝑑 𝑝 = 𝑝𝑖

(4.90)

The initial condition function, IC_P1, is no longer dependent on the 𝑥, as the input concentration here
does not change with 𝑥. Instead it is dependent on 𝑝, where for every evaluated 𝑝 a new initial condition
is inserted into the loop. This is executed the following way:

j=1:length(p_var)
IC_P1=@(∼) IC_1([C_bulk_new(1,j);C_bulk_new(2,j);C_bulk_new(3,j);C_bulk_new(4,j);
C_bulk_new(5,j);C_bulk_new(6,j);C_bulk_new(7,j);C_bulk_new(8,j);C_bulk_new(9,j)]);

end

Here, it does not matter, that the parallel computing parfor loop does not evaluate the values of 𝑝 in
a set order [69], as the contributing initial conditions are called for the same pressure, indicated with
index 𝑗.

Boundary conditions

The same principle as for the initial conditions, applies to the left (Dirichlet) boundary condition. Which
leads to the following boundary condition:

⎧
⎪
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎪
⎩

[CO2]
t
x=𝛿,𝑝 = [CO2]

𝑖
bulk for 𝑡 > 0 𝑎𝑛𝑑 𝑝 = 𝑝𝑖

[HCO−3 ]
t
x=𝛿,𝑝 = [HCO

−
3 ]
𝑖
bulk for 𝑡 > 0 𝑎𝑛𝑑 𝑝 = 𝑝𝑖

[CO2−3 ]
t

x=𝛿,𝑝
= [CO2−3 ]

𝑖

bulk
for 𝑡 > 0 𝑎𝑛𝑑 𝑝 = 𝑝𝑖

[OH−]tx=𝛿,𝑝 = [OH
−]𝑖bulk for 𝑡 > 0 𝑎𝑛𝑑 𝑝 = 𝑝𝑖

[K+]tx=𝛿,𝑝 = [K+]
𝑖
bulk for 𝑡 > 0 𝑎𝑛𝑑 𝑝 = 𝑝𝑖

[CO]tx=𝛿,𝑝 = 0 for 𝑡 > 0 𝑎𝑛𝑑 𝑝 = 𝑝𝑖
[H2]

t
x=𝛿,𝑝 = [H2]

𝑖
bulk for 𝑡 > 0 𝑎𝑛𝑑 𝑝 = 𝑝𝑖

𝑑𝜙
𝑑𝑥 (𝑥 = 𝛿) + 𝜙(𝑥 = 𝛿) = 0 for 𝑡 > 0 𝑎𝑛𝑑 𝑝 = 𝑝𝑖

(4.91)

The right (Neumann) boundary condition is defined as follows, to incorporate the pressure dependence.
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⎧
⎪
⎪
⎪
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎩

𝐷𝐶𝑂2
𝑑[CO2]
𝑑𝑥 |

𝑝𝑖

𝑥=0
= 𝑅𝐶𝑂2

𝐷𝐻𝐶𝑂−3
𝑑[HCO−3 ]

𝑑𝑥 |
𝑝𝑖

𝑥=0
− 𝐹

𝑅𝑇𝐷𝐻𝐶𝑂−3 𝐶𝐻𝐶𝑂−3 ⋅
𝑑𝜙
𝑑𝑥 |𝑥=0 = 0

𝐷𝐶𝑂2−3
𝑑[CO2−3 ].

𝑑𝑥 |
𝑝𝑖

𝑥=0
− 2 ⋅ 𝐹

𝑅𝑇𝐷𝐶𝑂2−3 𝐶𝐶𝑂2−3 ⋅ 𝑑𝜙𝑑𝑥 |𝑥=0 = 0

𝐷𝑂𝐻−
𝑑[OH−]
𝑑𝑥 |

𝑝𝑖

𝑥=0
= −𝑅𝑂𝐻−

𝐷𝐾+
𝑑[K+]
𝑑𝑥 |

𝑝𝑖

𝑥=0
+ 𝐹
𝑅𝑇𝐷𝐾+𝐶𝐾+ ⋅

𝑑𝜙
𝑑𝑥 |𝑥=0 = 0

𝐷𝐶𝑂
𝑑[CO−]
𝑑𝑥 |

𝑝𝑖

𝑥=0
= −𝑅𝐶𝑂

𝐷𝐻2
𝑑[H2]
𝑑𝑥 |

𝑝𝑖

𝑥=0
= −𝑅𝐻2

𝑑𝜙
𝑑𝑥 |𝑥=0 = 0

(4.92)

Note that the boundary conditions also require the overpotentials as input, therefore, one must make
sure to insert the overpotentials evaluated for the 𝐸𝑜𝑝𝑡𝑖𝑚𝑎𝑙.

Equations

The equations for the pressure dependent first reduction step are defined exactly in the same way as
was done in section 4.4.6.

4.4.10. Pressure dependent: transport equations step 2

To determine the effects of pressure on the second reduction step, the pressure dependent bulk con­
centrations and the solution of the first step have to be taken into account. The solution of the first step
is, therefore, evaluated separately for each pressure at 𝑡𝑒𝑛𝑑, so they can be inserted into the second
step.

Initial conditions

The problem with using the pressure dependent solution profile from the first reduction step, is that –
as opposed to before – the input would be pressure and location (𝑥) dependent. Therefore, instead of
assigning initial conditions to specific values of 𝑥 as was done in the potential dependent second step,
the initial conditions must now be assigned per pressure 𝑝 and per location 𝑥. To solve this issue, the
following approach is applied. First, the parameter x𝑖𝑛 is assigned to the returned solution of the first
step, for each separate pressure, evaluated at 𝑡𝑒𝑛𝑑. Afterwards, the parameter x𝑖𝑛 is called in the initial
conditions function IC_𝑝, where the variable 𝑥 is equated to the 𝑥­values in the mesh. This is executed
for each evaluated pressure separately, by means of a loop.

for j=1:length(p_var)
x_in{j}(:,:) = [CO2_x{j};HCO3_x{j};CO3_x{j};OH_x{j};K_x{j};CO_x{j};H2_x{j};I_conc_hcoo;I_conc_ch4;
I_conc_c2h4;I_conc_ch3oo;I_conc_c2h5oh;I_potential];

IC_p=@(x) x_in{j}(:,x==xMesh);
end

Where I𝑖 is taken to be zero.

The initial conditions term is shown in equation 5.7c.
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⎧
⎪
⎪
⎪
⎪
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩

[CO2]
t2=0
x,𝑝 = CCO2 |

t1=tend𝑥,𝑝𝑖 for 0 ≤ 𝑥 ≤ 𝛿 𝑎𝑛𝑑 𝑝 = 𝑝𝑖
[HCO−3 ]

t2=0
x,𝑝 = CHCO3− |t1=tend𝑥,𝑝𝑖 for 0 ≤ 𝑥 ≤ 𝛿 𝑎𝑛𝑑 𝑝 = 𝑝𝑖

[CO2−3 ]
t2=0

x,𝑝
= CCO2−3

|t1=tend𝑥,𝑝𝑖 for 0 ≤ 𝑥 ≤ 𝛿 𝑎𝑛𝑑 𝑝 = 𝑝𝑖
[OH−]t2=0x,𝑝 = COH− |t1=tend𝑥,𝑝𝑖 for 0 ≤ 𝑥 ≤ 𝛿 𝑎𝑛𝑑 𝑝 = 𝑝𝑖
[ K+]t2=0x,𝑝 = CK+ |t1=tend𝑥,𝑝𝑖 for 0 ≤ 𝑥 ≤ 𝛿 𝑎𝑛𝑑 𝑝 = 𝑝𝑖
[CO]t2=0x,𝑝 = CCO|t1=tend𝑥,𝑝𝑖 for 0 ≤ 𝑥 ≤ 𝛿 𝑎𝑛𝑑 𝑝 = 𝑝𝑖
[H2]

t2=0
x,𝑝 = CH2 |

t1=tend𝑥,𝑝𝑖 for 0 ≤ 𝑥 ≤ 𝛿 𝑎𝑛𝑑 𝑝 = 𝑝𝑖
[HCOO−]t2=0x,𝑝 = 0 for 0 ≤ 𝑥 ≤ 𝛿 𝑎𝑛𝑑 𝑝 = 𝑝𝑖
[CH4]

t2=0
x,𝑝 = 0 for 0 ≤ 𝑥 ≤ 𝛿 𝑎𝑛𝑑 𝑝 = 𝑝𝑖

[C2H4]
t2=0
x,𝑝 = 0 for 0 ≤ 𝑥 ≤ 𝛿 𝑎𝑛𝑑 𝑝 = 𝑝𝑖

[C2H5OH]
t2=0
x,𝑝 = 0 for 0 ≤ 𝑥 ≤ 𝛿 𝑎𝑛𝑑 𝑝 = 𝑝𝑖

[CH3COO]
t2=0
x,𝑝 = 0 for 0 ≤ 𝑥 ≤ 𝛿 𝑎𝑛𝑑 𝑝 = 𝑝𝑖

(4.93)

Here, 𝑡2 indicates the time variable belonging to the second reduction step and 𝑡1 the time variable
belonging to the first reduction step.

Boundary conditions

The left (Dirichlet) boundary condition for the pressure dependent second reduction step is:

⎧
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩

[CO2]
t
x=𝛿,𝑝 = [CO2]

𝑖
bulk for 𝑡 > 0

[HCO−3 ]
t
x=𝛿,𝑝 = [HCO

−
3 ]
𝑖
bulk for 𝑡 > 0

[CO2−3 ]
t

x=𝛿,𝑝
= [CO2−3 ]

𝑖

bulk
for 𝑡 > 0

[OH−]tx=𝛿,𝑝 = [OH
−]𝑖bulk for 𝑡 > 0

[ K+]tx=𝛿,𝑝 = [K
+]𝑖bulk for 𝑡 > 0

[CO]tx=𝛿,𝑝 = 0 for 𝑡 > 0
[H2]

t
x=𝛿,𝑝 = [H2]

𝑖
bulk for 𝑡 > 0

[HCOO−]tx=𝛿,𝑝 = 0 for 𝑡 > 0
[CH4]

t
x=𝛿,𝑝 = 0 for 𝑡 > 0

[C2H4]
t
x=𝛿,𝑝 = 0 for 𝑡 > 0

[C2H5OH]
t
x=𝛿,𝑝 = 0 for 𝑡 > 0

[CH3COO]
t
x=𝛿,𝑝 = 0 for 𝑡 > 0

𝑑𝜙
𝑑𝑥 (𝑥 = 𝛿) + 𝜙(𝑥 = 𝛿) = 0 for 𝑡 > 0

(4.94)

Here, the concentrations for the products of the second reduction step are set to zero, as they are not
yet present in the bulk section.

The right/Neumann boundary condition for the second step is:



102 4. The high pressure cascade model

⎧
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩

𝐷𝐶𝑂2
𝑑[CO2]
𝑑𝑥 |

𝑝𝑖

𝑥=0
= 𝑅𝐶𝑂2

𝐷𝐻𝐶𝑂−3
𝑑[HCO−3 ]

𝑑𝑥 |
𝑝𝑖

𝑥=0
− 𝐹

𝑅𝑇𝐷𝐻𝐶𝑂−3 𝐶𝐻𝐶𝑂−3 ⋅
𝑑𝜙
𝑑𝑥 |

𝑝𝑖

𝑥=0
= 0

𝐷𝐶𝑂2−3
𝑑[CO2−3 ].

𝑑𝑥 |
𝑝𝑖

𝑥=0
− 2 ⋅ 𝐹

𝑅𝑇𝐷𝐶𝑂23−𝐶𝐶𝑂2−3 ⋅ 𝑑𝜙𝑑𝑥 |
𝑝𝑖

𝑥=0
= 0

𝐷𝑂𝐻−
𝑑[OH−]
𝑑𝑥 |

𝑝𝑖

𝑥=0
= −𝑅𝑂𝐻−

𝐷𝐾+
𝑑𝐶[𝐾+

𝑑𝑥 ] |𝑝𝑖𝑥=0 +
𝐹
𝑅𝑇𝐷𝐾+𝐶𝐾+ ⋅

𝑑𝜙
𝑑𝑥 |𝑥=0 = 0

𝐷𝐶𝑂
𝑑[CO−]
𝑑𝑥 |

𝑝𝑖

𝑥=0
= 𝑅𝐶𝑂

𝐷𝐻2
𝑑[H2]
𝑑𝑥 |

𝑝𝑖

𝑥=0
= −𝑅𝐻2

𝐷𝐻𝐶𝑂𝑂−
𝑑[H2]
𝑑𝑥 |

𝑝𝑖

𝑥=0
= −𝑅𝐻𝐶𝑂𝑂−

𝐷𝐶𝐻4
𝑑[H2]
𝑑𝑥 |

𝑝𝑖

𝑥=0
= −𝑅𝐶𝐻4

𝐷𝐶2𝐻4
𝑑[H2]
𝑑𝑥 |

𝑝𝑖

𝑥=0
= −𝑅𝐶2𝐻4

𝐷𝐶2𝐻5𝑂𝐻
𝑑[H2]
𝑑𝑥 |

𝑝𝑖

𝑥=0
= −𝑅𝐶2𝐻5𝑂𝐻

𝐷𝐶𝐻3𝐶𝑂𝑂
𝑑[H2]
𝑑𝑥 |

𝑝𝑖

𝑥=0
= −𝑅𝐶𝐻3𝐶𝑂𝑂

𝑑𝜙
𝑑𝑥 |𝑥=0 = 0

(4.95)

Note that only the rates of CO and CO2 are positive, as these are the species being consumed instead
of produced.

Equations

The equations for the pressure dependent second reduction step are defined exactly in the same way
as was done in section 4.4.7.

4.4.11. Plotting

Current efficiency

For the current efficiency versus potential plot, the current efficiency needs to be determined. To cal­
culate the current efficiency, first the total currents are calculated by adding all partial current densities.
Note that for the second reduction step, both the CO2R and the COR reactions are assumed to have
a hydrogen evolution reaction. Therefore, the current density value for the HER is included twice. The
numbers in the equation refer to the numbered electrochemical reactions in equation 4.17 to 4.27.

𝑖𝑠𝑡𝑒𝑝1𝑡𝑜𝑡 = 𝑖1 + 𝑖10 (4.96)

𝑖𝑠𝑡𝑒𝑝2𝑡𝑜𝑡 = 𝑖2 + 𝑖3 + 𝑖4 + 𝑖5 + 𝑖6 + 𝑖7 + 𝑖8 + 𝑖9 + 2 ∗ 𝑖11 (4.97)

Next, with the total currents and equation 4.98, the current efficiencies can be determined. Note that
for the cases where products are produced from two separate reactions, such as CH4, the currents are
added. An example of this procedure for CH4 is shown in equation 4.99. CH4 is produced from COR
in reaction number 2 and from CO2R in reaction number 6.

𝐶𝐸 = 𝑖𝑖
𝑖𝑡𝑜𝑡

∗ 100% (4.98)

𝐶𝐸𝐶𝐻4 =
𝑖2 + 𝑖6
𝑖𝑡𝑜𝑡

∗ 100% (4.99)



4.5. Model validation 103

4.5. Model validation
Most models simulate an existing situation or a performed experiment in a research. In those cases,
the modelled results can properly be judged on validity, by comparing them to the original situation.
For the high pressure cascade model, however, this is not possible yet. Therefore, an indication of the
validation of the model will be provided by comparing the separate steps to the research on the kinetic
data originating from [40] [56] [120]. The high pressure aspect, also simulated in the model, will be
validated with separate high pressure research, indicating if the model provides a reasonable pressure
response [115]. To compare a part of the model to research results, the input conditions will be taken
to resemble the input conditions of the research in question as closely as possible. Whether or not the
results approximate the actual situation, will signify the validity of the modelled results.

4.5.1. First reduction step

To compare the model’s results to the experimental results by Hatsukade et al., the following input
parameters are adopted [40]:

Parameter Value
Pressure 1 atm
T 298.15 K
Electrolyte 0.1 KHCO3
Potential range ­1.4 to ­0.6
Cell volume 8 𝑐𝑚3
Cell surface area 4.5 𝑐𝑚2

Table 4.3: Input data originating from the research by Hatsukade et al. [40].

Comparing the reduction rate profiles for CO2 reduction, can provide a good analysis of the described
solubility behaviour and salting out effects for the CO2 in the system. Figure 4.7 shows the reduction
rate profiles originating from the experimental data in the research by Hatsukade et al. [40] (figure
4.7a) and the modelled results generated with the high pressure cascade model (figure 4.7b). Appar­
ent from this comparison is the similar trend both graphs show. Initially the reduction rate increases
with the applied potential, until the process enters the mass transport limited regime (see figure 4.6 for
the different regimes). From this point on the mass transport of CO2 to the electrode surface is limiting
the reaction. The hydrogen supply, on the other hand, is not mass transport limited in this regime, as
the H2O supply is assumed to be unlimited. Therefore, in this domain, only the hydrogen evolution
reaction is active, resulting in high OH− concentrations at the surface. These, in turn, drive the CO2 to
participate in the chemical reactions as shown in equation 4.44 to equation 4.46, effectively increasing
the salting out effects [41].

This effect is demonstrated in the graphs in figure 4.7, as the reduction rate drops after entering the
mass transport regime, instead of retaining a constant value. This, therefore, shows the model ac­
curately captures the salting out effects. In addition, it also estimates the mass transport section at
similar potentials to the experimental results. This shows the model’s representation to be rather ac­
curate. However, as illustrated in figure 4.7b, the modelled results overestimate the results compared
to the experimental results. But since, as the overestimation is only 6 ∗ 10−8 mol/(s cm2), this over­
estimation does not have a major impact on the validity of the results. This is most likely the result of
a deviation from reality in the assumed values for the diffusion coefficients of the reactants. Section
4.6 will investigate the sensitivity of the model towards the diffusion coefficient values, illustrating this
dependence. Section 4.4.3 demonstrates how the current density and rates are determined. It indi­
cates the dependence of the current density, and therefore the rates, on the surface concentration of
the reactant. Hence, if the described transport of the reactant slightly deviates from reality, this will
result in a deviation of modelled results, such as the rate and current density. However, these small
deviations are expected, as a model always will be an approximation of reality.
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(a) CO2 reduction rate profile from experimental results
by Hatsukade et al. [40].

(b) CO2 reduction rate profile returned by the model, compared
to the experimental results [40].

Figure 4.7: Comparison of the CO2 reduction rate on the Ag electrode, between the experimental results (left) and the modelled
outcome (right).

Comparing the Tafel plots will show the accordance of the kinetics as they are modelled in the high
pressure cascade model to the experimental results. As the kinetic parameters are derived from figure
4.8a, similar trends should be visible in figure 4.8b. From analysing figure 4.8, it becomes clear the
modelled results show the same trend as the experimental results. The graphs both show an inter­
section around 𝐸 = −1.4, and a decline starting around 𝐸 = −1. Note that the assumption is made
that slopes in the charge transfer domain retain a constant value (see section 4.3, ’Assumptions and
limitations’). Accordingly, the slope for the hydrogen evolution reaction – indicated in black – is evalu­
ated between −1.4 < 𝐸 < −1.2. Therefore, the modelled trend, logically, simulates this same slope in
the lower potential regions. This results in a deviation from the experimental data, however, this is an
expected consequence from making this assumption. Apart from showing the same trends, the graphs
also demonstrate to obtain approximately the same maximum current density (≈ 10𝑚𝐴/𝑐𝑚2). The
modelled results, however, again indicate a small overestimation of the current density. Most likely this
originates from the same dependence on the deviating diffusion parameters, as with the reduction rates.

(a) Tafel plot originating from Hatsukade et al.
[40].

(b) Tafel plot returned by the model, compared to the
experimental results by [40]. The low, intermediate and high

potential ranges are indicated at the top of the figure.

Figure 4.8: Tafel plots, demonstrating the logarithmic partial current densities of the involved species against the applied potential.

To show the accordance of the model and the experimental results with respect to product distribu­
tion, a Faradaic Efficiency (i.e. Current Efficiency) plot is formulated. Figure 4.9 shows both CE plots,
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which show a similar trend, but also some differences. First of all, the modelled graph only demon­
strates one intersection between the current efficiencies of hydrogen and carbon monoxide. This can
be explained by the assumption regarding the constant hydrogen evolution reaction slope in the charge
transfer domain, as explained before. Figure 4.8a shows a deviation in the slope of the HER, resulting
in an intersection between the two curves around 𝐸 = −0.8. This same intersection is shown in figure
4.11a at 𝐸 = −0.8. In the model, as the slope is taken to be constant, this second intersection will only
be visible at much lower potentials. A second deviation between figure 4.11a and figure 4.9b is the
intersection at high potentials; in the modelled plot it is shifted slightly to the left. The same shift can be
observed in figures 4.7 and 4.8, and is likely due to an overestimation of the mass transport properties
in the model, such as the diffusion coefficients.

(a) Faradaic Efficiency plot originating from Hatsukade
et al. [40].

(b) Modelled Current Efficiency (i.e. Faradaic Efficiency) plot,
including the experimental data points [40].

Figure 4.9: Faradaic efficiency plots, showing the selectivity for a product for a specific potential.

From the comparison between the modelled results and the experimental results, the model accuracy
for the first reduction step is assessed to be fairly good. Apart from some small deviations, which are
explainable by the required approximations made for modelling, the curves all show similar trends and
values.

As the data for the second reduction step originates from two different sources, the validation will be
carried out separately as well. First, the CO2 reduction on the Cu model results will be analysed with
the data originating from the research by Kuhl et al. [56]. Subsequently, the CO reduction model results
will be compared with the experimental data originating from the research by Wang et al. [120].

4.5.2. Second reduction step CO2R

To compare the model’s results to the experimental results by Kuhl et al., the following input parameters
were adopted [56]:

Figure 4.10 displays both the modelled and the experimentally derived Tafel plots. As demonstrated in
figure 4.10a, the slopes of the species in this research are less clearly defined than the slopes in figure
4.8a. Most display multiple different slopes, depending on the section under review. As explained
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Parameter Value
Pressure 1 atm
T 298.15 K
Electrolyte 0.1 KHCO3
Potential range ­1.2 to ­0.6
Cell volume 8 𝑐𝑚3
Cell surface area 4.5 𝑐𝑚2

Table 4.4: Input data originating from the research by Kuhl et al.[56].

in section 4.4.3, the charge transfer coefficients are determined from the slopes originating from the
graphs. The slopes were assumed to remain constant, therefore, they can only perfectly describe the
kinetics at the section they were evaluated in. For figure 4.8 this assumption has less impact, compared
to figure 4.10, as the slopes are not as constant in this case. This effect is, therefore, represented in fig­
ure 4.10b, where the trends demonstrate they equal the experimental results only for a certain section.
In addition to this, not all the species shown in figure 4.10a are represented in the model, as described
in section 4.3. Therefore, the model is likely to overestimate the results to some degree compared
to the experimental results. An explanation for this could be that in the model the same amount of
reactant, CO2, will be simulated to produce less different products. As the assumption was made that
the products with low selectivity will not be present in the model at all (CO for example). Therefore, the
total amount of available reactant will be reduced to form more of the products that are incorporated.
This effect is clearly represented in figure 4.10b, as was expected.

(a) Tafel plot originating from Kuhl et al. [56]. (b) Tafel plot returned by the model, compared to the experimental
results by [56].

Figure 4.10: Tafel plots, demonstrating the logarithmic partial current densities of the involved species against the applied po­
tential.

Overall, the modelled results do show roughly the same trends and kinetic behaviour as dictated by the
experimental data. The only inaccuracy regarding the mutual current density distribution, is that the
model returns a higher maximum current density for ethylene than for methane, which is not in accor­
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dance with the experimental data. This is most likely due to a deviation in the input data compared to
reality, resulting from the changing slope behaviour displayed by methane. This effect will be visible in
the selectivity of the system as well, and is something to take into account when analysing the results
of the high pressure cascade model.

(a) Faradaic Efficiency plot originating from Kuhl et al.
[56].

(b) Modelled Current Efficiency (i.e. Faradaic Efficiency) plot.

Figure 4.11: Faradaic efficiency plots, showing the selectivity for a product for a specific potential.

To evaluate the accordance of the modelled results regarding the selectivity, the Faradaic Efficiency
(i.e. Current Efficiency) results are displayed in figure 4.11. This comparison shows the ethylene selec­
tivity to be overestimated at the expense of the methane selectivity, as was expected from the Tafel plot
results. Moreover, something else is going on; at low overpotentials the selectivity for formate dras­
tically increases in the modelled results (figure 4.11b). From reviewing figure 4.10, it becomes clear
this is due to the constant slope assumption for the hydrogen slope. Figure 4.10a shows the slope
to flatten in the range 𝐸 = −0.9 to 𝐸 = −0.6; this is not accounted for in the model. Inste, the partial
current density for hydrogen is simulated to decrease with the slope evaluated at 𝐸 = −1.2 to 𝐸 = −0.9.
Therefore, the simulated value in the 𝐸 = −0.9 to 𝐸 = −0.6 domain will be much lower than the actual
value. This effect persists in the Faradaic Efficiency plot, as only hydrogen and formate are active at
the low potential values (around 𝐸 = −0.7). Therefore, figure 4.11b misrepresents the behaviour in
this range. Instead of a selectivity spike for hydrogen, it displays a selectivity peak for formate around
𝐸 = −0.9 to 𝐸 = −0.6.

In the region from 𝐸 = −1.2 to 𝐸 = −0.9, the modelled Faradaic Efficiency results compare better to
the experimental results. Here the hydrogen, ethanol, ethylene, and methane FE values compare rel­
atively accurately to the experimental results, showing peaks at roughly the same potentials and with
comparable values (taking the methane/ethylene under/over­estimation in mind).

To conclude this validation, the modelled results are most accurate in the 𝐸 = −1.2 to 𝐸 = −0.9 range.
However, even in this range it shows some deviations from reality regarding the methane and ethylene
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distributions. Therefore, the Current Efficiency analysis for the high pressure cascade model can be
used to acquire insight in the possible product distributions under varying conditions, but these need
to be validated experimentally as there is a known level of uncertainty in these values.

4.5.3. Second reduction step COR

To compare the model’s results to the experimental results by Wang et al., the following input parame­
ters are adopted [120]:

Parameter Value
Pressure 1 atm
T 298.15 K
Electrolyte 0.1 M KOH
Potential range ­1.4 to ­0.6
Cell volume 8 𝑐𝑚3
Cell surface area 4.5 𝑐𝑚2

Table 4.5: Input data originating from the research by Wang et al.[120].

Note that in this version of the model the solubility of CO2 is set to zero, so only CO would be present
as reactant. In addition, the electrolyte for this research is different than the other studies, resulting in a
high system pH level of 13, instead of 6.8. Therefore, to clearly show the trends in the graphs, they will
be represented in – pH independent – SHE scale. To convert the SHE values to RHE values, equation
C.11 can be utilised. Furthermore, since the research by Wang et al. does not disclose the kinetic
information on the hydrogen evolution reaction, except for in the FE plot, this information is derived
from another similar research [59].

Figure 4.12 demonstrates the experimental and modelled Tafel plots for the CO reduction reactions
taking place in the model. Figure 4.12b shows the modelled results match the experimental results
rather accurately with respect to the maximum current density and potential range. The model does
predict the onset of mass transfer for the production of methane and acetate to be earlier compared to
the experimental results in figure 4.12a. However, it has a reasonably accurate fit with the experimental
results, taking into account the complexity of the system. The product distribution is evaluated to be
similar to figure 4.12a; therefore, the Faradaic Efficiencies are expected be a good match as well.

(a) Tafel plot originating from Wang et al. [120]. The blue trends
indicate the CO reduction reactions.

(b) Tafel plot returned by the model, compared to the
experimental results by [120].

Figure 4.12: Tafel plots, demonstrating the logarithmic partial current densities of the involved species against the applied po­
tential.

The Faradaic Efficiencies for the CO reduction on copper are represented in figure 4.13. Note that
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figure 4.13a is expressed in RHE scale, whereas figure 4.13b is expressed in SHE scale. To convert
between the two scales, equation C.11 can be utilised, which, at a pH of 13, leads to a divergence of ≈
0.77 V. This factor is approximately in accordance with the apparent difference between the potentials
accompanying the maxima of the curves in figure 4.13a and figure 4.13b. The peaks in the modelled
results, as was the case in the first reduction step, have shifted slightly in potential, compared to the
experimental results. This effect could result from a discrepancy in the mass transport properties in the
model, such as the diffusion coefficient values.

The graphs, however, do display very similar trends, even though the hydrogen evolution reaction
kinetics utilised in the model originates from a different study [59]. This could also explain why the
selectivity for hydrogen production is overestimated in the modelled results. As a result, the ethylene
selectivity is underestimated, compared to figure 4.13a. The selectivity for the other three products, on
the other hand, does compare well to the experimental results. This results in a rather accurate mod­
elled selectivity representation in terms of product distribution. However, these deviations from reality,
especially the overestimation for hydrogen, must be taken into account in the sequential analyses of
the high pressure cascade model in section 5.1.

(a) Faradaic Efficiency plot originating from Wang et al. [120]. (b) Modelled Current Efficiency (i.e. Faradaic Efficiency)
plot.

Figure 4.13: Faradaic efficiency plots, showing the selectivity for a product for a specific potential.

4.5.4. High pressure effects

To validate the modelled behaviour at higher pressures, trends shown in experimental studies regard­
ing high pressure experiments, will be compared with the modelled results. This will provide insight
into the expected behaviour under high pressure. The conditions in other high pressure research will
not explicitly match the input data utilised for the three modelled sections (first reduction step, CO2R in
second reduction step and COR in second reduction step). Therefore, their results will not be directly
compared in value to the modelled results, as this would not be a valid comparison. Instead, we will
look at the trends and displayed behaviour under pressure, and compare this to expected occurrences
in the modelled trends. As stated before, increasing the pressure will increase the solubility of the re­
actants, which will increase their mass transfer to the electrode surface. This effect will be represented
by an increase in partial current density for the desired products. Therefore, to indicate whether the
model captures this effect, Tafel plots are produced at different gas pressures.
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The pressure behaviour for the first reduction step, CO2 reduction on Ag to form CO, is demonstrated
in figure 4.14b. The trends of the modelled Tafel plots are compared with the trends shown in figure
4.14a. They distinctly show the increase in current density with increasing pressure, as anticipated.
Note that figure 4.14a displays the experimental results measured at an ln electrode, instead of an
Ag electrode. Therefore, the experimental data points, as shown in figure 4.14a, are not indicated in
figure 4.14b, as these cannot be compared. These results are only combined to show the correlation
in system response to the increasing pressure.

(a) Tafel plot from experimental results at In electrodes
by [115]. HCOOH at 5 atm (■), 40 atm (•) CO at 5 atm

(□), at 40 atm (∘).

(b) Modelled Tafel plot showing the kinetic response at
different CO2 pressures.

Figure 4.14: Comparison of the kinetic trends at different gas pressures.

The modelled results for the second reduction step, regarding the CO2 reduction reactions, demon­
strate the same behaviour under increasing pressures. Figure 4.15a; illustrates this as the current
densities are shown to increase with the applied pressure. As explained in section 2.1, applying high
pressures will increase the selectivity towards hydrocarbon products, as the HER is not affected by the
pressure. To validate if this effect is captured by the model as well, the Current Efficiency for hydrocar­
bons and hydrogen are plotted against the CO2 gas pressure. Figure 4.15b indicates this behaviour is
indeed captured by the model, as it shows the selectivity towards hydrogen to decrease with increasing
pressure.

To further validate the ability of the model to capture the effect of pressure, the pressure dependent
Tafel plots for the CO reduction reactions are compared to experimental data [120]. As explained in the
introduction section, research focusing on the relation between high pressures and CO reduction is yet
to be conducted. Therefore, to indicate the validity of the pressure dependent behaviour for the COR in
the second step, the effects of pressure on the kinetics in the range of 0.01­1 bar will be investigated.
Figure 4.16 indicates the behaviour of the modelled and experimental results to be similar in trend and
approximate maximum current density. The modelled results in figure 4.16d do deviate slightly from
the experimental results in the value for the maximum ethanol current density at low pressures of 0.001
bar. The most likely cause is the approximated solubility behaviour for CO, as this is modelled using
Henry’s law, which does not have the highest accuracy. Table 2.3 demonstrates the Henry’s coeffi­
cient is not actually constant; its value declines slightly with declining pressure. Hence, the solubility
behaviour at the low pressure region could be misrepresented, which could provide the explanation for
the deviation in the described behaviour in the low pressure region.
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(a) A Tafel plot, comparing the kinetic behaviour for the CO2 reduction on
Cu at 1 and 30 bar.

(b) Current Efficiency as a function of the
CO2 pressure for the different types of

products at E=­1.1 vs RHE.

Figure 4.15: Indication of the pressure behaviour for the CO2 reduction on Cu as returned by the model.

(a) Experimental plots demonstrating the effect of changing partial pressures on the Tafel plots for
different products. Derived from [120]

(b) Modelled Tafel plot showing the kinetic
response at different CO2 pressures.

(c) Modelled Tafel plot showing the kinetic
response at different CO2 pressures.

(d) Modelled Tafel plot showing the kinetic
response at different CO2 pressures.

Figure 4.16: Comparison of the modelled and experimental effects of pressure on the kinetics regarding COR on Cu electrodes.

Overall, the model’s response to pressure is aligns well with the trends in the available experimental
studies and the expected behaviour indicated by the theory section. The further validation of the high
pressure response for the model, is contingent up on the availability of future experimental research.
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4.6. Sensitivity and conversion analysis

To determine the magnitude of the effect of the adopted parameters on the modelled results, a sen­
sitivity analysis is carried out. In the previous sections, slightly deviating diffusion coefficients was
offered as possible explanation for the shift in mass transfer onset. The 2019 research by Soeteman
also investigated the response in their model to changing diffusion coefficient values, reporting a distin­
guishable effect on the production rates of the products [102]. To indicate the sensitivity of this model
on the diffusion constants, the maximum CO2 reduction rate will be analysed after varying the diffusion
coefficient values between 0.8 ­ 1.2 times the real value, in the first reduction step section.

Figure 4.17: Sensitivity analysis of the reduction rate of CO2 on Ag on the variation in diffusion coefficient values.

Figure 4.17 demonstrates a linear relation between the change in diffusion coefficient and the maxi­
mum reduction rate of CO2. This relation is foreseeable, looking at the Neumann boundary conditions
stated in section 4.4, where Fick’s second law of diffusion is equated to the sources/sinks (i.e. the
rates). Nonetheless, as anticipated in the previous sections, a slight deviation in the diffusion coef­
ficient has a large impact on the reduction rate, maximum current density and the selectivity profile.
Therefore, this explanation can, to a certain extent, effectively account for the deviations seen in the
validation sections above.

To assure the model converges, a maximum value for the spatial and time variable has to be selected.
To determine at what time and spatial variable the model has reached convergence, the following
analysis is carried out. Again the rates will be selected as the validation variable, while the 𝑥𝑒𝑛𝑑 and 𝑡𝑒𝑛𝑑
values will be varied until the modelled value for the rate does no longer change with the varying 𝑥𝑒𝑛𝑑
and 𝑡𝑒𝑛𝑑 values. This will provide the value for 𝑥𝑒𝑛𝑑 and 𝑡𝑒𝑛𝑑 for which the model reaches convergence.
As stated before in section 4.4.5, the accuracy and computation time for the model depend more
strongly on the 𝑥 variable compared to the 𝑡 variable. This is validated by figure 4.18, showing the
minimum required amount of 𝑡 and 𝑥 points for convergence. Note that both the first and second CO2
reduction step show a peak of the same magnitude before 20 spatial points, where the COR step
predicts constant rate values from the minimal onset value for 𝑥.
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(a) Convergence profile time variable. (b) Convergence profile spatial variable.

Figure 4.18: Showing the convergence profiles for the discritises and time variables.

4.7. Conclusion validity model

The validation of the first reduction step demonstrates that the model can predict the kinetics, salting­
out effect and the product selectivity very well, when the number of reactions taking place is low, along
with rather constant kinetic behaviour. The validation of the second step some noteworthy deviations,
as it proves to be hard to accurately simulate such a complicated system. The sections regarding
the second reduction step demonstrate that the quality of the input parameters has a large influence
on the accuracy of the modelled results. Figure 4.10a is lacking the required detail for a high quality
representation of the system for this modelling approach, whereas figure 4.12a is less complex, which
leads to more accurate modelling results. In addition, the assumption adopted in the modelling ap­
proach, regarding constant slope behaviour, has also demonstrated to lead to deviations in modelling
behaviour regarding complicated systems showing multiple changes in slopes for multiple products.
Consequently, the simulated CO2 reduction on copper contains some evaluation limitations, whereas
the CO reduction and the CO2 reduction in the first step do present accurate model results.

The kinetic parameters adopted from other sources than the validation researches [40] [56] [120], may
explain some of the slight deviations between the modelled results and the experimental data. This,
however, can be expected, as a model is a system based on consecutive approximations from reality.
Additionally, the goal of the model is to provide insight into a new research direction, to finding relations
between operating parameters and to determine the parameters for experimental research. Therefore,
small deviations from reality are acceptable, as these do not impact the ability of the system to reach
these goals.

Even though there is no experimental or modelled research available regarding the high pressure cas­
cade system, this validation provides valuable information regarding the performance of the model.
It shows the limitations of the model, but also shows which sections and reactions it can accurately
describe. This information is key in the analysis of the eventual results returned by the high pressure
cascademodel. It also indicates the need for experimental data for this research direction, emphasising
the need for the experimental set­up.
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Results & Discussion

5.1. Modelling results

This section will elaborate on the modelled results produced by the high pressure cascade model. An
analysis will be made regarding the demonstrated effects and the expected behaviour as predicted by
literature. Special focus will be applied to the investigation regarding the benefit of pressure on the
cascade system. Both technologies pose individual benefits regarding CO2 electrocatalysis, however,
their combined effect had not yet been researched. Therefore, the following section will indicate their
combined effects on the efficiency of the CO2 reduction reaction.

In addition, this section will provide a recommendation on the direction and nature of the experimental
follow­up study. By providing information on the relations with respect to the parameters and operating
conditions regarding the high pressure cascade system, the experimental work can be applied more ef­
fectively. These recommendations will eventually lead to an overall conclusion, regarding the potential
for this new system. This will be discussed in detail in the following chapter. It is important to note that
all the demonstrated results were generated based on the operating conditions from the experimental
set­up as proposed in chapter 3. This way the results can be accurately compared when conducting
further experimental research. Over the course of all simulations, the electrolyte concentration in the
model was kept constant at 0.1 M KHCO3 to simulate the operating conditions in the experimental
set­up.

This section will be divided into subsections, discussing the important system parameters contributing
to the overall efficiency of the system, the reaction rate, the selectivity and the onset potential.

5.1.1. Reaction rates

As discussed in the introduction section, the current density is a good measure for the reaction rate and,
therefore, for the efficiency of the system. It signifies the rate of charge transfer on the electrode area;
hence, the larger the current density, the higher the rate of reaction [127]. Therefore, a lot of research
has been dedicated to finding ways to increase the current density, while retaining a low applied po­
tential. Currently, the reaction rate has been identified as one of the most important factors governing
the efficiency of electrochemical CO2 reduction [107] [23]. It is limited by the following principles:

1. the low solubility characteristics of the main reactants (CO2 and CO) [98]

2. the competition for surface sites with the hydrogen evolution reaction [71]

3. the participation of CO2 in the electrolyte buffer reactions [14]

115
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Splitting up the overall reduction reaction in two sequential reduction steps, has shown it can increase
the transport of CO to the catalyst surface, resulting in an increased reaction rate [71]. As the cas­
cade commences with both CO2 and CO reduction in the second reduction step, the salting­out effect
stemming from the buffer reactions will be reduced, since CO does not take part in these chemical re­
actions. Another applied solution for increasing the reactant transport is the application of high system
pressures. This also increases the reactant solubility, while simultaneously suppressing the compe­
tition with the hydrogen evolution reaction, as this reaction is not affected by the pressure, since it is
not mass transfer limited. Based on these findings and the literature study conclusions, the high pres­
sure cascade set­up will, consequently, increase the reaction rates on these accounts. To test if these
phenomena do occur in the high pressure cascade model, the modelled results regarding these will be
investigated and analysed in this section.

As explained above, by operating in tandemwith two sequential reduction reactions, the CO solubility at
the Cu electrode can be increased, effectively bypassing its low solubility behaviour. Since CO reduc­
tion has a higher activity and selectivity for oxygenates [38], it is desirable to increase its participation
in the overall reaction. When the convective transport to the second reduction electrode is much larger
than the diffusion to the bulk section, the transport of the produced CO to the second electrode will
dominate. This will result in a higher local CO concentration reaching the Cu electrode, compared to
directly dissolving the CO. This effect is illustrated in figure 5.1a, where the CO concentration entering
the second reduction section is plotted against the CO concentration resulting from directly dissolving
CO gas in the electrolyte. This comparison was made at ambient pressures and temperatures. The
graph shows the increased concentration; however – as explained in section 4.3, ’Assumptions and
limitations’ – to model this effect, the assumption was made that all produced CO will reach the second
reduction section. For this to be accurate, the flow­rate will have to be very high; therefore, the model
is limited to describing systems adopting high flow­rates. This graph illustrates the positive effect the
cascade system can have on the CO solubility and, therefore, the reaction rate.

(a) Indication of the effect of operating with a cascade,
compared to without, on the local CO concentration for CO

reduction at Cu.

(b) Representation of the modelled effect of applied
pressure to the cascade system.

Figure 5.1: Analysis of the effects of a cascade system and pressure on the solubility of the reactants, CO and CO2.

To increase the reactant solubility even more, high pressures were applied to the cascade system. Fig­
ure 5.1b shows the CO2 solubility calculated as described in section 4.4.2 and the CO concentration
at the surface produced in the first reduction step. Both are positively affected by the applied pres­
sure, showing the applied pressure increases the effect of the cascade, as more CO is produced when
more CO2 can be converted in the first reduction step. In order to compare this with a situation with­
out the cascade, the graph also presents the standard pressure dependent solubility behaviour of CO,
modelled with Henry’s law. The figure indicates the combined effect of the cascade and that the high
pressure could result in a higher CO surface concentration than can be achieved by applying these
techniques separately. However, as explained, the accuracy of this figure depends on the flow­rate in
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the system. This can be taken as a preliminary indication of the positive effect of the combined system
on the reactant solubility and therefore the reaction rate. Figure 5.2 shows the effect of pressure on
the reduction rates in the cascade system. These are all shown to severely increase with the pressure,
indicating the potential benefits of the combined system regarding an increase in the reaction rate as
simulated by the model.

(a) CO2 reduction rates at 1 and 30 bar for
the first reduction step.

(b) CO reduction rates at 1 and 30 bar for
the second reduction step.

(c) CO2 reduction rates at 1 and 30 bar for
the second reduction step.

Figure 5.2: Comparison between the modelled reduction rates at low pressure (1 bar) and high pressure (30 bar).

(a) CO2 reduction rate for the first reduction
step.

(b) CO reduction rate for the second
reduction step.

(c) CO2 reduction rate for the second
reduction step.

Figure 5.3: The modelled reduction rates, illustrating the maximum reduction and the accompanying potential.

However, the solubility of the reactants is not the only factor directly influencing the reaction rates. The
hydrogen evolution reaction also has an impact on the reduction rates of CO2, as it can crowd and oc­
cupy the available sites at the catalyst surface. Additionally, it also increases the surface pH at higher
overpotentials, causing more mass transfer limitations, as the leftover CO2 will be pushed to participate
in the buffer reactions [71]. This effect also appears in the high pressure cascade set­up, as demon­
strated in figure 5.3. At sufficiently high potentials, the reaction products deplete, indicating onset of the
mass transfer limited zone. Figure 5.3 demonstrates this effect, which commences as the reduction
rate is no longer increasing. The same effect can be seen in the Tafel plots in figure 5.4, advancing in
the same potential region. The hydrogen evolution reaction, conversely, is not mass transfer limited,
therefore, even at the high potential range, OH− will continuously be produced. This will result in a high
local pH level, which drives the leftover CO2 to participate in the buffer reactions with the electrolyte
[14]. This effect is distinctly shown in figure 5.3, as the rates in figures 5.3a and 5.3c display a de­
cline after reaching their maximum value. This also explains the difference in the rate profiles between
figure 5.3b and figures 5.3a and 5.3c, as CO does not participate in the buffer reactions, resulting in
a constant profile after the peak. As a result, the CO reduction reactions, together with the hydrogen
evolution reactions, will determine the production profile at the higher potential range (E≈ ­1.5). This
effect is represented in figure 5.4b, where the CO reduction reactions are shown to participate at high
potentials while the CO2 reductions show a steep decline after E=­1.2, as a result of the high OH−
concentration at the surface. A more detailed discussion regarding this principle and its effects on the
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product selectivity will be represented in the next section.

(a) Tafel plot of the first reduction step.

(b) Tafel plot of the second reduction step.

Figure 5.4: Tafel plots, displaying the relation between the reaction rate (i.e the current density) and the applied potential.

To validate whether the decreasing slopes are a direct result of the increased salting­out effect, caused
by the high local OH− concentration, the surface pH profiles in the diffusion layer are presented in
figure 5.5. This figure shows the pH inside the diffusion layer increases with the applied potential, as
predicted. It also shows the pH values for the second reduction step are much higher – at lower poten­
tials – than for the first reduction step. This is consistent with the steep drop in figure 5.3c compared
to the shape of the curve in figure 5.3a. This is, therefore, taken as proof of the model’s capability of
describing the salting­out effect.

Consequently, the modelled results demonstrate, that applying high pressures to a cascade set­up will
increase the reaction rates, and therefore, the efficiency of the system.
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(a) pH profile in the diffusion layer of the first reduction step.
Here the distance is indicated to start from the diffusion layer

(0 m) to the electrode surface (5𝜇m).

(b) pH profile in the diffusion layer of the second reduction
step. Here the distance is indicated to start from the diffusion

layer (0 m) to the electrode surface (5𝜇m).

Figure 5.5: pH profiles in the diffusion layer, showing low pH values at low absolute potentials and high values at high absolute
potentials.

5.1.2. Product selectivity

Another main factor determining the system’s efficiency is the selectivity. Having a high selectivity for
a single product will reduce the need for complicated post­separation processes, while increasing the
overall system efficiency. As explained in the introduction section, an interesting product group to focus
on, are C2+ products. These are valuable and have a high energy density, which makes them very
interesting for energy storage and transport. At the moment, the only catalysts capable of producing
significant amounts of C2+ products are copper based [57] [119] [92]. Unfortunately, copper based
catalyst usually do not possess a high selectivity for a single product. Therefore, the challenge is to
tune the operating conditions, to maximally increase the selectivity for a single product. This research
focuses on producing a high selectivity towards C2+ products; so far we have seen that C1 and C2+
products have a different mechanistic reaction pathway (section 2.1.4). Consequently, their ratio can
be influenced by changing the operating conditions. Based on the principles found in the literature
study, the high pressure cascade could influence the selectivity by varying the following parameters:

1. the reactant type

2. the system pH

3. the system pressure

4. the applied potential

5. the competition with the HER

This section will be dedicated to evaluating these effects by analysing the modelled results. First of all,
the Current Efficiency will be evaluated against the applied potential and pressure, to gain insight in the
resulting selectivity. Literature has provided indications regarding changing kinetic behaviour for differ­
ent potentials. The effect of this has already been encountered in the shape of the changing Tafel slopes
for different potential regions. In addition, the pressure will increase the surface concentrations of the
reactants, resulting in an increased amount of CO* at the surface. The literature study has indicated the
C2+ products have a second order CO* dependence, whereas the C1 products only have a first order
dependence [60]; therefore, the increase in pressure may show a change in selectivity between C2+
and C1 products. In addition, the competition with the hydrogen evolution reaction for surface sites also
has an influence on the selectivity. Although when the pressure in the system is increased, the relative
effect on the product selectivity caused by competition with the HER will decrease, as the pressure
does not affect the H2O concentration. This will, therefore, result in a decrease of hydrogen selectivity
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and an increase for the selectivity for the other products. A last factor influencing the selectivity which
might occur in the high pressure cascade system, is the reactant type. From literature it is known, CO
reduction has a higher selectivity for oxygenates [38], therefore, the selectivity at a certain potential will
be influenced by the reduction reactions that are dominant in that section. Hence, analysing at what
potential and pressure regions the products originate from CO reduction or CO2 reduction, will provide
insight in how to instate more control on the selectivity.

(a) Current efficiency as a function of the potential
for the first reduction step at atmospheric pressure,

p=1 bar.

(b) Current efficiency as a function of the potential
for the second reduction step at atmospheric

pressure,
p=1 bar.

(c) Current efficiency as a function of the potential
for the first reduction step at high pressure,

p=30 bar.

(d) Current efficiency as a function of the potential
for the second reduction step at high pressure,

p=30 bar.

Figure 5.6: Comparison regarding the profiles for the Current Efficiency to the applied potential.

To determine the effect of the potential on the high pressure cascade system’s selectivity, in order to
determine which potential ranges are interesting to investigate further, a Current Efficiency plot against
the potential was produced. Figure 5.6 shows the results generated by the high pressure cascade
model. Here, figure 5.6a shows the current efficiency for CO production to be really high at poten­
tials below E=­1.4. From the validation section, however, we know that due to the assumptions made,
this representation has its limitations. First of all, the assumption was made that no formate would
be produced in the first reduction reaction. In reality, the Current Efficiency for the CO will not be a
100%. Also due to the deviating hydrogen Tafel­slope and the constant slope assumption as described
in section 4.3, the hydrogen Current Efficiency is underestimated at lower overpotentials (see: section
4.5). The same goes for the second reduction step, shown in figures 5.6b and 5.6d. Section 4.5 has
shown the deviating hydrogen slope to result in an underestimation of the hydrogen production and an
overestimation of formate production at low overpotentials. This effect is demonstrated in the graphs,
and should be taken into account during the analysis. Therefore, any further analysis will be done at
sufficiently high potential ranges, so this deviation is not expected to influence the results.
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To indicate if the competition for selectivity with the hydrogen evolution reaction will indeed decrease
with increasing pressure, figure 5.6d will be analysed in more detail. This figure demonstrates the selec­
tivity for hydrogen indeed decreases while the selectivity for the other products increase. This solidifies
the expectation regarding the hydrogen evolution reactions dependence on the pressure, showing its
Current Efficiency to decrease as a result.

Another interesting effect demonstrated by the graphs in figure 5.6 is the slight change in the figure
shape when increasing the pressure. This is especially noticeable in the ethylene plot. This could
indicate the ethylene produced originates from different sources (CO and CO2) which have different
optimal potentials for a high ethylene selectivity. It could also indicate the share of CO reduction and
CO2 reduction changes with the operating pressure. To study this effect, however, the contributions
from CO2 and CO reduction for the separate products must be investigated in more detail. This analy­
sis will be made below.

As intended, this figure provides valuable insight into the interesting potential regions to investigate
when aiming for a high C2+ selectivity. Based on this knowledge, the potentials E=­1.2, E=­1.3 and
E=­1.4 are selected to evaluate in more detail.

(a) Current Efficiency profile for the second
reduction as a function of the pressure, at

E=­1.2.

(b) Current Efficiency profile for the second
reduction as a function of the pressure, at

E=­1.3.

(c) Current Efficiency profile for the second
reduction as a function of the pressure, at

E=­1.4.

Figure 5.7: Comparison between the pressure Current Efficiency profiles and their relation with pressure at different potentials.

To acquire insight into the relation between the pressure and the selectivity, figure 5.7 was evaluated
in the high pressure cascade model. The figure demonstrates the Current Efficiencies against the
pressure at the three interesting potentials, selected based on figure 5.6. Interestingly, the product dis­
tribution is shown to change considerably with the applied potential. Additionally, the pressure is shown
to have a positive effect, decreasing the hydrogen contribution and increasing the formate, methane,
ethylene and ethanol selectivity. When reviewing the effect of pressure, it appears that the contribution
initially increases strongly, after which it flattens out. This is an interesting detail, as it provides an
estimate regarding the trade­off between applying extra pressure (i.e. energy) and its added benefit on
the product distribution for these operating conditions.

So far, the modelled results have shown indications of the effects of the pressure, potential and HER
competition to indeed affect the system’s selectivity. Another interesting parameter to investigate re­
garding this effect, is the dependence on the reactant. First of all, because of the cascade electrode
set­up, the generated products will originate from both CO and CO2 reduction. To indicate the origin of
a generated product, Gurudayal et al. compare the oxygenates to ethylene ratio, as CO2 is known to
produce a lot of ethylene compared to CO [38]. Conversely, for this research, the model was structured
to separately model CO and CO2 reduction on copper. Therefore, it becomes possible to examine the
share of a specific reactant for the production of a single product at specific potentials and pressures.
The resulting analysis for the high pressure cascade system is shown in figure 5.8.
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(a) The CO reduction rates are shown in red and the CO2
reduction rates are shown in black.

p=1 bar.

(b) The CO reduction rates are shown in red and the CO2
reduction rates are shown in black.

p=30 bar.

Figure 5.8: Formation rates for products originating from CO and CO2 reduction shown separately, at p=1 and p=30 bar.

This figure corroborates the theory posed in the previous section, regarding the CO reduction reactions
being active in the region where the CO2 is inhibited by the salting­out effects. The figure distinctly
shows the CO reduction reactions to partake at higher overpotentials compared to the CO2 reduction
reactions. Especially the production of methane from CO is evaluated to have a really high onset poten­
tial. This is consistent with the findings in literature, showing increased rates for CH4 production at high
overpotentials and high pH levels [120] [59]. This behaviour is described to originate from the increase
of available H* at the surface, as CH4 production is believed to result from a Lagmuir­Hinshelwood
(LH) surface mechanism, requiring a reaction between a surface bound species and a surface bound
H* (see section 2.1.4 for a more detailed description) [96]. Therefore, at high overpotentials mainly CH4
will be produced, as its production rates only have a first order dependence on the reactant surface
concentration, making them less dependent on the mass transfer limitations. Additionally, at high pH
levels, the H* coverage will be increased, which has shown to also increase the CH4 reaction kinetics
[59].

Therefore, the formation rate behaviour, as shown in figure 5.8, indicates the model accurately de­
scribes these effects taking place in the high pressure cascade set­up. However, before accepting
this, it is interesting to analyse how the model is structured, to determine to what extent the model is
capable of incorporating this behaviour. The pH dependent behaviour, for example, is incorporated in
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the model by including the OH− concentration in the transport equations. The kinetics are derived from
experimental data evaluated at set operating conditions. These operating conditions are, therefore,
assumed to be constant even for changing system pressures. Therefore, it is interesting to discuss
to what extent the model actually captures this complicated surface mechanism behaviour. The pH
effects on the reactions are incorporated in the model by including the local amount of OH− in the
transport equations. Therefore, the decrease in C* at the electrode surface at high overpotentials
would be represented in the model. The changing selectivity based on the applied potential and pH is
also partially incorporated, as the reduction reactions for CO and CO2 reduction are modelled sepa­
rately. Assuming the evaluated CO and CO2 kinetic behaviour accurately captures the accompanying
surface mechanism behaviour, the effect of the surface mechanisms for changing operating conditions
(pH and potential) is partially included in the model, as the share of CO and CO2 reduction is allowed
to vary. Therefore, these effects will essentially capture the principles described in literature. This
would not have been the case if the model’s kinetic behaviour was based on the experimental results
regarding a cascade system, as the decoupled effects of the share of CO and CO2 reduction would
be more complicated to capture and analyse. However, the extent to which the high pressure cascade
model accurately describes this effect has to be evaluated with the experimental set­up, as the reaction
kinetics of some species present really complex behaviour, which is hard to capture in the model. An
example of this would be the changing pH dependence of the CH4 kinetics, which have been indicated
to change with pressure [59].

Another insight gained from analysing figure 5.8, is the knowledge on the contribution of CO and CO2
reduction in a certain potential section. This makes it possible to further analyse the Current Efficiency
potential graphs shown in figure 5.6 and determine the dominant reactant type contributing to the for­
mation of specific products. With this knowledge, even more control can be instated on the selectivity of
the system, as it was shown that both reactants respond differently to operating conditions. To put this
information into practice, the C2+/C1 product ratio was determined at different potentials in the cascade
set­up at ambient conditions; the results are displayed in figure 5.9a.

(a) p=1 bar (b) p=30 bar

Figure 5.9: A comparison of the different C2+, C2 and hydrogen distributions for three different potentials, evaluated at two
different pressures.

These results show that for the investigated potential range, the potential with the highest selectivity
towards C2+ products is E=­1.1 vs. Ag/AgCl. This result can be expected when reviewing figure 5.6b,
as at higher potentials the share of produced hydrogen starts to increase, while at lower potentials the
formate production is overestimated on the account of the hydrogen evolution reaction (as explained
in section 4.5. To investigate the effect of pressure on this optimal onset potential for high C2+ product
generation, figure 5.9b was evaluated at a pressure of 30 bar, for the same potentials. The graph
demonstrates the selectivity for C2+ products massively increases at high pressures. This result can
be expected after reviewing figure 5.6d, as this illustrates the hydrogen selectivity to be suppressed in
this region as a result of the high pressure. Most interesting, when comparing figures 5.9a and 5.9b, is
that the optimal onset potential for a high C2+ product selectivity at high pressure, still presents around
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E=­1.2 and E=­1.1 vs. Ag/AgCl. At higher potentials the hydrogen evolution reaction starts to dominate
again, as predicted by figure 5.6d. This indicates, this region is an interesting topic for future investi­
gation, regardless of the pressure in the system.

This section has shown there are a lot of factors incorporated in the high pressure cascade set­up which
affect the selectivity of the system. Therefore, the information generated by the model is especially use­
ful for interpreting the complex selectivity behaviour. By showing the contribution of the reactants to
the product formation, considerable insight is created in the mechanisms taking place in the model and
their dependence on system parameters. With this knowledge an adequate comparison with the theory
describing the systems could be made, which further validates the model behaviour. These identified
potential and pressure ranges will make a good starting point for further research aimed at optimising
for a C2+ selectivity.

5.1.3. Onset potential

The onset potential of the system is a value regarding the required applied potential for a reduction
reaction, and is directly related to the overpotential. Therefore, it represents a measure of the system
efficiency. An efficient system will have a current density as high as possible for an as low as possible
onset potential. So far literature has provided an indication that the onset potential for the cascade high
pressure system could be affected by:

• The reactant type

Literature research regarding the onset potentials for tandem electrode configurations has shown that
by applying a tandem catalyst, the onset potential of the system decreases, as demonstrated in figure
5.10. This effect has been investigated in the study regarding a tandem Au­Cu catalyst at ambient
conditions by Morales­Guio et al., [71]. In this research they claim the tandem set­up has a 100 times
higher product selectivity for C­C coupled products, while simultaneously showing that the onset poten­
tial for the reduction rates drops when applying a tandem electrode compared to normal reduction on
Cu surfaces. The decrease in onset potential is proposed to originate from the share of CO reduction
in the tandem system, instated by the sequential reduction steps. CO supposedly has a higher activ­
ity at lower overpotentials compared to CO2 reduction, therefore, decreasing the overall onset potential.

Figure 5.10: Comparison of the changing onset potentials when operating with a tandem electrode instead of direct CO2 reduction
on a Cu catalyst. Derived from [71].

This development could also be present in the high pressure cascade set­up. However, the research
reporting significantly lower onset potentials for CO reduction reactions, evaluate its conditions at a high
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pH level [119] [120] [59]. As stated before, a high pH will result in low overpotentials and a high selec­
tivity for oxygenates. Therefore, in the high pressure cascade system, which operates at a system pH
of around 6.8 (even lower after saturating with CO2 at high pressures), this effect will be less defined.
Wang et al. investigate the onset potential ranges for CO reduction in 0.1 KOH and the CO2 reduction
in 0.1 KHCO3 [120]. In this research it is shown that the recorded initial shift in onset potential can be
explained by the difference in pH. They continue to demonstrate that CO and CO2 reduction operate
in the same potential range (excluding acetate), when plotted independent of pH. This indicates the
reported effect in onset potential shift for a cascade or tandem electrode, could be mainly the result of
the high system pH. This is in accordance with the evaluated Tafel plot produced by the high pressure
cascade model, shown in figure 5.4b. Here the CO reduction reactions are shown to have similar onset
potentials to the CO2 reduction reactions.

Therefore, from evaluating the modelled results, in combination with the collected data from other re­
search, there is no reason to assume a large change in onset potential as a direct effect of the high
pressure cascade system. To determine what onset potential ranges are interesting for a high selec­
tivity for C2+ products, figure 5.9 can be reviewed.

This chapter was dedicated to investigating the effects of pressure on the cascade system. As men­
tioned in the introduction section, the combination of both high pressures and the cascade system is
essential, as systems separately – although showing promising results – are not sufficiently efficient to
be commercially interesting. Therefore, the preceding chapter has focused on indicating the combined
effect of both technologies. Section 5.1.1 has demonstrated the reaction rate can be enhanced as
the result of the combined effect of the cascade and the high pressure on the solubilities of the reac­
tants. Section 5.1.2 subsequently shows a number of different ways to increase the selectivity for a
single product, for which the effects are largely incorporated in the model. These consist of tuning the
conditions for a specific reactant type which shows the desired behaviour (as displayed in figure 5.8).
Additionally, the model demonstrates that the selectivity for this system can be tuned by applying a
certain pH level, pressure or potential, eventually evaluating an optimal range for selectively producing
C2+ products. Consequently, the model results imply the overall system efficiency largely benefits from
the combination of high pressure and cascade operation.





6
Conclusion & Recommendations

6.1. Conclusion

At the start of this research, the conducted literature study has indicated that within the electricity driven
conversion methods, electrocatalysis is the closest to commercialisation. However, in order to achieve
this, the system efficiency needs to be increased in terms of reaction rate, onset potential and selectivity.

This research was based on the premise that a combination of a cascade electrode system and high
operating pressures, can effectively increase the efficiency of these three aspects. The main objective
for this research was, therefore, to answer the following main research question.

How can high pressure influence the efficiency (reaction rate, selectivity and onset potential)
towards 𝐶2+ products in a cascade system?

This was approached by first identifying the possible effects of the combined system, based on pub­
lished information in literature regarding these separate technologies and extrapolating this knowledge
to fit the combined system. This was executed in order to determine the structure and allowable as­
sumptions for the mathematical model, in order to accurately describe the main effects of the system
as proposed by literature. Afterwards, the modelled results were evaluated and analysed based on
these same principles. This resulted in a definite overview regarding the interesting phenomena taking
place in the high pressure cascade system, and their relation to the operating conditions. After indi­
cating the potential for this new combined system with the newfound modelled results and insights, it
can be validated further by means of experimental research, as this study also includes a design study,
resulting in a intricate preliminary design for a high pressure cascade reactor. The novel reactor set­up
and the insights gained regarding this new system, combine all the conditions necessary to enable a
further detailed study into this promising new research direction.

To identify the most important research conclusions, the following section will provide concluding state­
ments regarding the predetermined research questions.

What is the effect of pressure on each individual electrochemical step (CO2 to CO and CO to C2+
products)?

In order to determine the effects of pressure on the cascade electrode system, both reduction steps
were evaluated separately. Evaluating this by use of the model, shows that the pressure drastically
increases the CO2 solubility. This high reactant concentration at the first electrode, results in a high CO
production. At sufficient flow­rates or small mutual catalyst distances, this leads to a non equilibrium
state of dissolved CO close to the electrode surfaces. This creates a high reactant concentration, con­
sisting of the produced CO and leftover CO2 at the second sequential electrode surface, which results
in an increased reaction rate and selectivity for C2+ products for the second reduction step. The model

127
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indicates that the CO solubility, which is generally really low, will benefit more from the combined sys­
tem, than from both technologies separately.

How can the selectivity towards specific C2+ products be controlled by regulating the CO2/CO ratio in
the feed of the high pressure cascade reactor?

To provide an indication of the operating conditions which will ensure a high selectivity for C2+ products,
the effects of the influence of CO and CO2 reductions on the product distribution were investigated by
use of the model. As the structuring of the model allows for the separate evaluation for the CO and CO2
reductions, this effect and its consequences and relations can be presented distinctively. This shows
that the CO reduction reaction remains active at higher overpotential levels, when the CO2 reduction
reactions suffer from reactant depleting due to the buffer reactions taking place in the electrolyte. At
this potential, CO is shown to mainly produce methane, as the surface conditions (low amount of CO*
and a high amount of H*) favour the methane production. This analysis, along with other produced
results showing the selectivity of the system as a function of different operating conditions, has aided
in providing a detailed understanding of the selectivity behaviour in the high pressure cascade sys­
tem. To indicate relevant operating conditions for in­depth experimental research for the creation of
data regarding a high selectivity for C2+ products, an analysis regarding the optimal applied potential
was carried out. This way this potential region was identified to be in­between the low overpotential
region, where generally formate and hydrogen production dominate, and the high overpotential region,
where the (not mass transport limited) hydrogen production dominates. This section was identified
to be around E=­1.2 vs. Ag/AgCl. Interestingly this range does not drastically change with pressure,
which leads to the conclusion that the potential for optimal C2+ products selectivity and high reduction
rates, was evaluated to be around E=­1.2 vs. Ag/AgCl for the high pressure cascade combination. In
experimental research, control on the CO and CO2 ratio can be instated by tuning the flow­rate and
electrode sizes to match the conditions predicted by the model, in order to create even more optimal
configurations. However, as a consequence of the assumption made regarding the transport between
the first and second electrode, this effect cannot be simulated by the model at this moment in time.

How do the modelled results regarding the high pressure cascade electrochemical reduction relate to
the literature and the experimental results?

To determine the accuracy of the high pressure cascade model and to indicate its reliability, the model
was validated with experimental results. As no experiments had been conducted yet regarding the
combination of the increased pressures and the cascade system, the model could not directly be ver­
ified by way of experimental data. Therefore, the three separate reduction reactions were modelled
as separate systems, and evaluated with separate experimental research describing these systems.
To make and estimation of the accuracy of the model, the the operating conditions of the papers were
added to the model; this way, an exact match between the modelled and experimental results will in­
dicate the validity of the modelled results. This analysis has demonstrated the model’s approach and
adopted assumptions do indeed result in accurate representations of reality for straightforward systems
with comprehensible high quality kinetic data. In rather complex processes, deviations from the exper­
imental results do occur. For example the data regarding the reduction of CO2 on copper, which has
proven to be difficult to model, as the system is complex, fast changing and the provided kinetic data
does not present a high enough quality (amount of data points). This results in a deviation from the
experimental results in some sections of the process (mainly low overpotentials). Therefore, the model
is, for now, limited to investigating outside of these identified regions. This underlines the demand for
good experimental studies regarding this subject and therefore the need for the novel high pressure
cascade reactor.

How to design an adaptable electrochemical cell capable of safely executing multiple experiments with
the option for high pressures and cascade electrocatalysis?

In order to produce more relevant results regarding this new technology combination, a design for a
new reactor design was researched and developed. The design process was based on determining
the required system criteria, which formed the basis for the design. Hereafter, based on the desired
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operating conditions, a set of design parameters was defined, in order to verify the proper operation of
the designed system. Based on these conditions, a design was developed where both cathodes are
placed in a flexible holder and fitted into the reaction chamber, so the electrodes will be located closely
to the flow, in order to increase the conversion properties. Apart from that, the cathodes had to be
electrically connected separately, so they can be controlled separately. This was realised by a combi­
nation of small bolts and nuts connecting the electrode surfaces to mechanically engineered rods, to
which an electrical source can be attached. One of the design considerations is to make the design as
simple and adaptable as possible; this was realised by using as many readily available parts as possi­
ble. Eventually the body was machined by the author at the university workshop, to save valuable time.
However, advanced 3D printing companies could be considered as an alternative solution. The reactor
design was validated by a series of experimental tests, conducted in the laboratory at the university.
These tests indicated the reactor can operate at pressures up to 35 bar, is easy to construct/adopt and
the separate electrical connections have shown to work without issue. Therefore, the resulting design
is deemed suitable for a multitude of high pressure cascade experiments.

Overall, the developed model and reactor design, have both led to promising results regarding the new
high pressure cascade system. Combining these technologies in this research has proven relevant,
as the model provides essential insights required for experimental research. In addition, the designed
reactor can validate the model, while also providing relevant input data to improve its accuracy in the
future. The combination of both technologies will aid in the interpretation of results, as a model is a
means to connect physical occurrences taking place to the known theoretical concepts.

Consequently, this research indicates the combined benefits on the system efficiency in terms of re­
action rate, selectivity and onset potential regarding the production of C2+ products of the applied
pressure to the cascade system. The mathematical model in this research shows the high potential for
this technology. Simultaneously, this research has provides the means to continue the research in this
promising new direction, by the creation of the reactor design. This way, it contributes to the overall
objective for the commercialisation of electrocatalysis.

6.2. Recommendations

6.2.1. General

As described in the introduction section, the other possible research directions for increasing the sys­
tem efficiency entail, for example, catalyst development. Since a lot of research is already dedicated
to finding better catalysts and electrode surface structures, for this research it was decided to place the
focus on tuning the operating conditions in order to increase the overall system efficiency, rather than
instigating catalyst types. Therefore, the proposed system in this research applies normal planar Ag
and Cu electrodes. However, the advantages of deploying better catalysts or more efficient electrode
configurations, could also increase the properties of the high pressure cascade system. After the full
experimental quantification of the effects of the high pressure cascade system, additional research can
be directed at combining the system with other ways for increasing the efficiency, such as better cata­
lysts or GDEs.

6.2.2. The model

As explained in the ’Assumptions and limitations’ section, the diffusion layer length is assumed to be
constant with operating conditions in this research. In reality, this is not the case, as it is affected by
bubbles and operating conditions in the cell. Therefore, to provide a more accurate representation, the
diffusion layer thickness needs to be determined as a function of the operating parameters, so it can
vary with the current density. In addition, to include the effect of bubbles, Burdyny et al. propose to use
the following formula, which describes the thickness of the diffusion layer in a 1­D planar system [18]:
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𝛿i =
𝐷i
𝑘m

(6.1)

Here, 𝐷𝑖 denotes the diffusion coefficient and 𝑘𝑚 the mass transfer coefficient. In our case the mass
transfer is largely determined by convection. Burdyny et al. propose to also include the momentum
induced by the gas bubbles at the surface. This results in the following expression for 𝑘𝑚, where the
convective contribution is approximated with a relation between dimensionless numbers describing the
different flow contributions, as represented in equation 6.3.

𝑘m = 𝑘conv + 𝑘bubble (6.2)

𝑘conv =
𝑆ℎ𝐷i
𝐿 = 0.664𝐷i

𝐿 Re0.5𝐿 𝑆𝑐0.333 (6.3)

Applying this relation in the model, might result in a more accurate representation of the diffusion layer
length.

To investigate the effect of the sequential electrode position, as opposed to a tandem system, for the
modelling it is assumed the flow rate in the system is high enough for the convective term to domi­
nate over the diffusion term. This effectively means the assumption is made there is no gap between
the electrodes. This also imposes a limitation regarding the investigation of the effect of changing the
electrode distance. Rather than assuming a zero gap, the model could be improved by modelling the
transport in the gap section. Section 4.3 described the development of the flow profile at the reactor
wall, and the diffusion layer section. An iterating approach would be to model the transport in the gap
section, for example, based on the flow profile shown in figure 4.3c. Modelling the effect this way would
allow for analysing the effect of controlling the electrode distance.

One of the most impactfull simplifications made in the modelling regards the assumption for constant
Tafel slopes. This has resulted in a lot of deviations in the modelling results in the lower overpotential
region. A proposed solution for this problem could be to add all the different slope data to the model,
and call the slopes per overpotential section. However, in this case the assumption is made that the
change in slope is not dependent on the system or the operating conditions. In reality, this would also
provide questionable results. In addition, the previous section has described the slope behaviour for
CH4 is not only potential dependent, it is also pH dependent. Besides, the slope’s dependence on the
pressure of the reactant (CO) also depends on the pH in the system. Therefore, this slope behaviour
becomes too complicated to accurately describe, as this will result in many different pH and potential
dependent slope values, for which not even all data will be available, as the CO reduction becomes
too mass transfer limited for measurements at low pH. Therefore, the author recommends to add the
changing Tafel slopes for the hydrogen evolution reaction, as this has a large impact on the system’s
selectivity profile at low overpotentials. For the methane slope (and possibly the slope of other desired
new products), the best course is to take an average and evaluate how and where this assumption
has a large impact on the system, as was done in section 4.5. With this knowledge, valid analysis of
modelled results can still be provided.

Section 4.3 describes all the required assumptions and simplifications made to find a simplified equa­
tion, which can be utilised to describe the system kinetics. One of these simplifications regards the
assumption that the kinetic behaviour does not change with pressure, even though section 4.3 has
shown this is not accurate. Thus far, to the best of the author’s knowledge, literature has not yet pro­
vided a more accurate way of describing the kinetics in such a system. However, as it is known this
relation will not describe the system as well at different pressures, one might consider approximating
𝑘𝑎𝑝𝑝 values in different pressure ranges, to supplement this deviating behaviour.

The literature study has provided a detailed description regarding the solubility behaviours for CO2 and
CO. However, the CO solubility data and its effect on the CO2 (and other products) was not adopted
in this version of the model. It would be interesting to investigate the dissolving effects presenting as a
consequence of the changing partial pressures in the system, as described in section 2.1.4. To model
this effect, the equation by Dufek et al. can be applied [28]. The required information to solve this
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relation is already available in the present model. An interesting analysis would involve the magnitude
of this dissolving effect, in addition to its effect on the inflow ratio of CO to CO2 entering the second
reduction step. With this analysis a decision can be made regarding the effect of the assumption to
keep the solubilities at 100% independent of the partial pressures.

6.2.3. The design

As explained in chapter 3, the accuracy of the research results depends on the performance (resis­
tance) of the reference electrode. Figure 3.10 has shown the reference electrode applied is not high
pressure resistant, as its resistance has been shown to increase after experiments. However, at present
there are no suitable high pressure resistant alternative reference electrodes available. Hopefully in the
near future this will change, as this could increase the stability in the reference electrode and therefore
the future experimental research results.





A
Theory

A.1. Equilibrium and reaction rate constants
As described in the Theory chapter (section ’Kinetics’), there are different methods to approach the
equilibrium (𝐾) and reaction rate constants (𝑘). The following section will elaborate on how these val­
ues were determined for the reactions taking place in the 2019 study by Soeteman, as this study was
used as a basis for the first step of the model in this research [102].

Constant Equation (T,p) or constant value Source

𝑃𝐾1, 𝐾1

ln(𝐾) = 𝑎1 + 𝑎2 ∗ 𝑇 + 𝑎3/𝑇 + 𝑎4/𝑇2 + 𝑎5 ∗ log(𝑇)+
(𝑎6/𝑇 + 𝑎7/𝑇2 + 𝑎8/𝑇 ∗ log(𝑇)) ∗ (𝑝 − 𝑝𝑠)+
(𝑎9/𝑇 + 𝑎10/𝑇2 + 𝑎11/𝑇 ∗ log(𝑇) ∗ (𝑝 − 𝑝𝑠)

2)

𝐾1 = 𝑒𝑃𝐾1

[58]

𝑃𝐾2, 𝐾2

ln(𝐾) = 𝑎1 + 𝑎2 ∗ 𝑇 + 𝑎3/𝑇 + 𝑎4/𝑇2 + 𝑎5 ∗ log(𝑇)+
(𝑎6/𝑇 + 𝑎7/𝑇2 + 𝑎8/𝑇 ∗ log(𝑇)) ∗ (𝑝 − 𝑝𝑠)+
(𝑎9/𝑇 + 𝑎10/𝑇2 + 𝑎11/𝑇 ∗ log(𝑇) ∗ (𝑝 − 𝑝𝑠)

2)

𝐾2 = 𝑒𝑃𝐾2

[58]

𝑃𝐾𝑤 , 𝐾𝑤

𝑃𝐾𝑤 = log𝐾𝑤 = 𝐴 + 𝐵/𝑇 + 𝐶/𝑇2 + 𝐷/𝑇3+
(𝐸 + 𝐹/𝑇 + 𝐺/𝑇2) log𝜌𝑤

𝐾𝑤 = 𝑒𝑃𝐾𝑤
[67]

𝐾3 𝐾1/𝐾𝑤 ­
𝐾4 𝐾2/𝐾𝑤 ­
𝑘1𝑓 ln 𝑘 = 𝐴 + 𝐵𝑆0.5 + 𝐷/𝑇 + 𝐸 ln𝑇 [50]
𝑘1𝑟 𝐾1𝑓/𝐾1 ­
𝑘2𝑓 value: 5.0 ∗ 1010 Kg mol−1𝑠−1 [97]
𝑘2𝑟 𝑘1𝑓/𝐾1 ­
𝑘3𝑓 𝑘3𝑓 = 𝐴𝑒−𝐸𝐴/𝑅𝑇 [91]
𝑘3𝑟 𝑘𝑓3/𝐾3 ­
𝑘4𝑓 value: 6.0 ∗ 109 𝐾𝑔𝑚𝑜𝑙−1𝑠−1 [30],[97]
𝑘4𝑟 𝑘4𝑓/𝐾4 ­

Table A.1: Equations used in the 2019 study bij Soeteman for the calculation of the required equilibrium and rate constants [102].

The parameters used in the different equations can be found in the tables below. The corresponding
sources are indicated in the captions below the table.
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For the calculation of 𝑃𝐾1 and 𝑃𝐾2 the following parameters can be used:

Parameter Values for: ln 𝐾1 Values for: ln 𝐾2
a1 233.5159304 −151.1815202
a2 0.0 −0.088695577
a3 −11974.38348 −1362.259146
a4 0.0 0.0
a5 −36.50633536 27.79798156
a6 −450.8004597 −295.1448102
a7 21313.18848 13890.15354
a8 67.14256299 44.19625804
a9 83.93915212 32.19993525
a10 −4015.441404 −1644.471261
a11 −12.40187350 −4.736672395

Table A.2: Parameters derived from [58].

For the calculation of 𝑃𝐾𝑤 the following parameters can be used:

Parameter Value
A −4.098
B −3245.2 𝐾
C 2.2362𝑋105 𝐾2
D −3.981 ∗ 107 𝐾3
E 13.957
F −1262.3 𝐾
G 8.5641 ∗ 105 𝐾2

Table A.3: Parameters derived from [67].

For the calculation of 𝑘1𝑓 the following parameters can be used:

Parameter Value
A 1246.98
B 0
D −6.19 ∗ 104
E ­ 183.0

Table A.4: Parameters derived from [50].

For the calculation of 𝑘3𝑓 the following parameters can be used:

Parameter Value
A 4.2 ∗ 1013 𝐿/(𝑚𝑜𝑙 ∗ 𝑠)
𝐸𝐴 55.439 𝑘𝐽/𝑚𝑜𝑙
R 8.314 𝐽/(𝐾 ∗ 𝑚𝑜𝑙)

Table A.5: Parameters derived from [90].
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nr. Reaction dE/dT [∗10−3𝑉/𝐾] Source
1 𝐶𝑂2(𝑎𝑞) + 𝐻2𝑂(𝑙) + 2𝑒− <=> 𝐶𝑂(𝑔) + 2𝑂𝐻− ­0.3977 [15]
2 𝐶𝑂 + 5𝐻2𝑂 + 6𝑒− <=> 𝐶𝐻4(𝑔) + 6𝑂𝐻− ­0.7327 𝑑𝐸

𝑑𝑇 =
Δ𝑆
𝑛𝐹

3 2𝐶𝑂 + 6𝐻2𝑂 + 8𝑒− <=> 𝐶2𝐻4(𝑔) + 8𝑂𝐻− ­0.8815 𝑑𝐸
𝑑𝑇 =

Δ𝑆
𝑛𝐹

4 2𝐶𝑂 + 4𝐻2𝑂 + 4𝑒− <=> 𝐶𝐻3𝐶𝑂𝑂−(𝑎𝑞) + 4𝑂𝐻− ­1.4429 𝑑𝐸
𝑑𝑇 =

Δ𝑆
𝑛𝐹

5 2𝐶𝑂 + 7𝐻20 + 8𝑒− <=> 𝐶2𝐻5𝑂𝐻(𝑎𝑞) + 8𝑂𝐻− ­0.1682 𝑑𝐸
𝑑𝑇 =

Δ𝑆
𝑛𝐹

6 𝐶𝑂2 + 6𝐻2𝑂 + 8𝑒− <=> 𝐶𝐻4(𝑙) + 𝑂𝐻− ­0.5311 [15]
7 2𝐶𝑂2 + 8𝐻2𝑂 + 12𝑒− <=> 𝐶2𝐻4(𝑔) + 12𝑂𝐻− ­0.7728 𝑑𝐸

𝑑𝑇 =
Δ𝑆
𝑛𝐹

8 𝐶𝑂2 + 𝐻2𝑂 + 2𝑒− <=> 𝐻𝐶𝑂𝑂−(𝑎𝑞) + 12𝑂𝐻− ­0.4400 𝑑𝐸
𝑑𝑇 =

Δ𝑆
𝑛𝐹

9 2𝐶𝑂2 + 9𝐻2𝑂 + 12𝑒− <=> 𝐶2𝐻5𝑂𝐻 + 12𝑂𝐻− ­0.8834 𝑑𝐸
𝑑𝑇 =

Δ𝑆
𝑛𝐹

HER 2𝐻2𝑂 + 2𝑒− <=> 𝐻2(𝑔) + 2𝑂𝐻− ­0.8360 [15]

Table A.6: The temperature coefficient values utilised in the model and their origin.
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B.1. Illustrations of the design
The illustrations of the mechanical clamp (heavy pressure rod pusher 6842) and the correction bolt as
used in the 2020 high pressure design are shown below.

Figure B.1: An illustration of the clamp pressurising the reactor stack. Derived from: [123].

Figure B.2: An illustration of the correction bolt pressurising the reactor stack. Derived from: [123].

A preview showcasing the shape and measurements of the female fittings utilised in the reactor design.
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Figure B.3: An illustration of the female fittings used to connect the tubing to the reactor stack. Derived from: [123].

Figure B.4: An illustration of the design being built up with the longitudinal placement bolts.

The following images show the adapted reactor design for the new BASI reference electrode and the
reference electrode itself.

Figure B.5: The 3D printed cathode reaction chamber part, to fit the new BASI reference electrode.
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(a) The construction drawing from the adapted cathode reaction chamber for the
new BASI reference electrode

(b) BASI reference
electrode
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B.2. Strength calculations in MATLAB
Listing B.1: Strength calculations

1 c l e a r a l l
2 c l o s e a l l
3
4
5 %% Parameters :
6
7 F = 4000 ; %N
8 b = 0 .015/2 ; %m
9 a = 0.02−b ; %m
10 h = 0 . 0 0 3 ; %m
11 v = 0 . 3 9 ; %Poisson r a t i o
12 f a c t o r = a/b ;
13 k = 0.105+(( f a c to r −1.25) /(1 .5 −1.25) ) ∗(0 .259 −0.105) ;
14 k1 = 0.00199+(( f a c to r −1.25) /(1 .5 −1.25) ) ∗(0.0139 −0.00199) ;
15 E_p = 3850∗10^6; %Pa , young ' s modulus PEEK
16 E_s = 215∗10^9; %Pa , young ' s modulus s t e e l
17
18 Pi = 100∗10^5; %Pa
19 Po = 1∗10^5; %Pa
20 Pc = F/( p i ∗0 .02^2) ; %N/m^2 Pressue a x i a l from clamp
21 r i = 0 . 0 0 7 5 ; %m
22 ro = 0 . 0 2 ; %m
23 r = r i : 0 . 0 0 0 1 : ro ; %m, rad iu s
24 q = F/( Pi ∗0.02^2− Pi∗b^2) ; %N/m^2 , load
25 Sig_y = 65∗10^6; %Pa , minimal y i e l d s t r ength PEEK
26
27 %% S t r e s s o r i g i n a t i n g from clamp f o r c e :
28
29 w_max = k1∗q∗a ^4/(E_p∗h^3) ; %m
30 Sig_max = k∗q∗a ^2/(h^2) ; %Pa
31
32 %% S t r e s s i n s i d e the r e a c t i o n chamber :
33
34 Sig_z = ( Pi∗ r i ^2−Pc∗ ro ^2) /( ro^2− r i ^2) ; %Pa
35 Sig_r = ( Pi∗ r i ^2−Po∗ ro ^2) /( ro^2− r i ^2) −((Pi−Po) ∗( r i ^2∗ ro ^2) ) . / ( r .^2∗( ro^2−

r i ^2) ) ; %Pa
36 S ig_c i r c = ( Pi∗ r i ^2−Po∗ ro ^2) /( ro^2− r i ^2) +((Pi−Po) ∗( r i ^2∗ ro ^2) ) . / ( r .^2∗( ro

^2− r i ^2) ) ; %Pa
37
38 SCF = (4∗( a/b) ^2+1) /( ( a/b) ^2+1) ; %Ratio max s t r e s s and s i g _ c i r c at ho l e
39 Sig_hole = SCF∗( Pi∗ r i ^2−Po∗ ro ^2) /( ro^2− r i ^2) +((Pi−Po) ∗( r i ^2∗ ro ^2) ) . / ( r i

.^2∗( ro^2− r i ^2) ) ; %Pa , l o c a l s t r e s s around the ho l e s ( i n f l ow / out f low )
40
41 %Von Misses s t r e s s c r i t e r i a :
42 Sig_1 = Sig_c i r c ;
43 Sig_2 = Sig_r ;
44 Sig_3 = Sig_z ;
45 Sig_v = sq r t ( 0 . 5 ∗ ( ( Sig_1−Sig_2 ) .^2+( Sig_2−Sig_3 ) .^2+( Sig_3−Sig_1 ) .^2 ) ) ;
46 Sig_v_hole = sq r t ( 0 . 5 ∗ ( ( Sig_hole−Sig_2 ) .^2+( Sig_2−Sig_3 ) .^2+( Sig_3−

Sig_hole ) . ^2 ) ) ;
47
48 %Figures : s t r e s s throughout c y l i n d e r :
49 f i g u r e
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50 x l a b e l ( ' Radius [m] ' )
51 y l a b e l ( ' S t r e s s [ Pa ] ' )
52 y l i n e ( Sig_z , 'm' ) ;
53 hold on
54 p lo t ( r , Sig_r , 'b ' )
55 hold on
56 p lo t ( r , S ig_circ , ' r ' )
57 hold on
58 p lo t ( r , Sig_v )
59 hold on
60 %plo t ( r , Sig_v_hole )
61 hold on
62 %y l i n e ( Sig_y ) ;
63 l egend ( ' Axia l s t r e s s ' , ' Radial s t r e s s ' , ' C i rumfe r en t i a l s t r e s s ' , 'Von Mises

Yie ld c r i t e r i o n ' )

B.3. Construction drawings

This section will showcase the different construction drawings for the production of the reactor stack.
The measurements for each part are included in the drawings.

Figure B.6: The construction drawing featuring the back cathode endplate.
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Figure B.7: The construction drawing featuring the connection rod.

Figure B.8: The construction drawing featuring the cathode front endplate.
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Figure B.9: The construction drawing featuring the electrode holder.

Figure B.10: The construction drawing featuring the cathode reaction chamber.
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Figure B.11: The construction drawing featuring the anode reaction chamber.

Figure B.12: The construction drawing featuring the conductive endplate
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B.4. Production
B.4.1. 3D printing

To make a 3D printed part from a SolidWorks model, the model first has to be converted into Standard
Tessellation Language (.STL). This signifies that the 3D model surface needs to be dissected into a
set of triangles, making up a polyhedron shape. The reason for this is, that it needs to be translated
into a shape that can be made from a series of 2D consecutive layers, as this is how a 3D printer will
construct a part. The printers used in the construction of the electrode holder, are Formlabs printers.
An example of the result can be found in figure B.13a and figure B.13c.

B.4.2. Laser cutting

To produce the designed stainless steel connection rods, a (1 mm thick) steel plate needs to be laser­
cut. In order for this to happen, the modelled part in SolidWorks, need to be transferred into Drawing
eXchange Format (.DXF). This transforms the 3D modelled part into a 2D drawing, so it can be cut out
from the plate in this exact shape. The construction drawing for the connector rods can be found in
appendix B.3. The resulting parts are displayed below, in figure B.13a and figure B.13b.

(a) The cathode front endplate
including the electrode holder

connected at the top connection.

(b) The cathode front endplate
fitted with the connection rod at

the top side.

(c) The cathode reaction chamber
fitted with the electrodes and

electrode holder

Figure B.13: Images of the produced parts of the reactor stack including the lasercut and 3D printed parts.

B.4.3. Machining processes

To produce the reactor stack parts as, such as, the reaction chambers and endplates, different machin­
ing processes are required. These machining processes are carried out at the university workshop. All
parts are manufactured from a 40 mm diameter PEEK or a 40 mm diameter stainless steel rod. The
machine components discussed below are indicated with numbers in figure B.14a and figure B.14b.
Tables indicating the milling or lathing speeds based on the work­piece material can be found in the
book by Virasaks (n.d) [117].

Lathing

To produce the cylindrical slabs from the long rods, a lathe, or turning, machine can be used. This
machine rotates the work­piece in axial direction, while a cutting tool is operated to remove the unde­
sired material. For the lathe the work­piece is stagnant, it only rotates, while the cutting tool can be
actuated to move in three directions, the x, the y and the z axis. Before cutting, the work­piece needs
to be aligned with the cutting tool, to be able to determine the positioning and how much material to cut
away later. Aligning can be done by moving the cutting tool over its axis, by turning the corresponding
turning levers and keeping track of the movement on the lever dials or a digital readout, if the machine
is included with one. To initialise the axis in the centre, the cutting tool must be aligned properly after
being placed and secured in the lathe tool holder (number 2). This can be executed by referencing
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the position of the tip of the tool to the centre of the tailstock, a peaked centreing tool, which should
exactly meet the tip of the tool with the peaked end (number 3). This process is further illustrated in
Virasaks book explaining manufacturing processes [117]. After initialising, the turning levers can be
used to move the cutting tool and the digital readout (or lever dials) can be used to keep track of the
positioning over the axis while removing material. A schematic representation of the milling machine
is illustrated in figure B.14a.

The first step in the production of the cylindrical slabs is to cut the rod into smaller parts of roughly the
sizes of the slabs. For this operation a parting tool bit, or, cutoff tool bit, can be utilised. This tool con­
sists of a square cutting edge, which is to be inserted into the work­piece from the side, so small pieces
can be cut off when the work­piece is rotated [7]. This operation is not as precise as often desired,
therefore, a certain clearance on both sides must be accounted for. The execution of this process is
illustrated in figure 3.7a. The next step in the process, is to remove this extra clearance material with
more precise tools. This is done by separately securing the cylindrical slabs in the lathe, after which a
facing tool can be used to remove the access material. After this operation is carried out successfully
the general shapes of the cylindrical slabs are produced and ready for the next operation.

(a) (1) the face plate, (2) the carriage for the tool post, (3) tail stock,
(4) y­axis lever, (5) x­axis lever, (6) z­axis lever.

(b) (1) spindle quill , (2) the machine table mount,
(3) index plate crank, (4) y­axis lever, (5) x­axis

lever, (6) z­axis lever.

Figure B.14: Schematic representation of a: (a). lathe, (b). milling machine. The axis are indicated in red in the figure. Original
image derived from [7]

Milling

The next step in the production of the stack parts is the construction of the holes, slots, grooves and
cutouts. For these operations a milling machine can be deployed. As opposed to the lathe, with milling,
the work­piece is stagnant, while the spindle rotates. Milling machines are very versatile machines. The
work­piece is anchored to a table, which has the option to not only move over the x­axis, y­axis, or z­
axis, but also to turn and rotate. Therefore, in addition to planar grooves and holes, this machine can
also, for example, produce round grooves or tilted cutouts. The x, y and z motion is initiated by the ac­
companying levers for each axis, and can be monitored on the lever dials or a digital readout machine.
To turn the table, to expose the sides of the work­piece to the spindle, a crank is situated at the side
of the machine. To rotate the table, so circular grooves can be made in the work­piece face, the index
plate crank can be rotated (number 3). To keep track of the degrees of rotation, a sector at the plate
indicates the rotation. A schematic representation of the milling machine is illustrated in figure B.14 b.
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In this case, the work­piece will be mounted parallel to the milling machine table. For the initial op­
erations for producing the reactor stack, the table will remain in horizontal position, while only the x­,
y­ and z­axis will be adjusted in order to remove material. Before cutting, the machine needs to be
initialised to properly align the axis with the centre of the work­piece. This process has various ap­
proaches, of which only one will be described in detail. To find the true centre of the work­piece, a
centreing microscope can be inserted into the quill. This tool allows the user to accurately locate the
edges or contours of the work­piece [110]. With this knowledge and some simple calculation, the centre
of the product can be determined and instated in the digital readout machine (see appendix figure B.16).

After initialising, the next step is to make a plan for the milling operation and to write it out on the con­
struction drawing. This entails deciding what size cutter to use, deciding the cutting path and writing
out the accompanying points on the axis. The milling cutter choice needs to be based on the type of
material, its size and its shape [7]. Making such a sloth too deep with a small diameter cutter, could
result in damaging the cutter. However, the softer the material, the lower these chances are. For this
reason, all these variables are taken into account when determining a plan of action.

To cut out the reaction chamber and the frame for the electrode holder, for example, multiple traverses
will be required, as this hole is quite deep. After cutting out the hole, the frame can be created, requir­
ing a very small cutter size and many careful traverses following the square shape. This process is
shown in figure 3.7b. To fashion the grooves into the cathode endplates, shown in figure B.15, several
different cutters need to be used. The circular and oval shaped holes can be produced with larger
diameter cutters, while the small connection rod grooves require smaller, more precise cutters (fig­
ure 3.7a). Manufacturing the grooves for the o­rings, requires the machine table to be rotated. This
operation can be performed by rotating the index plate as mentioned above. This operation must be
carried out slowly, with a smaller cutter making multiple traverses (figure 3.7b). Adding some oil to the
work­piece during the milling would be preferable, so the heat can dissipate, to keep the cutter edges
in good shape [7].

Apart from creating the slots, grooves and cutouts, the milling machine is also capable of drilling holes.
All cylindrical slabs require four small holes near the edges, so they can be placed around the align­
ment bolts while assembling. In addition to this, the cathode and anode reaction chambers also require
holes for the female fittings in order to connect the tubing in assembly.

(a) Construction drawing of the cathode front endplate,
showing the grooves to be machined.

(b) Construction drawing of the
cathode back endplate,
showing the sloths to be

machined.

(c) Construction drawing
showing the sizes of the holes
for the anode reaction chamber

inlet and outlet.

Figure B.15: Construction drawings from the endplates and a reaction chamber.

Drilling

The four small holes (4 mm diameter) at the edges of the slabs, can be produced with the work­piece
mounted to the table, parallel to the spindle. To drill, using the milling machine, a drill chuck can be
secured into the spindle quill or adapt [7]. The appropriate drill bits can be fastened into the drill chuck
and the z­axis can be operated to drive the turning drill into the work­piece. The initialisation of the
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centre with the scope, along with the construction drawings, will dictate the location of the holes, to
guarantee that all holes in all slabs will align perfectly.

The holes in the reaction chamber are slightly more complex, as the table needs to be rotated into
vertical position in order to make them. This process is documented in figure 3.7b. These holes also
require a very specific depth and two different diameters as shown in appendix figure B.10. This all
needs to be carried out very precise, to make sure the fittings – for the inlet, outlet and reaction chamber
– will fit the holes. Therefore, this operation was conducted on the milling machine instead of the
regular drilling machine, as the movement is displayed up to 0.001 mm accurately on the digital readout
machine.

Tapping

After the holes for the fittings are manufactured, a thread needs to be inserted to enable the fittings
to be locked into the holes. To insert a thread into an excising hole, a tapping tool can be used. The
tapping tool can be employed manually or it can be inserted into a drilling machine. For this operation
the motor of the drilling machine should not be turned on, to avoid breaking taps. Instead, the drilling
machine is slowly turned by hand [7]. It is, therefore, mainly used to align the tap with the hole. Figure
B.17 in appendix B.5 illustrates this process. To select the proper size tab for the desired tread, drill
size charts should be consulted [117].

Of course there are many different ways to produce these parts and to execute the required operations.
The procedure described, is the procedure that was followed in the manufacturing of the reactor stack
for this project. Other manufacturing methods could, evidently, be applied for this process as well.

B.5. Production supplementary

Some figures to better represent the process of the production of the reactor stack.

B.5.1. Milling machine parts

B.5.2. Design validation set­up and results

The red wire is connected to the working electrode, which could be Ag (right) or Cu (left) in this case.
The blue wire is connected to the counter electrode and the white wire is connected to the reference
electrode.

The set­up for the reference electrode OCP testing.
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Figure B.16: A visual representation of the digital readout machine on the milling machine.

Figure B.17: A visual representation of the process of tapping a thread into a hole. Derived from: [7].
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Figure B.18: An illustration of the connection of the stack to the potentiostat.

Figure B.19: An illustration of the connections and set­up of the OCP testing of the reference electrode (right) against the master
reference electrode (left).
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Figure B.20: The gold layer on the protrusion of the steel endplate to prevent corrosion as a result of the connection between
the Nickel anode and the steel endplate.





C
Model

C.1. Classification of PDEs
There are a lot of different types of PDEs. To determine the most suitable solution strategy, the PDE
first has to be classified into a certain type. The first distinction to make between PDEs, is the order
of the equation. The order of a PDE refers to the order of the highest partial derivative present in the
equation [53]. A second important distinction to make is the linearity of the equation. The equation is
classified linear, when the function of the unknown variable is stated in linear form [24]. This is the case
when the functions consist only of independent variables. A nonlinear PDE can be easily identified by
the presence of roots or squares in the equation. Nonlinear equations require different solution strate­
gies than linear problems, therefore, it is important to make this distinction beforehand.

An example of a linear first order PDE [53]:

𝑎𝜕𝑢𝜕𝑥 + 𝑏
𝜕𝑢
𝜕𝑦 = 𝑐 (C.1)

An example of a nonlinear first order PDE [53]:

(𝑥 + 3)𝜕𝑢𝜕𝑥 + 𝑥𝑦
2 𝜕𝑢
𝜕𝑦 = 𝑢

3 (C.2)

Linear second order PDEs, in turn, can be classified into three different types: elliptic, parabolic and
hyperbolic. Identifying the type of PDE can provide information on, for example, the smoothness of
the solution and suitable solution approaches. To identify the type, the nature of the discriminant of the
equation needs to be evaluated.

As example, we use a second­order PDE of standard form [24]:

𝐴𝜕
2𝑢
𝜕𝑥2 + 𝐵

𝜕2𝑢
𝜕𝑥𝜕𝑦 + 𝐶

𝜕2𝑢
𝜕𝑦2 + 𝐷

𝜕𝑢
𝜕𝑥 + 𝐸

𝜕𝑢
𝜕𝑦 + 𝐹𝑢 = 𝐺 (C.3)

This can be rewritten in the following way:

𝐴𝑥2 + 𝐵𝑥𝑦 + 𝐶𝑦2 + 𝐷𝑥 + 𝐸𝑦 + 𝐹 = 0 (C.4)

In matrix form, this comes down to:

[ 𝑥 𝑦 ] [
𝐴 𝐵

2𝐵
2 𝐶 ] [ 𝑥𝑦 ] + [ 𝐷 𝐸 ] [ 𝑥𝑦 ] + 𝐹 = 0 (C.5)

The discriminant, Δ, is defined as the negative determinant of the matrix of the quadratic part of the
equation; this results in the following expression:

Δ = 𝐵2 − 4𝐴𝐶 (C.6)
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If the discriminant is found negative, the equation is regarded elliptic. If the discriminant is found to
be equal to zero, the equation is regarded parabolic. When the discriminant is found to be positive,
the equation is regarded hyperbolic [53] [35]. The solutions of elliptic equations are generally very
smooth, although, the level of smoothness is largely determined by the coefficients in the system.
Parabolic equations are not only dependent on space, but also include a time derivative, 𝜕𝑢𝜕𝑡 . When the
transformed time variable increases, the solution is known to smooth out. Lastly, the smoothness of
hyperbolic equations is largely determined by the smoothness of the initial/boundary conditions of the
system. When there are discontinuities in the boundary conditions, these propagate into the solution
of the hyperbolic PDE [89].

The system of PDEs for the model (equation 4.1 to 4.12) can, therefore, be classified as second order
linear parabolic partial differential equations. This information will help in determining the best way to
solve the system.

C.2. Examples of methods for numerical mathematics
The specifics for solving the points in the mesh depend on the numerical strategy applied. An example
of a widely applied strategy is, the finite difference method. In this method the time is divided into a set
of discrete points with a set time step, Δ𝑡, in between. The space is divided into increments following
the same approach. To evaluate for each point in the mesh, an approximation function is set up to
calculate the approximate solution for the next point in the mesh, based on the answer for the previous
point and the time step. An example of what this function can look like for spacial variable, 𝑦, and time,
𝑡, is provided below:

𝑦𝑛+1 = 𝑦𝑛 + (𝑡𝑛+1 − 𝑡𝑛) ∗ 𝑓(𝑡𝑛 , 𝑦𝑛) (C.7)

This example is known as the forward Euler method [118]. Demonstrated here, is that the solution,
𝑦𝑛+1, depends on the previous solution, 𝑦𝑛, the time step (𝑡𝑛+1 − 𝑡𝑛) and the function, 𝑓.

As explained above, the problem to solve for the model in this research is a initial/boundary value prob­
lem of a set of linear second order PDEs. To approximate the function required to solve the problem, a
numerical approximation of the derivatives of the function needs to be set up. With the finite difference
method, the numerical approximation is determined as follows. To find the function for a point located
a distance ℎ away from known point 𝑥0, Taylor expansion is utilised [118]:

𝑓(𝑥0 + ℎ) = 𝑓(𝑥0) +
𝑓′(𝑥0)
1! ∗ ℎ + 𝑓

′(𝑥0)
2! ∗ ℎ2 + 𝑓

(𝑛)(𝑥0)
𝑛! ∗ ℎ𝑛 (C.8)

After dividing and rearranging, this leaves the following expression for the derivative 𝑓′(𝑥0):

𝑓′(𝑥0) =
𝑓(𝑥0 + ℎ) − 𝑓(𝑥0)

ℎ − 𝑅𝑛(𝑥) (C.9)

Where 𝑅𝑛 indicates the remainder term.

This shows how the function 𝑓/𝑓′ can be found, using the finite difference method as an example. In
addition, the equation also demonstrates, that the smaller the step h, the better the evaluated solution
will approximate the actual solution.

C.3. Standard equilibrium potentials
As explained in the chapter ’Literature study’, the overpotential is defined as the difference between
the theoretical potential the system should have and the actual potential of the system. The value of
the overpotential is essential for determining the current density, as illustrated in equation 2.11. To
determine the overpotential, first the theoretical potential will need to be determined. It’s value origi­
nates from three important variables: the reaction equation, the temperature and the pH of the system.
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Additionally, the standard potential (i.e. theoretical potential), 𝐸0, is referenced against a certain scale.
The initial 𝐸0 values used as input for the model are either referenced to SHE (Standard Hydrogen
Electrode or against RHE (Reversible Hydrogen Electrode) scale. The SHE scale assumes the 𝐸0 for
hydrogen to be zero volts at all temperatures and pH. This is then used as a reference for standard
potentials of other reactions. 𝐸0 values on the RHE scale, on the other hand, do change with changing
pH and temperature. Therefore, it is important to incorporate the potential temperature and pH devia­
tions when referencing to RHE scale.

C.3.1. Convert between scales

When the standard electrode potentials are referenced against a different scale, it is necessary to con­
vert them.

The SHE scale is determined by placing a Pt electrode in an aqueous solution, where 𝐻2 gas and 𝐻+
protons are supplied at a fugacity of 1.00 bar with an activity of 1.00 [49]. In this case the hydrogen
reference electrode used represents the SHE. However, when these values deviate from standard, in
other words, if the fugacity and activity are not equal to one, the hydrogen reference electrode repre­
sents the RHE [49]. For the RHE, the concentration of hydrogen ions resembles that of the electrolyte
concentration employed. Where the SHE has a constant value for all temperatures and pH, the poten­
tial against RHE varies with changing the pH or temperature of the system. This principle is shown in
figure C.1.

Figure C.1: Showing the difference between the SHE and RHE scales over different system pH for a temperature of 298 K.
Derived from [49].

At a temperature of 25 ∘ 𝐶 the factor 𝑅𝑇/𝐹 in the Nernst equation shown in equation C.10, will be
approximately 0.0592. This corresponds to the slope of the graph in figure C.1, identifying the decrease
in potential 𝐸 per unit pH.

𝐸 = 𝐸0 −
𝑅𝑇
𝑛𝐹 ln𝑄 (C.10)

Where:

• 𝑄 = 𝐾, (i.e. equilibrium constant) in equilibrium conditions
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• 𝑄 = 𝑎𝑟𝑒𝑑/𝑎𝑜𝑥, when not in equilibrium, where 𝑎 denotes the activity

• 𝑄 = 𝐶𝑟𝑒𝑑/𝐶𝑜𝑥, for low concentrations, since the activity often approaches unity in this case

Hence, to convert from SHE to RHE scale the following formula can be used [16]:

ERHE = ESHE + 0.0592 ∗ 𝑝𝐻 (C.11)

The 𝐸0 values applied in the model are converted to the RHE scale, using equation C.11.

There are tables available displaying the standard 𝐸0 values for reactions at standard conditions, T =
298.15 K and pH = 7 for SHE and RHE scale. However, since the reactions taking place often deviate
from these standard conditions, corrections factors need to be included on top of the standard 𝐸0 values.

C.3.2. Temperature correction factor

A temperature variation, will cause the 𝐸0 values to deviate from standard (i.e. 298 K). In this case
a correction factor for this temperature deviation needs to be implemented. Equation C.12, describes
the effect of a temperature deviation on the standard electrode potential [15].

𝐸0𝑇 = 𝐸0298 + (𝑇 − 298.15) ⋅ (
𝑑𝐸0
𝑑𝑇 )298

(C.12)

Where, 𝐸0𝑇 denotes the standard potential at the non­standard temperature, 𝐸0298 denotes the standard
potential at standard temperature, T denotes the temperature and 𝑑𝐸0/𝑑𝑇 denotes the temperature
coefficient expressed in 𝑚𝑉/𝐾.

In this equation, the assumption is made that 𝐸0 is a linear function of temperature. Some temperature
coefficient values are listed in the 1989 research by Bratsch [15]. The values for the remaining reac­
tions need to be calculated. Table ?? portrays the temperature coefficient values used in this research
and their origin.

nr. Reaction dE/dT [∗10−3𝑉/𝐾] Source
1 𝐶𝑂2(𝑎𝑞) + 𝐻2𝑂(𝑙) + 2𝑒− <=> 𝐶𝑂(𝑔) + 2𝑂𝐻− ­0.3977 [15]
2 𝐶𝑂 + 5𝐻2𝑂 + 6𝑒− <=> 𝐶𝐻4(𝑔) + 6𝑂𝐻− ­0.7327 𝑑𝐸

𝑑𝑇 =
Δ𝑆
𝑛𝐹

3 2𝐶𝑂 + 6𝐻2𝑂 + 8𝑒− <=> 𝐶2𝐻4(𝑔) + 8𝑂𝐻− ­0.8815 𝑑𝐸
𝑑𝑇 =

Δ𝑆
𝑛𝐹

4 2𝐶𝑂 + 4𝐻2𝑂 + 4𝑒− <=> 𝐶𝐻3𝐶𝑂𝑂−(𝑎𝑞) + 4𝑂𝐻− ­1.4429 𝑑𝐸
𝑑𝑇 =

Δ𝑆
𝑛𝐹

5 2𝐶𝑂 + 7𝐻20 + 8𝑒− <=> 𝐶2𝐻5𝑂𝐻(𝑎𝑞) + 8𝑂𝐻− ­0.1682 𝑑𝐸
𝑑𝑇 =

Δ𝑆
𝑛𝐹

6 𝐶𝑂2 + 6𝐻2𝑂 + 8𝑒− <=> 𝐶𝐻4(𝑙) + 𝑂𝐻− ­0.5311 [15]
7 2𝐶𝑂2 + 8𝐻2𝑂 + 12𝑒− <=> 𝐶2𝐻4(𝑔) + 12𝑂𝐻− ­0.7728 𝑑𝐸

𝑑𝑇 =
Δ𝑆
𝑛𝐹

8 𝐶𝑂2 + 𝐻2𝑂 + 2𝑒− <=> 𝐻𝐶𝑂𝑂−(𝑎𝑞) + 12𝑂𝐻− ­0.4400 𝑑𝐸
𝑑𝑇 =

Δ𝑆
𝑛𝐹

9 2𝐶𝑂2 + 9𝐻2𝑂 + 12𝑒− <=> 𝐶2𝐻5𝑂𝐻 + 12𝑂𝐻− ­0.8834 𝑑𝐸
𝑑𝑇 =

Δ𝑆
𝑛𝐹

HER 2𝐻2𝑂 + 2𝑒− <=> 𝐻2(𝑔) + 2𝑂𝐻− ­0.8360 [15]

To calculate the temperature coefficients, we again look at equation 2.24, relating the Gibbs free energy
to the standard potential. After rearranging, we get the standard potential as a function of the Gibbs
free energy, as illustrated below:

E0 = −
ΔG
nF

(C.13)

For a constant pressure, the Gibbs free energy can be expressed in terms of: enthalpy, 𝐻, entropy, 𝑆,
and temperature, 𝑇. This relation is portrayed in the following expression:
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(𝐺)𝑝 = 𝐻 − 𝑇𝑆 (C.14)

The change in Gibbs free energy, 𝑑𝐺, or, Δ𝐺, can therefore be expressed in the following way:

(𝑑𝐺)𝑝 = 𝑑𝐻 − 𝑑(𝑇 ⋅ 𝑆) (C.15)

Where 𝑑𝐻 can be substituted for:
𝑑𝐻 = 𝑇𝑑𝑆 + 𝑉𝑑𝑝 (C.16)

As a constant pressure was assumed, the term 𝑉𝑑𝑝 will be neglected, leaving us with the following
equation:

𝑑𝐺 = 𝑇𝑑𝑆 − 𝑆𝑑𝑇 − 𝑇𝑑𝑆 = −𝑆𝑑𝑇 (C.17)

After inserting this result into the equation relating the standard potential to the Gibbs free energy, the
equation for the temperature coefficients becomes:

(𝑑𝐸
𝑜

𝑑𝑇 )𝑝
= − 𝑑

𝑑𝑇 (−
𝑆𝑑𝑇
𝑛𝐹 ) =

𝑑𝑆
𝑛𝐹 =

Δ𝑆
𝑛𝐹 (C.18)

The change in entropy can be expressed as the sum of the entropy of the products subtracted by the
sum of the entropy of the reactants, as shown below:

ΔS∘ = S∘𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠 − S∘𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡𝑠 (C.19)

Note that in this calculation the stoichiometric factors of the products and reactants need to be taken
into account. An example of this procedure is provided in the supplementary info of the 2019 research
by Nitopi et al. [76]. Entropy values for the reactants and products involved where extracted from this
research and the Table of thermodynamic values published by the University of Wisconsin­Madison
[20]. Table C.1 presents the species, accompanying entropy values and their sources.

Species Formula 𝑆𝑜[𝐽𝐾−1𝑚𝑜𝑙−1] Source
Hydrogen 𝐻2 130.7 [76]
Water 𝐻2𝑂 70.0 [76]
Hydroxide 𝑂𝐻− ­10.54 [20]
Carbon Dioxide 𝐶𝑂2 213.8 [76]
Carbon Monoxide 𝐶𝑂 197.7 [76]
Formate 𝐻𝐶𝑂𝑂− 21.9 [95]
Methane 𝐶𝐻4 186.7 [76]
Ethanol 𝐶2𝐻5𝑂𝐻 160.7 [20]
Ethylene 𝐶2𝐻4 219.3 [76]
Acetate 𝐶𝐻3𝐶𝑂𝑂 282.8 [76]

Table C.1: Listed entropy values for the species involved in the reactions taking place.

C.3.3. pH correction factor

As the pH of the system increases, the activity, and therefore the E, will decrease [49]. Consequently,
the pH deviation from standard has a large impact on the potential.

As explained in the theory chapter, the equilibrium constant𝐾 can be calculated from the concentrations
of the reactants and products. The electrochemical reactions taking place at the surface all produce
𝑂𝐻−, therefore, the concentration of𝑂𝐻− is an important factor in determining the equilibrium constants.
The concentration 𝑂𝐻− is related to the pH of the system, according to:

pH = − log [H+] = 14 + log[OH−] (C.20)
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The Nernst equation, displayed above in equation C.10, illustrates how the potential depends on the
logarithm of the equilibrium constant. In equilibrium, the system potential is zero, as the 𝐸𝑜𝑥𝑖𝑑𝑎𝑡𝑖𝑜𝑛
is equal to 𝐸𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 in this case. Therefore, the Nernst equation in this instance, simplifies to the
following equation:

𝐸𝑜𝑝𝐻 =
𝑅𝑇
𝑛𝐹 ln𝐾 =

2.303𝑅𝑇
𝑛𝐹 log10 𝐾 (C.21)

An example of how the equilibrium constant can be calculated is provided below. This illustrates the
dependence of the equilibrium constant, 𝐾, on the concentration of 𝑂𝐻−.

𝑋𝐶𝑂2 ∗ 𝐶𝑂2 + 𝑋𝐻2𝑂 ∗ 𝐻2𝑂 + 2𝑒− <=> 𝑋𝐶𝑂 ∗ 𝐶𝑂(𝑔) + 𝑋𝑂𝐻− ∗ 𝑂𝐻− (C.22)

𝐾 = [𝐶𝑂]𝑋𝐶𝑂[𝑂𝐻−]𝑋𝑂𝐻−
[𝐶𝑂2]𝑋𝐶𝑂2 [𝐻2𝑂]𝑋𝐻2𝑂

(C.23)

When the pH deviates from standard (i.e 7), the 𝑙𝑜𝑔[𝑂𝐻−]𝑋𝑂𝐻− deviates, which has an effect on the 𝐸𝑜,
as shown above in equation C.21. This effect can be expressed in the following formula, taking into
account the pH correction factor for deviating from standard.

𝐸𝑜 = 𝑋𝑂𝐻− ∗
2.303𝑅𝑇
𝑛𝐹 (𝑝𝐻 − 𝑝𝐻𝑛𝑒𝑢𝑡𝑟𝑎𝑙) (C.24)

Where 𝑋−𝑂𝐻 denotes the stoichiometric number of 𝑂𝐻− in the accompanying reaction equation.

C.3.4. Reference electrode correction factor
In practice other electrodes than the hydrogen electrode are often used as reference. In the experi­
ments for this research the applied reference electrode is an Ag/AgCl (silver­silver chloride) electrode.
Since this electrode has different properties from the hydrogen electrode, a correction factor needs to
be Incorporated for using a different electrode. To convert the potentials measured with the Ag/AgCl to
the SHE scale, the following formula can be applied [49]:

𝐸0SHE = 𝐸0m,RE + 𝐸0RE (C.25)
Where, 𝐸0𝑆𝐻𝐸 represents the potential verses SHE scale, 𝐸0𝑚,𝑅𝐸 represents the measured potential
verses the reference electrode and 𝐸0𝑅𝐸 represents the standard potential of the reference electrode
verses SHE.

The factor for the standard potential of the reference electrode is taken to be 0.197. Therefore, to con­
vert to SHE scale, this factor needs to be subtracted from the total to find the real 𝐸0 for the reaction.

Accordingly, to express all values in the model in the Ag/AgCl scale, so they can be easily compared
with the experimental results, the following formula was used:

𝐸0𝐴𝑔/𝐴𝑔𝐶𝐿 = 𝐸0𝑆𝐻𝐸 − 0.197 (C.26)

where values expressed in RHE scale first need to be converted to SHE according to:

𝐸0𝑆𝐻𝐸 = 𝐸0𝑅𝐻𝐸 − 𝑝𝐻𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 + 𝑇𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 =

𝐸0𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 − 𝑋𝑂𝐻− ∗
2.303𝑅𝑇
𝑛𝐹 (𝑝𝐻 − 𝑝𝐻𝑛𝑒𝑢𝑡𝑟𝑎𝑙) + (𝑇 − 298.15) ⋅ (

𝑑𝐸∘
𝑑𝑇 )298

(C.27)

C.3.5. Supplementing the available information

Since CO reduction is not as widely studied as CO2 reduction, information on the 𝐸0 values for the
CO reduction reactions can be unavailable in some cases. To solve this, 𝐸0 values need to be calcu­
lated from the reaction equations and their thermodynamics. This segment will explain how this was
conducted for the data used in the model.
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Calculating RHE values

When the RHE equilibrium potential values are not reported, they can be calculated from the available
thermodynamic data, as illustrated in the supplementary information of the 2019 research by Nitopi et
al. [76]. Explained here, is how the equilibrium potentials of the CO reduction equations can be cal­
culated from the known values for the CO2 reduction equations. This is conducted in the following way.

A standard CO2 reduction equation has the following shape:

𝑥CO2 + 𝑛 (H+ + e−) ⟶ Product + 𝑦H2O (C.28)

CO can be produced from CO2 reduction according to:

CO2 + 2 (H+ + e−) ⟶ CO+H2O (C.29)

Therefore, to produce the same product from CO reduction, the CO2 to CO reaction needs to be sub­
tracted 𝑥 times from the CO2 reduction reaction. This leads to the following equation:

𝑥CO+ (𝑛 − 2𝑥) (H+ + e−) ⟶ Product + (𝑦 − 𝑥)H2O (C.30)

Subsequently, for this reaction, the equilibrium potential can be calculated with:

𝐸∘COR =
(𝑛COR + 2𝑥)𝐸∘CO2R − 2𝑥𝐸

∘
CO2R(CO)

𝑛COR
(C.31)

With:
𝑛COR = 𝑛 − 2𝑥 (C.32)

Where 𝐸∘CO2R(CO) indicates the standard equilibrium potential for the CO2 reduction to CO and 𝐸∘CO2R
indicates the standard equilibrium potential for the CO2 reduction reaction for making the same product.

Utilising these equations, the following standard equilibrium potential values were calculated:

nr. Reaction 𝐸0𝑅𝐻𝐸 [V]
4 2CO+ 4H2O+ 4𝑒− <=> CH3COO(aq) + 40H− 0.324
5 2CO+ 7H2O+ 8𝑒− <=> C2H5OH(aq) + 8OH− 0.187

Table C.2: Calculated standard equilibrium potential values against RHE for the CO reduction equations for which no values
were listed in literature.

C.4. Experimental input­data
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(a) Tafel slopes for CO2R on Cu, showing changing
slopes for CH4 production. Derived from: [56].

(b) Tafel slopes for COR on Cu, showing
changing slopes for CH4 production.

Derived from: [59].

Figure C.2: Representing the changing Tafel slope behaviour.

C.5. Input data for the model

Species Diffusion constant D [m^2/s]
CO2 1.92∗10−9
HCO3 1.18∗10−9
CO2−3 9.20∗10−10
OH− 5.3∗10−9
H+ 9.21∗10−9
HCOO− 1.5∗10−9
CH3COO 1.1∗10−9
C2H5OH 1.22∗10−9
CO 2.03∗10−9
H2 4.5∗10−9
K+ 1.96∗10−9
CH4 1.64∗10−9
C2H4 1.09∗10−9

Table C.3: The values of the diffusion constants for the species investigated in this research.
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(a) Tafel slopes for CO2R on Ag. Derived from: [40].

(b) Tafel slopes for CO2R on Cu. Derived from: [56].

(c) Tafel slopes for COR on Cu. Derived from [120].

Figure C.3: The Tafel slopes that where used as input for the modelling of the kinetic behaviour.
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