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Abstract—Resonant circuits are commonly used in inductive
power transfer (IPT) systems for the charging of electric vehicles
because of the high power efficiency. Transient behaviors of the
resonant circuits, which play a significant role in the design and
analysis of IPT systems, are cumbersome to model analytically
because of the high-order. This article develops a reduced-order
continuous dynamic model based on the energy interactions among
the resonant tanks. By applying the proposed energy balancing
method (EBM), the order of the dynamic model is reduced to half
of the number of the passive components in the resonant circuits.
To show the accuracy of the EBM, the dynamics of a series–series
(SS) compensated IPT system are modeled using Laplace phasor
transformation (LPT) and EBM separately and the results are com-
pared. The order of the EBM is found to be one-fourth of that of the
LPT method. The sensitivity of the EBM to the switching frequency
is discussed when the zero voltage switching turn-ON operation is
attained. Besides, to prove the advantage of reducing the order of
the dynamic model, model predictive controls (MPCs) based on
EBM and LPT are developed. The transient performances of the
MPC controllers are simulated and the control inputs are applied
to an experimental setup. Finally, experiments are conducted to
verify the accuracy of the proposed EBM under zero and nonzero
conditions and the effectiveness of the developed MPC controller.

Index Terms—Electric vehicles (EVs), inductive power transfer
(IPT), model predictive control (MPC), reduced-order dynamic
model, resonant circuits.

I. INTRODUCTION

THE inductive power transfer (IPT) technology is under
rapid development for dynamic charging of electric ve-

hicles (EVs) [1]–[6]. In dynamic IPT (DIPT) systems, several
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transmitter pads (Tx) are mounted under the road, allowing
EVs to pick up power while they are moving. Thus, the drive
range of EVs can be extended. One of the main challenges of
the DIPT application is the common variation of the mutual
coupling between Tx and the EV receiver pad (Rx) due to the
misalignment caused by the EV movement, i.e., as the EV moves
toward the perfect alignment condition, the mutual coupling
changes from the minimum to the maximum [7]–[9]. Conse-
quently, the operation state of the power electronic converters
will continuously change and the power picked up by the EV
battery charger may fluctuate. Also, the start-up transients of
the IPT systems should be regulated to avoid any overcurrent or
voltage problems [10], [11]. Moreover, the disturbances in the
dc source may lead to an unstable output of the IPT systems.
To address these dynamic challenges, it is essential to have a
dynamic model for the design of IPT systems.

The basic schematic of an IPT system is presented in
Fig. 1 [12]. This circuit implements a power factor correction
circuit for compliance with integration guidelines to the pub-
lic ac grid (the ac–dc front-end), an isolated resonant-based
dc–dc converter comprising an H-bridge inverter cascaded to
a series–series (SS) capacitive compensation circuit forming a
two-stage equivalent series resonant tank with the transmitter
and receiver coils and a rectifying stage (the back-end ac–dc
converter). Finally, a nonisolated dc–dc converter can be used to
control the charging profile across the battery of the vehicle. This
final circuit can be controlled so that the battery and nonisolated
dc–dc converter will behave as a controllable equivalent resistive
load for the isolated dc–dc resonant converter [13]. Due to the
presence of switching converters, the instantaneous model of the
IPT system is discontinuous and time-variant. To study a specific
design, the instantaneous model can be processed numerically
to evaluate its dynamic characteristics [14]. However, the in-
stantaneous model offers limited insights into the design of the
feedback controller and the optimization of the resonant circuit
components. To overcome the discontinuity and time-variance
of the instantaneous model and to derive analytic solutions,
the oscillating state variables can be transformed into slowly
varying variables based on the short-time Fourier transform.
Existing studies report dynamic modeling methods, including
the state-space averaging (SSA), generalized SSA (GSSA) [15],
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Fig. 1. Core schematic of an IPT system.

[16], Laplace phasor transformation (LPT) [17]–[19], extended
describing function (EDF) [20], and coupled model theory
(CMT) [21], [22].

The SSA method is not applicable for IPT systems since the
fundamental harmonic components of state variables cannot be
neglected [23]. The GSSA method is based on a time-dependent
Fourier series representation for a sliding window of state vari-
ables. Depending on the accuracy of the model, the oscillating
state variables can be replaced by their Fourier coefficients in
the exponential form at different harmonic orders. Thanks to
the property of the resonant circuit, the fundamental harmonics
approximation (FHA) can usually deliver the accurate analysis
of the IPT system performances. When FHA is applied to the
GSSA model, each oscillating state variable is represented by a
complex variable; thus, the order of the ac circuit is doubled.

The EDF method is based on the Fourier transform, where the
oscillating state variables are expressed in trigonometric form
instead of exponential form. Thus, there is no complex terms in
the final state-space model, while the order of the ac circuit is also
doubled. In [20], the SS capacitive compensated IPT system with
an output filter capacitor is described as a ninth-order state-space
model.

In the LPT method, the oscillating state variables are repre-
sented by a phasor, whose amplitude and phase are derived from
the fundamental coefficients of the oscillating state variables.
Therefore, the state-space models using GSSA and LPT are
essentially the same. The advantage of the LPT method is that
the time-domain model can be transformed into a phasor-domain
model, where conventional circuit analysis techniques, such
as Kirchhoff’s voltage and current laws, and Thevenin’s and
Norton’s theorems, can be easily applied [18]. By using the LPT
method, it is possible to reduce the order of the state-space model
through circuit analysis [19]. However, since a phasor contains
two time varying variables, the LPT method still increases the
order of the final state-space model.

The CMT method models the LC resonant tank from the
energy point of view. This method is first applied to the IPT
system in [24], and it has been shown that it is effective in
analyzing the efficiency of an SS compensated IPT system [24],
[25]. In [22], the CMT method is first combined with the SSA
to model the dynamic characteristics of an IPT system using SS
compensation. In an LC resonant tank, the oscillating current
through the inductor and the voltage across the capacitor can

be replaced by the energy magnitude and phase, which are
two slowly varying real variables. Therefore, the order of the
state-space model derived from the CMT method is equal to
that of the instantaneous state-space model. A similar method is
reported in [26], where the secondary side circuit using parallel
compensation is transformed into a dc circuit preserving the en-
ergy balance. However, the primary side circuit is not addressed.

The high-order of dynamic models makes it hard for re-
searchers to gain insights on the transient behaviors of an IPT
system [19]. Besides, it obstructs the applications of control
strategies, where the analytical dynamic model is required. The
model predictive control (MPC), a discrete optimal control strat-
egy, applies the system analytic model to periodically predict its
future behaviors. The MPC is insensitive to disturbances [5] and
can provide fast dynamic response [27]. Since the continuous
dynamic model of the IPT systems is complex, the MPC is
mainly designed based on the static model of the ac-link to
control the H-bridge converters [28] or based on the dynamic
model of the dc–dc converters to control the secondary side
converter. Without the dynamic model of the ac-link, these
control methods cannot improve the transient behaviors inside
the ac-link, which may cause a large overshoot.

In summary, the existing dynamic modeling methods can
only deliver continuous dynamic models whose orders are equal
to or higher than the number of the passive components. To
simplify the transient analysis and facilitate the application of
control strategies relying on the analytical system model, it
becomes essential to describe IPT systems using a continuous
time-invariant and low-order state-space model. Therefore, this
article proposes a new dynamic modeling approach—an energy
balancing method (EBM) based on the energy interactions be-
tween the resonant tanks for loosely coupled IPT systems using
SS capacitive compensation. The order of the dynamic model
using EBM is half the number of the passive components in the
resonant circuits. An MPC controller is developed to prove the
advantage of the proposed EBM.

The main contributions of this article include the following.
1) A new dynamic modeling method based on the balance of

energy is proposed. The proposed EBM can significantly
reduce the dynamic model order of the resonant circuits.
This is an important factor to facilitate the implementa-
tion of control strategies relying on the system analytical
models, such as MPC.

2) The accuracy of the proposed EBM in predicting the
transient response is benchmarked with the LPT method
when the system starts from zero and nonzero conditions.

3) The transient response of the winding current phase angle
is discussed and found to be minimal when the IPT system
operates near the resonance frequency.

4) An MPC strategy based on the proposed EBM is developed
and experimentally verified. This proves that the EBM is
well suited for IPT systems taking the advantage of the
MPC technique.

The rest of this article is organized as follows. In Section II, the
derivation of the EBM for various resonant tanks is presented. In
Section III, the proposed EBM is compared with the LPT method
while analyzing the transient behavior of an SS compensated
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TABLE I
CIRCUIT PARAMETERS OF THE SS COMPENSATED IPT SYSTEM

Fig. 2. LC resonant tank.

IPT system. It is shown that the order of the resonant circuits
dynamic model using the EBM is one-fourth that of the resulting
model derived with the LPT. The sensitivity of the EBM to the
switching frequency of the inverter is also discussed. In Sec-
tion IV, the MPC controller based on the EBM and LPT methods
is developed and their transient behaviors are compared. In
Section V, experiments are conducted to verify the accuracy of
the dynamic models using EBM and the effectiveness of the
developed MPC controller. Finally, Section VI concludes this
article.

II. TRANSIENT BEHAVIORS OF RESONANT TANKS

In this section, the energy balancing model of the LC and
coupled LC resonant tanks is derived.

A. Energy of an LC Resonant Tank

The LC resonant tank is presented in Fig. 2. The resonant
frequency of the LC tank ωs is

ωs =
1√
LC

. (1)

The LC circuit operating under resonance can be modeled as[
i′L
u′
C

]
=

[
−R

L − 1
L

1
C 0

][
iL

uC

]
+

[
1
L

0

]
ug (2)

where the prime in the symbols represents the time differential.
To investigate the step response of the LC tank, the voltage source
ug = Ug cos(ωt) is applied at t0, whereUg is constant. Provided
R < 2ωsL, the state-space model in (2) can be solved as

iL = Ug
1

R
cos(ωst) + e−

R
2L t

(
iL(0)R− Ug

R
cos

(
H

2L
t

)

− iL(0)R+ 2uC(0)− Ug

H
sin

(
H

2L
t

))
(3)

uC = Ug
ωsL

R
sin(ωst) + e−

R
2L t

(
uC(0) cos

(
H

2L
t

)

+
2ωs

2L2(iL(0)R− Ug) + uC(0)R
2

RH
sin

(
H

2L
t

))
(4)

H =
√
4ωs

2L2 −R2. (5)

As shown in (3) and (4), the decay rate of the state variables is
τLC = − R

2L . By increasing R, the LC resonant tank can rapidly
reach the steady state, and the transients can be mostly neglected.
Given R = ωsL, for example, the transient components in (3)
and (4) decay to below 5% within one switching cycle. In
contrast, the transient response of the LC tank deteriorates as
R decreases. When R << ωsL, H ≈ 2ωsL, and the solutions
under zero conditions become{

iL ≈ Ug
1
R cos(ωst)(1− e−

R
2L t)

uC ≈ Ug
ωsL
R sin(ωst)(1− e−

R
2L t).

(6)

The total energy in the LC resonant tank WLC is

WLC =
1

2
Li2L +

1

2
Cu2

C . (7)

By substituting (6)–(7), the time-domain solution of WLC

under resonance can be obtained

WLC =
LU2

g

2R2
(1 + e−

R
L − 2e−

R
2L ). (8)

As per in (8), WLC is a slow-varying positive variable, which
does not contain any oscillating component. Meanwhile, (6)
proves that iL peaks when uC becomes zero, which means the
total energy of the LC tank is stored in the inductor as iL reaches
the peak, and vice versa. Therefore, the amplitude of iL and uC ,
and IL and UC can be expressed as (9). By introducing (9), IL
and UC can be calculated by solving WLC instead of iL and uC ,
which are cumbersome to solve due to their oscillating nature

IL =

√
2WLC

L
,UC =

√
2WLC

C
. (9)

B. Energy Balancing Model for an LC Resonant Tank

The energy injected from the voltage source will either in-
crease WLC or be consumed by the load. The phase angle
between ug and iL is negligible as per (6). Thus, based on the
balance of energy, the LC resonant tank can be modeled as

W ′
LC = LILI

′
L =

1

2
UgIL − 1

2
I2LR. (10)

Based on (10), the dynamic model of the LC resonant tank
using the EBM can be derived

I ′L = − R

2L
IL +

1

2L
Ug. (11)

UC can be obtained from (9). Compared with the dynamic
model in (2), the model applying the EBM in (11) applies the
amplitude of the oscillating variable to model the LC resonant
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Fig. 3. Two coupled LC resonant tanks.

Fig. 4. Total energy stored in the LC resonant tanks during transients,
(a) LC1 and (b) LC2, where L1 = 63.35 μH, L2 = 43.53 μH, M = 6.1 μH,
R1 = 0.2 Ω, R2 = 0.3 Ω, and RL = 20 Ω.

tank instead of the oscillating variables themselves. As a result,
the order of the dynamic model is reduced by half and the state
variables are real-value.

C. Energy Balancing Model for Two Coupled LC Resonant
Tanks

The EBM can also be applied to model two coupled LC
resonant tanks, L1C1 (as LC1) and L2C2 (as LC2), as shown
in Fig. 3. Fig. 4 presents agreement between the total energy
calculated based on the instantaneous winding current and the
capacitor voltage and the amplitude of the winding current. This
means the phase angle between iL1 (iL2) anduc1 (uc2) maintains
to be π

2 as in (6). Assuming that the resonant frequency of both
resonant tanks is equal to ωs, the energy of the resonant tanks
can be expressed as {

WLC1 = 1
2L1I

2
L1

WLC2 = 1
2L2I

2
L2.

(12)

In EV charging applications employing IPT systems, the
presence of air gap between charging pads causes the coupling
coefficient to be relatively low. Thus, the phase angle betweenug

and iL1 can be neglected as proved by (6). The energy interaction
between LC1 and LC2 can be calculated with

W ′
LC1 = L1IL1I

′
L1 =

1

2
UgIL1 − 1

2
I2L1R1 − 1

2
ωsMIL1IL2

(13)

W ′
LC2 = L2IL2I

′
L2 =

1

2
ωsMIL1IL2 − 1

2
I2L2(RL +R2)

(14)

Fig. 5. Time-domain solutions of two coupled LC resonant tanks from the
instantaneous model and EBM, where Ug = 100V and the circuit parameters
are the same as Fig. 4.

Fig. 6. Schematic of the SS compensated IPT system.

where IL1 and IL2 are the amplitudes of iL1 and iL2, respec-
tively. Based on (13) and (14), the dynamic model using EBM
can be obtained as[

I ′L1

I ′L2

]
=

[
− R1

2L1
−ωsM

2L1
ωsM
2L2

− (R2+RL)
2L2

][
IL1

IL2

]
+

[
1

2L1

0

]
Ug. (15)

The solutions from the instantaneous model and EBM are
presented in Fig. 5, where the amplitude of waveforms ob-
tained from EBM match the envelopes of waveforms from the
instantaneous model.

III. APPLYING EBM TO THE SS COMPENSATED IPT SYSTEM

This section presents the modeling procedure of an SS com-
pensated IPT system using the developed EBM. To highlight the
advantage of EBM in reducing the dynamic model order of the
IPT system, the dynamic model using LPT is also derived for
comparison purpose.

A. SS Compensated IPT System

The schematic of the studied IPT system is presented in Fig. 6.
The main power stage consists of a dc voltage source, an H-
bridge inverter, a primary and secondary resonant circuit, an H-
bridge diode rectifier, and an equivalent modeled resistive load
with a capacitive filter in parallel. The dc voltageuin is converted
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into the ac voltageuAB by the inverter.uAB is a square waveform
with the fundamental harmonic angular frequency as ωs. The
resonant circuits on both sides include the inductances L1 and
L2, the capacitances C1 and C2, and the equivalent parasitic
series ac resistancesR1 andR2. The mutual inductance between
the Tx and Rx is M . The voltages across C1 and C2 are uC1

anduC2, respectively. The rectifier converts i2 into the dc current
iout, which feeds power to the filter capacitor Cfo and equivalent
resistive load RL. To reduce the voltage ripple across the load
voltage uCfo, a large filter capacitorCfo is connected in parallel
with RL.

The SS compensation is one of the basic compensation topolo-
gies that uses a single capacitor in each coil side to form the
resonant circuits in the IPT systems. The ac-link of the SS
compensated IPT system is of fourth order, so its instantaneous
state-space model will also be of the same order. To deal with
the discontinuity of the instantaneous model, the state variables
are replaced by their Fourier series coefficient. As the resonant
circuits operate as a low-pass filter, FHA can deliver the accurate
estimation of the system performances.

B. Dynamic Model Using LPT

The inverter and rectifier stages can be analyzed by using the
equivalent turns ratio [17]. Assuming that the dead time of the
H-bridge inverter PWM signal is negligible, the equivalent turns
ratio of the inverter s1 and rectifier s2 can be expressed as

s1 = sgn[cos(ωt)], uAB = s1uin (16)

s2 = sgn[i2], uab = s2uCfo, iout = s2i2. (17)

By using the instantaneous variables, the fifth-order instanta-
neous state-space model of the SS compensated IPT system is
given by⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡
⎢⎢⎢⎢⎢⎢⎣

i′1
u′
C1

i′2
u′
C2

u′
Cfo

⎤
⎥⎥⎥⎥⎥⎥⎦
= Ap1

⎡
⎢⎢⎢⎢⎢⎢⎣

i1

uC1

i2

uC2

uCfo

⎤
⎥⎥⎥⎥⎥⎥⎦
+Bp1s1uin

Ap1 =

⎡
⎢⎢⎢⎢⎢⎢⎣

−L2R1

F −L2

F
MR2

F
M
F −Ms2

F
1
C1

0 0 0 0
MR1

F
M
F −L1R2

F −L1

F
L1s2
F

0 0 1
C2

0 0

0 0 − s2
Cfo

0 − 1
RLCfo

⎤
⎥⎥⎥⎥⎥⎥⎦

Bp1 =

⎡
⎢⎢⎢⎢⎢⎢⎣

L2

F

0

−M
F

0

0

⎤
⎥⎥⎥⎥⎥⎥⎦

F = L1L2 −M2.

(18)

In the phasor dynamic model, Uin, UCfo, and Iout are the
averaged values of the variables uin, uCfo, and iout, İ1, İ2, ˙UC1,
and ˙UC2 are the dynamic phasors of the ac variables i1, i2, uC1,
anduC2, Ṡ1 and Ṡ2 are the complex turns ratio of the inverter and
the rectifier, respectively. To regulate the power flow, the phase
shift control is used to control the inverter output voltage by
adjusting its conduction angle θ ∈ [0, π] [16]. Taking the phase
angle of ˙UAB as reference, the complex turns ratio Ṡ1 and Ṡ2

can be expressed as

Ṡ1 =
2
√
2

π
ej0 sin

θ

2
, ˙UAB = Ṡ1Uin (19)

Ṡ2 =
2
√
2

π
ej[arg(İ2)], ˙Uab = Ṡ2UCfo, Iout = Re[Ṡ∗

2İ2]. (20)

Since the phase angle of Ṡ2 is the same as that of İ2, Iout can
also be calculated as Iout = |Ṡ2|e−j[arg(İ2)]İ2.

The relation between the instantaneous variable x and its
dynamic phasor Ẋ is given as

x = Re[
√
2Ẋejωst]. (21)

Based on (19)–(21), (18) can be rewritten as

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡
⎢⎢⎢⎢⎢⎢⎣

(İ1
′
+ jωsİ1)e

jωst

( ˙UC1
′
+ jωs

˙UC1)e
jωst

(İ2
′
+ jωsİ2)e

jωst

( ˙UC2
′
+ jωs

˙UC2)e
jωst

U ′
Cfoe

jωst

⎤
⎥⎥⎥⎥⎥⎥⎦
= Ap2

⎡
⎢⎢⎢⎢⎢⎢⎣

İ1e
jωst

˙UC1e
jωst

İ2e
jωst

˙UC2e
jωst

UCfoe
jωst

⎤
⎥⎥⎥⎥⎥⎥⎦

+Bp1

[
Ṡ1e

jωstUin

]

Ap2 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

−L2R1

F −L2

F
MR2

F
M
F −MṠ2

F
1
C1

0 0 0 0
MR1

F
M
F −L1R2

F −L1

F
L1Ṡ2

F

0 0 1
C2

0 0

0 0
|Ṡ2|e−jarg[İ2]

−Cfo
0 − 1

RLCfo

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(22)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡
⎢⎢⎢⎢⎢⎢⎣

İ1
′

˙UC1
′

İ2
′

˙UC2
′

U ′
Cfo

⎤
⎥⎥⎥⎥⎥⎥⎦

= Ap3

⎡
⎢⎢⎢⎢⎢⎢⎣

İ1
˙UC1

İ2
˙UC2

UCfo

⎤
⎥⎥⎥⎥⎥⎥⎦
+Bp1

[
Ṡ1Uin

]

Ap3 = Ap2 − jωs

[
I4×4

0

]
.

(23)

By eliminating the term ejωst on both sides of (22), the fifth-
order complex phasor dynamic model of the SS compensated
IPT system is obtained in (23).
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Fig. 7. Comparison between dynamic models using EBM and circuit simulations, where uin = 100 V, ωr = 85 kHz, and Cfo = 80 μF, and the rest of the
circuit parameters are the same as Fig. 4.

To derive the solutions of the dynamic phasor variables, the
ninth-order real-valued dynamic model can be expressed as

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

xLPT = [ ˙I1,r, ˙UC1,r, ˙I2,r, ˙UC2,r,

˙I1,i, ˙UC1,i, ˙I2,i, ˙UC2,i, UCfo]
T

x′
LPT = Ap4xLPT +Bp2

[
˙S1,rUin

˙S1,iUin

]

Bp2 =

[
L2

F 0 −M
F 0 0 0 0 0 0

0 0 0 0 L2

F 0 −M
F 0 0

]T

(24)
where Ap4 is written in (27) shown at the bottom of the next
page. In the transient state, the phase of İ2 changes. ˙S2,r, which
is in phase with İ2, becomes a time-varying variable. Therefore,
the phasor dynamic model in (24) is still time-varying.

C. Dynamic Model Using EBM

In the EBM, the state variables are the fundamental harmonics
amplitude of the oscillating instantaneous variables. I1, I2,UAB ,
and Uab are the amplitudes of i1, i2, uAB , and uab at the
resonant angular frequencyωs. The equivalent turns ratios of the
inverter S1 and rectifier S2 can be expressed in (27) and (28).
The resonant frequency of the resonant circuit ωr is assumed
equal to ωs. The output filter capacitor Cfo can be modeled by
(25). The energy balance of the secondary resonant circuits can
be expressed as (26). Based on (15), (25), and (26), the EBM
dynamic model of the SS compensated IPT system is obtained

in (30)

U ′
Cfo =

S2I2
2Cfo

− UCfo

CfoRL
(25)

L2I
′
2 =

ωsMI1
2

− R2I2
2

− S2UCfo

2
. (26)

D. Sensitivity of EBM When ωs �= ωr

The developed EBM method is based on the assumption that
ωr is equal to ωs. However, in real practice, ωs might be tuned
to make the input impedance of the resonant circuit slightly
inductive, such that the zero voltage switching (ZVS) operation
can be achieved in the inverter [29]. In the SS compensated IPT
system, ωs should be slightly larger than ωr when the system
works in nonbifurcation region [30]. Therefore, the sensitivity
of the proposed EBM is discussed when ωs �= ωr.

For the phase angle α1 that represents the lagging of the
waveform of i1 in relation to uAB , the average power injected
into the primary resonant circuit becomes 1

2I1UAB cos(α1).
Similarly, the power transferred to the secondary side is
1
2ωMI1I2 cos(α2), where α2 is the phase angle between i2
and the secondary induced voltage. The revised dynamic model
using EBM can be obtained as (31). The predicted results from
EBM and LPT are compared with circuit simulations as shown
in Fig. 7.

In Fig. 7(c) and (f), the transient behaviors of α1 and α2 are
presented. Both α1 and α2 exhibit rapid transient responses,
which last less than 0.25 ms when ωs is below 86 kHz. Besides,
their absolute values are mostly below 20◦. This means that the
primary and secondary resonant circuits are operating close to
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the resonance and (9) is still acceptably accurate. Consequently,
it is reasonable for EBM to simplify the dynamic model by
assuming thatα1 andα2 remain at their steady states throughout
the transients when ωs is below 86 kHz. In Fig. 7(a) and (b),
where ωs = ωr, the predicted results from the EBM and LPT
match the simulated waveforms well. The transient and steady
states are both accurately evaluated. When ωs = 86kHz, the
steady state value of α1 is around 20◦, which can ensure ZVS
operation of the inverter. As shown in Fig. 7(d) and (e), the pre-
dicted curves from the EBM and LPT both slightly deviate from
the envelope of the simulated waveforms, while the estimation
of the transient time and steady state values is still accurate.

However, as ωs becomes larger than 87 kHz, as shown in
Fig. 7(i), the transient time of α1 and α2 increases. Although the
absolute value of α2 maintains less than 9◦ over a large region,
the steady state absolute value of α1 is around 37◦. This proves
that the primary resonant circuits drift away from the resonance
operation, and thus, (9) and the EBM become inaccurate. As
presented in Fig. 7(g) and (h), the curves from the LPT match
the simulated waveforms at the beginning of the transients,
while fluctuating around the envelope of the waveforms with
a small error. By contrast, the EBM constantly underestimates
the amplitude of the waveforms during transient.

The power flow of IPT systems is commonly regulated via
a natural resonant frequency tracking method that will tune the
inverter operating frequency to an equivalent fixed-frequency
control strategies, particularly because of the nonlinear relation
of the output power to ωs. Besides, by applying an equivalent
fixed-frequency control strategy [5], [31], [32], the resonant cir-
cuit can operate at its natural optimum efficiency with minimum
switching losses in the full-bridge inverter [33]. Indeed, it is
normal for high-efficiency IPT systems employing optimal load
matching that ωs is tuned for the ZVS turn-ON operation of
the H-bridge inverter and is close to the resonant frequency of
the IPT systems. Therefore, the EBM is suitable to model IPT
systems oriented for EV charging applications.

S1 =
4

π
sin

θ

2
, UAB = S1Uin (28)

S2 =
4

π
, Uab = S2UCfo, Iout =

1

2
S2I2 (29)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

xEBM = [I1, I2, UCfo]
T

xEBM
′ = Ae1xEBM +Be1S1Uin

Ae1 =

⎡
⎢⎣
− R1

2L1
−ωsM

2L1
0

ωsM
2L2

− R2

2L2
− S2

2L2

0 S2

2Cfo
− 1

CfoRL

⎤
⎥⎦

Be1 =

⎡
⎢⎣

1
2L1

0

0

⎤
⎥⎦

(30)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

xEBM
′ = Ae2xEBM +Be2Uin

Ae2 =

⎡
⎢⎣

− R1

2L1
−ωsMcos(α2)

2L1
0

ωsMcos(α2)
2L2

− R2

2L2
− S2

2L2

0 S2

2Cfo
− 1

CfoRL

⎤
⎥⎦

Be2 =

⎡
⎢⎣

S1cos(α1)
2L1

0

0

⎤
⎥⎦ .

(31)

IV. MODEL PREDICTIVE CONTROLLER DESIGN

MPC formulates an optimization problem based on a cost
function. To evaluate the cost function at a certain control input,
the dynamic model of the target system and the measurements of
the state variables are required. By traversing the search space
of the control signal, MPC can find the optimal control input
minimizing the cost function at each control period. As the
order of the system increases, the difficulties arises in computing
the optimization loop and sampling the state variables. In IPT
EV charging applications, the switching frequency ranges from
79–90 kHz, and the order of the ac-link is above four, which pose
challenges to finish the optimization loop within one switching
cycle. Simplifying the dynamic model becomes vital to facilitate
the application of the MPC. To highlight the advantage of
reducing the order of the dynamic model, MPC controllers are
designed based on (24) and (31), respectively.

In both EBM and LPT methods, the state variables are derived
from the first-order Fourier coefficient. As a discrete control
strategy, the state variables have to be sampled at each control
period. Considering the principle of phase shift control, the
control period should be an integral multiple of the switching
cycle Ts. In this section, the control period is set equal to Ts

Ap4 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−L2R1

F −L2

F
MR2

F
M
F ωs −M ˙S2,r

F
1
C1

ωs

MR1

F
M
F −L1R2

F −L1

F ωs
L1

˙S2,r

F
1
C2

ωs

−ωs −L2R1

F −L2

F
MR2

F
M
F −M ˙S2,i

F

−ωs
1
C1

−ωs
MR1

F
M
F −L1R2

F −L1

F
L1

˙S2,i

F

−ωs
1
C2

− ˙S2,r

Cfo
− ˙S2,i

Cfo
− 1

RLCfo

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(27)

Authorized licensed use limited to: TU Delft Library. Downloaded on May 18,2022 at 06:52:37 UTC from IEEE Xplore.  Restrictions apply. 



9966 IEEE TRANSACTIONS ON POWER ELECTRONICS, VOL. 37, NO. 8, AUGUST 2022

Fig. 8. Sampling sequence of the oscillating variables.

such that the control input can be updated at the start of each
switching cycle. Based on the forward Euler method, the discrete
predictive model can be obtained as (32). It should be noticed
that the matrix Ap4 is dependent on xEBM(k) according to
(20).⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

xEBM(k + 1) = (TsAe1 + I3×3)xEBM(k) + TsBe1S1Uin

xLPT(k + 1) = (TsAp4(k) + I9×9)xLPT(k)

+ TsBp2

[
˙S1,rUin

˙S1,iUin

]
.

(32)
As shown in (32), the MPC based on the LPT method requires

measurements of nine state variables. Regarding the measure-
ments of the amplitude and phase of the oscillating variables, the
sampling sequence is illustrated in Fig. 8, where uAB is taken
as the phase reference.

To control the power flow of the IPT system, uCfo is taken
as the control target. However, the predictive models in (32)
cannot convey an explicit function between the control input
and the target. Thus, multiple iterations are required to obtain
the response of uCfo under a certain θ. According to the matrix
Be1 andBp2, the predictive models based on the EBM and LPT
require three steps in each optimization loop. For example, at
the kth switching cycle, UCfo(k + 3) is calculated to compute
the cost function for the MPC based on the EBM. In order to
constrain the overshoot of i1 and i2, and to minimize the output
ripple in the steady state, the cost functions are defined as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

GEBM = w1

∣∣∣U ∗
Cfo − UCfo(k + 3)

∣∣∣+ w2 |I∗2 − I2(k + 2)|
+w3 |I∗1 − I1(k + 1)|

GLPT = w4

∣∣∣U ∗
Cfo −

√
2UCfo(k + 3)

∣∣∣
+w5

∣∣∣I∗2 −√
2|İ2(k + 2)|

∣∣∣
+w6

∣∣∣I∗1 −√
2|İ1(k + 1)|

∣∣∣
(33)

Fig. 9. Diagram of the proposed MPC controller.

Fig. 10. Closed-loop transient response of the MPC controllers and impacts of
the feedback noise, where uin = 100 V, U∗

Cfo = 60 V, the circuit parameters
are listed in Table I.

where w1, w2, w3, w4, w5, and w6 are the weight factors.
The structure of the MPC controllers is depicted in Fig. 9.

Based on the measurements of the state variables, the predictions
can be obtained by using (32). The predictions are evaluated by
applying the cost functions in (33). The cost function minimiza-
tion block can find the optimal control input θ∗ under the current
switching cycle. Although both the MPC controllers based on
EBM and LPT methods execute three iterations for each given
θ, the number of equations to be solved is three times larger in
the controller based on the LPT strategy due to its high-order of
the dynamic model. To finish the MPC optimization within one
switching cycle, it is essential to reduce the computation labor,
which makes the EBM more advantageous.

To compare the computation time of the developed MPC
controllers, the optimization cycle is conducted in MATLAB
on a computer with a Intel(R) Xeon(R) W-2123 CPU. In each
optimization cycle, 50 different values of θ in the range of
[0, π] is assigned into the predictive model, whose results are
compared according to the defined cost function. By conducting
the optimization cycle 100 000 times, the average computation
time of one optimization cycle is 0.0037 ms for the EBM and
1.6 ms for the LPT. This can prove that the MPC controller based
on EBM is more practical to control IPT systems.

Fig. 10 presents the closed-loop transient response of the
proposed MPC controllers. To investigate the impacts of the
feedback measurement error, band-limited white noise (peak
value less than 10% of the signal’s steady state value, sampling
frequency at 86.3 kHz) is added to the feedback signals. When
the noise is absent, the MPC controllers using both the EBM
and LPT methods can effectively regulate uCfo, while the MPC
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Fig. 11. Photograph of the IPT system.

Fig. 12. Experimental waveforms for case A [(a)–(c)] and case B [(d)–(f)], (a) and (d) ZVS turn-ON operation of the H-bridge inverter; (b) and (e) start-up
response of the IPT system; (c) and (f) step response starting from nonzero conditions.

controller based on the EBM strategy shows superiority in terms
of the transient time, overshoot, and steady-state ripple. The
waveform of the MPC controller based on the LPT method
presents relatively large ripple, which mainly results from the
error of measurements. As per Fig. 8, the sampling time of the
phase and peak is not synchronized, and thus, there will be
an error between the sampled values of the state variables and
their real-values when the optimization starts running. Since
there are eight state variables sampled from the oscillating
waveform, the sampling error could accumulate on the predicted
results. By contrast, the MPC controller based on the EBM
requires two state variables from the waveform, which makes it
more reliable. Moreover, peak sampling is easier to be realized
in software or hardware than the phase sampling in practice.
When the noise is added to the feedback signals, the MPC
controller based on EBM delivers almost the same transient
response, while the transient behaviors of the controller based
on the LPT method have a longer transient time and a larger
ripple.

V. EXPERIMENTAL VALIDATION

To verify the developed EBM and MPC controller, experi-
ments are conducted in the IPT system shown in Fig. 11. Two
cases (case A and case B) of experiments are conducted to show
the accuracy of the proposed EBM under different switching
frequencies. The experimental system parameters for these two
cases are listed in Table I, where ωs and the resonant frequency
for the Tx ωr,1 and Rx ωr,2 sides are included. In both cases,
the ZVS turn-ON operation of the H-bridge inverter is achieved.
Compared with case A, case B operates closer to the natural
resonance of the IPT system, and the EBM, thus, delivers a
higher prediction accuracy for case B. uin is set to be constant
and equal to 100 V in all the experiments.

A. Start-Up Response

The start-up waveforms that are illustrated in Fig. 12(b) and
(e) are measured when θ steps from zero to π. Fig. 12(a) and
(d) shows that i1 slightly lags uin and the ZVS operation of the
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Fig. 13. Comparison of the start-up responses between the experimental results and the solutions derived from the analytical dynamic models for case A [(a)–(c)]
and case B [(d)–(f)].

inverter is guaranteed. By applying the same conditions, uCfo,
i1, and i2 predicted by the LPT in (24) and by the EBM in (31) are
compared with the experimental results, as depicted in Fig. 13.
Since |İ1| and |İ2| represent the rms value of i1 and i2 at the
fundamental frequency in the LPT method, the curves from the
LPT dynamic model indicates the value of

√
2|İ1| and

√
2|İ2|.

In Fig. 13, a better agreement between the analytical and
experimental results can be observed in case B because the
operation frequency of case B is closer to the resonance than
case A. In Fig. 13(a) and (d), the analytical models accurately
predict the transients of uCfo. In Fig. 13(e) and (f), the ripples
of the waveform envelop are accurately predicted by the EBM.
Although the predicted curves shows a small error in the later
stage of the transients in Fig. 13(b) and (c), the EBM can
accurately predict the early stage of the step response as shown
in the zoomed-in views, which ensures that the overshoot can
be accurately estimated.

Both EBM and LPT models can mostly match the peaks
of i1 and i2, and the EBM becomes more accurate when the
IPT system operates closer to the its resonance point. It proves
that the EBM can accurately predict the transients of the SS
compensated IPT system starting from zero conditions.

B. Step Response Starting From Nonzero Conditions

To test the accuracy of the proposed EBM model, step re-
sponses under nonzero conditions are measured on the IPT
system. When the system reaches steady state with θ equal to
π
2 , a step of π

2 is added to θ. After 5 ms, a step of −π
2 is added

to θ. The measured waveforms are presented in Fig. 12(c) and
(f). By applying the same operating conditions, the predicted
curves from the EBM and LPT methods are compared with the
measured waveforms in Fig. 14.

Similar to the step response, the prediction accuracy of case B
is generally higher than case A because the operating frequency

of case B is close to the resonant frequency of the IPT system.
In Fig. 14(a) and (d), the analytical results of uCfo match the
measurements well, which implies that the proposed EBM can
be used to design controller for the output power regulation.
In the prediction of i1 and i2 in case A, the EBM and LPT
methods both overestimate the overshoot, and the curves from
the EBM takes longer time to reach the steady state, as shown in
Fig. 14(b) and (c). By contrast, the prediction accuracy in case
B is obviously higher, and the curves of the EBM and the LPT
method overlap mostly. Therefore, the EBM strategy is proved
to be able to accurately predict the system transient responses
starting from nonzero conditions.

C. Transient Response Using MPC Controllers

To prove the advantage of the presented EBM in reducing
the order of the dynamic model, the MPC controllers are de-
veloped in Section IV. Since the main idea of this article is
the proposed dynamic modeling method, the MPC controllers
are not physically implemented on the IPT system. Instead of
building the real feedback controller, a lookup table of the control
input, generated from circuit simulations, is applied to control
the IPT system. The circuit simulation model utilizes the same
parameters of case B as listed in Table I. The reference voltage
is set to be 60 V. The control input is obtained from simulations
using MPC based on the EBM and LPT methods.

The experimental waveforms are illustrated in Fig. 15(a) and
(b). The MPC based on the EBM can effectively regulate uCfo,
while the MPC based on the LPT method shows an obvious
ripples in uCfo and the envelops of the winding currents also
oscillate. The experimental results are also compared with the
simulations in Fig. 15(c) and (d). The simulated curves match
the measurements well, which proves that the simulation mod-
els can accurately reflect the transients of the IPT system. In
Fig. 15(c), the MPC based on the EBM delivers good dynamic
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Fig. 14. Comparison of the step responses starting from nonzero conditions between the experimental results and the solutions derived from the analytical
dynamic models for case A [(a)–(c)] and case B [(d)–(f)].

Fig. 15. Measured transient response using MPC methods based on (a) EBM and (b) LPT strategies. The comparison between the measurements and simulations
are presented in (c) and (d).

performances. uCfo reaches steady state in 1.5 ms with almost
no overshoot. By contrast, the transient time is longer and uCfo

fluctuates in the steady state in Fig. 15(d). This is because the
MPC based on LPT requires feedback signals of nine state
variables. The sampling timing cannot be synchronized, as il-
lustrated in Fig. 8, leading to errors in the feedback signals. As a
result, the predicted results are inaccurate in each optimization
cycle of the MPC controllers based on the LPT method. The
developed MPC based on the EBM is proven to be effective in
regulating the output voltage of the IPT system. Meanwhile, it
is also an evidence that the proposed EBM can accurately model
the dynamics of the IPT system.

VI. CONCLUSION

This article develops a dynamic modeling method for IPT
systems based on the energy interactions between the resonant
tanks. To verify the accuracy of the proposed EBM, the dynamic
models of an SS compensated IPT system are built based on the
EBM and LPT methods. By using the EBM, the dynamic model
of the ac-link is of second-order, which is one fourth that of
the LPT strategy. To prove the accuracy of the EBM when the
switching frequency deviates from the resonant frequency, the
transient behavior of the IPT system is studied in the switching
frequency range of 85–87 kHz. To further show the advantage of
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the EBM, the EBM and LPT methods are applied to design MPC
controllers. The MPC controller based on the EBM requires just
three feedback signals and less computation time, and delivers
a better transient response than the LPT strategy. Finally, exper-
iments are conducted to validate the accuracy of the EBM and
the effectiveness of the developed MPC controller based on the
EBM.

In this article, a lookup table of the control input is used
to regulate the IPT system. It is valuable to further investigate
the impact of the sampling delay and computation time on the
transient performance of the developed MPC controller. We will
physically build an MPC controller to control the IPT system as
our future work.
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