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Abstract

The democratization of data science, and in particular of the
machine learning pipeline, has focused on the automation
of model selection, feature processing, and hyperparameter
tuning. Nevertheless, the need for high-quality data for in-
creased performance has sparked interest in the inclusion of
data augmentation in these automatic machine learning tech-
niques. This research approaches this topic by examining
different feature selection techniques that will ultimately al-
low devising what makes a feature desirable. We introduce
an automatic data augmentation process, tailored for sup-
port vector machines, that employs sample joins. This ap-
proach is evaluated through different setups, datasets, and
other machine learning models: CART, random forests, and
XGBoost. The results are mixed: the algorithm identifies the
features containing the signal, resulting in accuracy scores
close to the models trained with all the data. However, the
computational time is higher. A theoretical analysis suggest
that the methodology might be helpful in particular cases
where data is structured in specific ways.

1 Introduction

Advances in machine learning (ML) have launched a bur-
geoning literature on the democratization of data science
[171[26] in pursuit of the automation of the ML pipeline:
from model selection, and hyperparameter tuning, to fea-
ture processing. Particular focus has been placed on the
latter [81[19], which aims at the minimisation of the depen-
dency on domain expertise by exploiting statistical knowl-
edge [17]. Indeed, more advanced techniques of automatic
ML have demonstrated to outperform experts [31] and ar-
guably suggest a rapprochement to the upper bound set by
the signal contained in a certain dataset.

Evidently, model performance relies highly on the qual-
ity of the data, thus focusing on a single table might fail
to exploit the power of all available data [9]. For instance,
a taxi service company might not collect enough data to
accurately predict the time a taxi ride will take; and con-
sequently would benefit from publicly available datasets
such as the current and forecast weather, or that of con-
struction work taking place on the specified route. Nev-
ertheless, the existence of thousands of repositories with
millions of datasets makes finding pertinent data a tedious
burden [3]; even after correct identification of the tables,
determining what features will increase model performance
can be a remarkably computationally expensive task. Ex-
tensive work has aimed at discovering the characteristics
a table should possess to determine ex-ante the benefits of
performing a join with the base table [51[9][18]. In their

current form, these results prompt the question: can data
augmentation techniques also be automated and included
in the ML pipelines in an efficient manner?

This research attempts to reverse-engineer the process of
feature selection to first analyse what characteristics are de-
sirable for a model. Such scrutiny will allow the formula-
tion of an approach for the automation of feature discovery
that will be thoroughly evaluated to derive insights into its
performance, robustness, and efficiency.

This approach is thus divided into three subcategories:
(i) What characteristics make a feature appealing? By re-
verse engineering the results of different feature selection
techniques we will study what makes a variable desirable.
Moreover, this paper investigates whether a multivariate
analysis is required to define the appeal of a variable. (ii)
Can these findings be used for an efficient and automatic
feature discovery process? Transposing the previous re-
sults into the creation of an algorithm that automatically
and efficiently performs feature discovery. (iii) Does this
hold for other models? By evaluating this approach under
different setups to study the robustness and extension of the
results.

The use of support vector machines (SVMs) is justified
under the context of this research, where the objective is to
analyse whether tree-based classification models would re-
quire a different process of automatic data augmentation
compared to a linear model, such as SMVs. Moreover,
this model is chosen for its rich literature and popularity
[21[22](29]. The research is narrowed down to binary clas-
sification problems and will not discuss regression tech-
niques.

The main contributions of this paper can be summarized
as follows: (i) The use of sample joins helps identify the
desirability of variables, albeit at a large computational ex-
pense. (ii) The automatic data augmentation (ADA) al-
gorithm presented outperforms the use of the base table.
However, joining all tables and performing feature selec-
tion techniques ex-post, yields the best results. Neverthe-
less, this could arguably be due the format and dimensions
of the data. (iii) Finally, the results suggest the presence
of overfitting when using the ADA algorithm. This indi-
cated that a more stringent desirability computation could
be beneficial '.

These findings add to the existing literature on automatic
feature discovery presented in section 2. Following, sec-

"The algorithm, its evaluation, and the data can be accessed in
the following repository: github.com/mrcruset22/bachelorthesis.



tion 3 introduces the framework under which the feature
study is performed: model, feature selection techniques,
data, and results obtained. Consequently, an approach to
automatic feature discovery is defined in 4. This, in turn, is
scrutinized in an evaluation outlined in section 5. Finally,
sections 6 and 7 discuss the results of the research and state
some concluding remarks.

2 Related Work

Automatic data augmentation techniques constitute a still
unripe literature when compared to other stages of the au-
tomatic machine learning pipeline [5]. Consequentially, no
golden rules have been yet devised, and the exploration of
many different methodologies defines best the literature’s
current state. Nevertheless, two main approaches can be
identified: automatic data augmentation through synthetic
oversampling from existing data, and dataset augmentation
through feature discovery in other repositories and tables.

2.1 Synthetic Oversampling

Deep learning is particularly vulnerable to insufficient
amounts of data on which to train a model [13]. Most
notably, in the image domain, great focus has been given
to automatic data augmentation; techniques range from the
introduction of new features through processes such as ap-
plying flips or translations to an image [11], the inclusion
of filters and kernels to the model’s architecture [14], and
more complex approaches such as the renowned AutoAug-
ment [7] or DADA [20].

These approaches service specific problems in the sub-
field of media analysis. Their transposition into other
domains, such as biology, has been recently explored
[331[27], and their generalisation to support any reinforce-
ment learning has similarly been investigated [24]. These
approaches, however, constitute a parallel branch of re-
search to the one this paper will follow, which rather
than focusing on data augmentation in its strictest defini-
tion, will delve into the practices of dataset augmentation
through joins.

2.2 Automatic Dataset Augmentation

Feature discovery through join-based data augmentation
has often relied on domain expertise. In order to avoid
or reduce human-in-the-loop interaction and its disadvan-
tages, the inclusion of feature discovery into the auto-
matic machine learning pipeline has been successively pro-
posed. Different approaches have been presented that can
be grouped into two categories.

First, a negative approach to the issue by analysing the
tables that are safely disregardable. Kumar’s notable “fo
Jjoin or not to join” [18] develops on this idea of avoiding
joining tables that do not yield meaningful increases in pre-
diction accuracy. It is based on the Vapnik-Chervonenkis
(VC) dimension to avoid including redundant information.
However, this approach focuses on whether a table or fea-
ture should be used for augmentation, rather than discover-
ing these in the first place.

Second, finding the most suitable tables within the data
set through an external score system. ARDA [5] joins the
base table with those that obtain the highest scores, i.e., are
selected in the top-k. Aurum [10], a join discovery sys-
tem, attaches a score to each of the tables of the database

that can be joined to the base table, on which ARDA is
based. This work is complementary to the one in this paper
as it relies on an external scoring metric that determines the
relevance of tables and features and does not measure ex-
ante the impact on accuracy they will entail, indeed it pro-
poses a reverse-engineered-based external scoring system
to elicit the appeal of performing a particular join. Sim-
ilarly, COCOA [9] is a data augmentation technique that
utilizes correlation to extract insight into the desirability of
a table or feature. However, this technique uses virtual join
for a more efficient approach to the feature discovery pro-
cess. Alternatively, this paper presents a solution based on
sample joins to disregard unwanted tables, but it performs
full-fledged joins in the primary key-foreign key (PK-FK)
relational path traversal.

3 Background

This section introduces the models and techniques that will
be used and examined for the automatic dataset augmenta-
tion approach. First, an overview of SVMs in section 3.1,
followed by the introduction of different feature selection
techniques used in section 3.2. Finally, the data and metrics
are presented in sections 3.3 and 3.4.

3.1 Support Vector Machines

Support Vector Machines (SVMs) is a computer algorithm
that learns by example to assign labels to objects [2]. Their
success has been in many fields from biology to economics
and finance [22]. There are four key aspects to the under-
standing of an SVM: (i) the separating hyperplane, which
entails geometrically dividing the two classes with a line in
two dimensions or a hyperplane in higher dimensions. (ii)
The maximum-margin hyperplane; this technique, based
on information theory [29], chooses the hyperplane that
maximizes the distance to the nearest data point. (iii) The
soft margin, which is used when data is not perfectly lin-
early separable. It allows for certain data points to fall
under the wrong side of the hyperplane, by introducing a
penalty in the loss function. Finally, (iv) the kernel trick;
which allows for an increase in the dimensionality of the
feature space to tackle non-linear problems [1]. Given the
context of this research and the interest in deriving differ-
ences between linear and non-linear models, this trick will
be not used unless stated otherwise. Equation (1) presents
the base loss function for a soft margin SVM [6]:

1 n
Cllw||* + — > max(0,1—y;(w'x;i —b) (1)
=1

Where w is the feature vector, y; is the class label (either 1
or -1), wI'x; — b represents the separating hyperplane, and
C establishes the rigidness for the hinge loss [25].

3.2 Feature Selection Techniques

1. Variance threshold is a baseline filter feature selection
technique [4]. Tt selects the independent variables that have
a larger variance than a pre-set threshold. Alternatively, it
also offers a relative implementation by which the user can
select the top percentage of features with the largest vari-
ance. Although this methodology can be very useful when
in need of a simple technique that is not computationally
expensive, it will not be much used in this analysis as it



already relies on the heuristic that variables with high vari-
ance are appealing.

2. Correlation with class. How the variable is correlated
with the target variable is closely examined [12].

3. Linear discriminant analysis (LDA) is not per se a fea-
ture selection technique but is commonly use as a tool
for dimensionality reduction [28]. Alternatively, it offers
a vector in the feature space which best separates both
classes. There exists a well-known implementation for
multi-class tasks. In this analysis is used to derive insight
into the correlation between each independent variable and
the LDA-created feature.

4. Select K best. This methodology consists in ranking all
variables using a score function. Three will be used:

(a) ANOVA This technique uses the ANOVA test; i.e., it
analyses the difference among the class-conditional
means. The resulting score is the p-value derived from
performing an F-test [27].

(b) Mutual Information. Similar to correlation, it analy-
ses the amount of entropy shared by two variables and
thus, the information that one variable contains about
a second variable [30].

(c) Chi2 It uses the value resulting from the chi-squared
test [21]. Therefore, it requires non-negative features.
Since it mostly relies on frequencies it will not be used
in many dataset instances containing purely numerical
variables.

5. Recursive feature elimination is as straightforward as
the name indicates. This wrapper method relies on a model
that attaches a score or coefficient to each feature and re-
cursively deletes that with the lowest value [4].

6. Regularization: LI and L2. Regularization is an em-
bedded method that is not native to SVMs; neverthe-
less, extensive literature exists on its analysis and benefits
[16][231[32]. Given the problem at stake, the regularisers
for sparsity L1 and L2 are preferred. These tend to help
highlight the relative importance of each feature. Equations
(2) and (3) are added to the loss function (1) of the SVM,
where the hyperparameter A determines the rigidness of the
regularisation.

A w; ) A w? 3)
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7. Sequential feature selection: backward and forward.
This exhaustive wrapper method is usually the most com-
putationally expensive technique. The backward (forward)
format requires the target model to be trained by exclud-
ing (including) each feature at a time and only exclude
(include) that that decreases (increases) the selected score
metric the least (most). Due its complexity is often disre-
garded; however, it usually yields the best results [15].

3.3 Data

In order to extract heuristics that are both comprehensive
and robust, the datasets need possess analogous qualities.
Therefore, in order to maximize the information to extract,
the data used was carefully chosen to be as representative as

possible, rich —i.e., different number of numerical and cat-
egorical features, ratio of rows and columns, proportions of
NaNs per variable, etc.— and evidently, belong to different
fields —namely economics, biology, medicine, etc. Table 1
includes their names, together with their dimensions, speci-
fying the number of categorical and numerical features. All
datasets used are publicly available.

#var. (num., cat.)  #rows
Banknotes 44,0 1.372
Heart disease 13 (13, 0) 297
Card fraud detection 29 (29, 0) 284.807
Income estimation 14 (6, 8) 48.842
Mushroom poisonousness 22 (0, 22) 8.124
NBA contracts 20 (19, 1) 1.340
Stroke prediction 11 (6,5) 5.110
Water potability 9(9,0) 3.276
Cancer detection 30 (30, 0) 569

Table 1: Data sets for variable examination

Categorical data and NaNs

SVMs are models that require numerical features that do
not contain any missing values. Unfortunately, this pre-
requisite is largely unsatisfied in most datasets; thus, need-
ing certain pre-processing of the data before this can be
used for training. Regarding categorical data, whenever a
SVM is used, the creation of dummy variables will (unless
the categorical variable consists of a hierarchic variable in
whole numbers; namely, the satisfaction of a client on a
scale from O to 10). On the other hand, NaNs will be han-
dled through simple univariate imputation techniques: us-
ing the mean of the known values for numerical data, and
using the most frequent value for categorical. Further re-
search could be carried out on the effects of performing
more complex imputation techniques on missing values.
Nevertheless, such examination falls beyond the scope of
this paper.

3.4 Metrics

In order to assess the performance of each feature selected
by the different feature selection techniques, different met-
rics are used: (i) Accuracy computed as the percentage of
correctly classified predictions on unseen data. It is also
compared to the accuracy of the training set to study the
possibility of overfitting. (iii) Receiver operating charac-
teristic (ROC) curve which allows the study of the sensitiv-
ity vs. specificity trade-off in binary classification. (iv) FI-
score metric combines true positives, false positives, and
false negatives which allows for model performance com-
parison. Both the precision and recall, used to compute
the F1-score are also individually assessed. (v) Coefficients
of the features and hyperplane. After controlling for the
variance of the feature, a small coefficient is interpreted as
having small importance in the classification task.

4 Automatic Data Augmentation (ADA)
Algorithm Design

Sections 3.1 to 3.4 presented the techniques, data, and met-
rics to analyse feature desirability for linear SVMs. These



will be used for the design of the Automatic Data Augmen-
tation (ADA) algorithm. The development of this approach
has been the result of an iterative study of how the fea-
ture selection techniques select certain variables over oth-
ers, findings that will be transformed into heuristics and
will be ultimately transposed into the automation of feature
discovery.

First, the data format the algorithm expects is discussed
in section 4.1. Second, the process of designing and tun-
ing the desirability of variables and tables is presented in
section 4.2. Last, the ADA algorithm is detailed in section
4.3.

4.1 Data Format

This research assumes the input data to have the follow-
ing format: a base table by containing m features fo; € bg
where the first subscript refers to the table it belongs to,
and the second the feature it represents. The data set con-
tains b; € B where n represents the depth of B. Graph
G represents the PK-FK relationships —i.e., relationship
expressed as b, — b, allows you to join tables b, and by.
Moreover, the graph is restricted to be a tree; thus, contain-
ing a root by and no cycles. This restriction allows for the
path to join a particular table to be unique. Therefore, P
represents the set of paths p;. P has the same depth as B
and each path p; expresses the path from by to b; in the for-
mat bg — b; — ... — b;. Figure 1 constitutes an example of
this format.

Patient Diseases

Id PK

Base Table: Kidney Disease Patient Id FK
Patient Id PK Diabetes
Age etc.
Blood pressure
Appetite
Class
Cell Analysis
Id PK
Blood Analysis Blood analysis Id  |FK
Hemoglobin
Id PK
etc.
—p-| Patient Id FK
Sodium
etc.

Figure 1: Data set example

4.2 Computing desirability

When deciding the suitability and consequent inclusion of
a variable, not only are the traits of such variable impor-
tant, but also the context: features already included, current
model performance, residual variance, etc.

Therefore, the results are subdivided into two categories:
univariate, and multivariate. The former will examine what
intrinsic characteristics the variables have. The latter will
be subdivided into bivariate and multivariate. A bivariate
examination will help understand what relation a desirable
variable has with the target variable, namely the class. Fi-
nally, the multivariate analysis will also look into the rela-

tionships with the other variables already included in the
model, either present in the original base table, or already
included through the same process. These design choices
are a product of the feature selection analysis, whose sum-
mary can be found in appendix A.

Univariate

There only exist so many characteristics that define a single
feature. For this study, the focus has been given to data type
(continuous, discreet, or categorical), the mean and vari-
ance, and the distribution that the variable approximately
follows. These are the components that will determine the
desirability. Moreover, simple statistics of the class vari-
able will also be used, since these can be computed before
joining a table.

e Data type. Numerical variables, both continuous and dis-
creet, are recurrently chosen over their categorical counter-
parts. This is particularly true when the categorical vari-
able contains a large number of unique values that, after
performing one-hot encoding, increase drastically the di-
mensionality of the feature space, which leads to overfit-
ting. Therefore, the design of the univariate desirability
algorithm will attach a higher score to numerical variables.

* Mean and variance. Mean does not seem to be a deter-
minant factor in the suitability of a variable. Regarding the
variable’s variance, the results seem to reassert the well-
known heuristic of higher variance is preferred. However,
after a closer look, at binary classification this threshold is
relatively low: variables with variance at least as high as
that of the target feature can be good candidates. For all
this, the algorithm will use the target’s class variance as a
threshold and will not incorporate the mean of the variable
when computing its desirability.

* Distribution. The specific distribution that a variable ap-
proximately follows yields inconclusive results on its im-
pact on desirability. Nevertheless, two different traits can
help shed some light:

1. Frequencies. In categorical variables, when most data
points contain the same category, in a larger percent-
age than the most common class, the variable is never
selected. Therefore, the algorithm will compute the
percentage of the most repeated category for categor-
ical variables and compare it to the percentage of the
most frequent class. It will only consider the feature
as long as it has a smaller percentage.

2. Outliers can sometimes be very helpful, particularly
when the target feature contains a very unbalanced
class. Nevertheless, this will not be incorporated into
the algorithm as it can be a very computationally ex-
pensive task.

Multivariate

Features might seem highly desirable after a univariate
analysis, and yet contain no information or signal on the
classification task at hand. Therefore, we analyse the
feature from both bivariate and multivariate perspectives,
which will ultimately help better determine its desirability.

* Bivariate. There are three suitable approaches that can
help determine the desirability of a feature based on bivari-
ate analysis with the target feature:



Algorithm 1 Univariate desirability

Algorithm 2 Multivariate desirability

Input: Table ¢. Proportion p of target feature.
desirability + a - length(t)
for f; € t do
if dtype(f;) is numerical then
desirability — desirability + S
variance( f;)
else
if p > FrequencyM ax(f;) then
desirability < desirability + v
return desirability

1. Correlation with the class. A higher correlation with
the target feature consistently implies good results in
the classification task.

2. The F-statistic results of an ANOVA f-test. The
F-statistic illustrates the probability that the class-
conditional distributions come from the same distri-
bution. A smaller statistic suggests they do not and
usually implies a higher prediction power.

3. Correlation with the one-dimensional projection of
the linear discriminant analysis (LDA). This tech-
nique computes a one-dimensional line —for binary
classification— that best separates both classes and
projects each datapoint in it. Variables that have a
high correlation with it imply that they can partially
separate both classes and be desirable.

Although all three metrics were initially considered for the
computation of desirability, it became apparent that adding
all three significantly slows down the desirability computa-
tion and they add little extra information to each other. Us-
ing the results of appendix A: 1. correlation between class-
correlation and LDA-correlation: 0.9776; 2. correlation be-
tween class-correlation and ANOVA’s F-statistic: 0.8927;
3. correlation between LDA-correlation and ANOVA’s F-
statistic: 0.9039.

This led to the choice of only including the correlation
with the one-dimensional projection of the LDA as a deci-
sion to include numerical variables. First, it will decrease
the time of computation. Second, the data suggest it is the
most correlated with the other two. Third, it also accounts
for explainability within the base table.

* Multivariate. Multivariate analysis can become much
more complex, as well as cumbersome, compared to the
two above. However, a variable that satisfies all heuris-
tics presented thus far might still not be actually desirable.
This is because most information that the feature contains
is already present in the base table. This is particularly dan-
gerous for features that are linear combinations of variables
already in use since it usually implies the modeling of the
noise in the data. A technique considered to take this phe-
nomenon into account is the computation of the residual
variance. Unfortunately, this approach contains two draw-
backs. First, it implies that the model is trained every time
there is a new variable incorporated into the base table, sig-
nificantly slowing down the computation of the algorithm.
Second, it risks overfitting by trying to capture the noise in
the data. Therefore, the multivariate analysis will be lim-
ited to the bivariate evaluation described above.

Input: Table b after sample join, set F' of features to
analyse.
Initialize array A
for f; € ['do
d+ d+~-LDA(f;,class)
if d > threshold, then

return A

4.3 The ADA Algorithm

Having presented the methodology to determine the desir-
ability of a table and variable, this section will outline the
format of the table traversal and the exact functioning of
the ADA Algorithm.

The first step is to iterate through all of the tables that
can be joined using a breadth-first search algorithm. This
allows for a quicker and easier implementation since most
foreign keys refer to the same private key on the base ta-
ble. Then, for each table, the univariate desirability will be
computed. Given that this analysis is better at identifying
those variables that should not be joined, rather than those
that should, only a sample join and subsequent multivari-
ate analysis will be performed as long as it yields a high
enough score. Moreover, this also ensures a speed-up in
the process. Finally, when a sample join is performed, the
multivariate analysis will determine the variables in the ta-
ble that are desirable and join these. These can range from
none to all. Finally, after the complete traversal, the aug-
mented base table is returned, on which the model can be
trained.

Algorithm 3 ADA

Input: Base table t(, other tables and path pair (¢;, p;)
inT.
p < proportion(target_feature)
for (t;,p;) € T using BSF do
d < univariateDesirability(t;, p)
if d; > thresholdy then
s; < sampleJoin(t;)
A + multivariateDesirability(s;)
Join(A, to)
return ¢

5 Evaluation

An essential step for the assessment of the ADA algorithm
is to evaluate it using unseen databases, formatted in the
required way, and compare it with other approaches to data
augmentation. This section incorporates all aspects of such
evaluation: the data used, the metrics, and the different se-
tups that have been carried out. Finally, the results are dis-
cussed.

5.1 Data

In order to evaluate the ADA algorithm, four different data
sets have been selected. They all follow the format speci-
fied in section 4.1 and are collected in table 2. Moreover,
although it is not a strict requirement for the application of



the algorithm, all tables that can be joined in the data sets
used contain the same number of rows as the base table.

#rows  #tables #features per table
Kidney disease 400 4 4,11,9,7
Titanic 891 4 3,2,6,5
Steel plate fault 1941 8 9,7,6,5,6,5,5,8
Football 1182 9 5,13,5,5,6,6,6,6,6

s Uy

Table 2: Data sets for evaluation. The first number in features per
table corresponds to the base table.

5.2 Metrics

In order to evaluate the performance of the different mod-
els, we will rely on classification accuracy in both the train-
ing and testing data. This will also allow shedding light on
whether the model is overfitting the data, a major issue in
data augmentation. Moreover, in order to capture the dif-
ferences in computational power required, the time elapsed
for the completion of each technique will also be computed
and discussed.

5.3 Setups

1. Baseline. This evaluation will be used as the baseline for
result comparison. The model will only be trained with the
base table and will not use any feature selection or dimen-
sionality reduction techniques. However, as it is standard,
L1 regularization will be added with the default parameter.

2. Join-All. On the other side of the spectrum is the inclu-
sion of all data available. This setup will perform a join for
all PK-FK relationships that exist in the dataset. This setup
is further subdivided into two:

(a) Naive. This approach will train the model with the
features from all tables and will not perform feature
selection or dimensionality reduction. The time metric
will include both, the joining process and the training
of the model.

(b) post Feature Selection. Conversely to the naive ap-
proach, this setup will perform feature selection ex-
post, i.e., once all features have been added to the
base table. Similarly, all three steps will be included in
the time measurement: joining, feature selection, and
training of the model. After the consideration of the
techniques used in section 3.2, the ANOVA F-statistic
was chosen for its fast and robust results.

3. ADA Algorithm. This setup will evaluate the algorithm
introduced in section 4. The time measurement will include
both the running of the algorithm and the training of the
model with the yielded variables.

4. Extensions and Robustness. This final evaluation con-
sists of the reproduction of all four setups described above
for different models. In order to capture the robustness of
the ADA algorithm, the same exercise will be performed
with three tree-based models: CART, Random Forest, and
XGBoost, as well as an extension of SVMs utilizing the
non-linear kernel trick. Note that the building of the algo-
rithm is tailored to linear SVMs; this final exercise aims at
answering whether the approach is, however, model agnos-
tic.

5.4 Results

Baseline

The baseline setup is the simplest of all four that are anal-
ysed. Therefore, it is expected that the prediction power of
the data is the smallest in comparison and that it requires
the least amount of computational time.

The results presented in table 3 seem to reflect this idea.
Indeed, the time required to compute these results took the
shortest out of all approaches. In fact, most processes re-
quired less than one second of computational time.

Regarding the accuracy, the results indicate a sub-
optimal outcome that becomes more apparent when com-
pared to the other setups. All in all, the base tables with
which these computations were performed only contain ap-
proximately 15% of the available data, greatly explaining
these worse results.

Naive Join-All

This setup combines all the tables that are available, thus
using 100% of the data. Table 4 shows the results for this
setup.

A first glance at the table reveals an important increase
in accuracy of the model —particularly for the kidney and
football databases. However, a more thorough examination
of it indicates the presence of overfitting in a majority of
cases, where the accuracy of the training set is significantly
higher than that of the testing set. This increase in overfit-
ting compared to the baseline approach is explained by the
increase in data available: by including all available vari-
ables the dimensionality of the feature space is increased
and so does the flexibility of the model. This implies that
the different models are capturing and modeling inherent
noise within the data that does not help predict the class of
unseen data points.

Regarding the computational time, the increase is notice-
able but perhaps much lower than anticipated. The expla-
nation is twofold: first, this is a direct consequence of the
stringent format of the data. For instance, the tables are
of the same size, and therefore the joining process is ac-
celerated. Second, the databases that have been used for
evaluation contain a very small number of rows. Given
that the complexity of joining two tables is O(n - log(n) +
m - log(m)) —uniquely depending on the length of such
tables— the computational time derived from the joining
process is concealed by the training process.

Feature Selection Join-All

This setup builds on the previous one. After combining all
tables, we perform a simple feature selection technique to
reduce the number of features used for training. The feature
selection technique is the filter method of the ANOVA F-
statistic.

A first look at table 5 shows the significantly lower com-
putational times than for the naive join-all approach. This
results is surprising until the times are discerned into sub-
categories. For instance, for the kidney database, the join-
ing process of all tables only takes 89 milliseconds, the use
of the feature selection technique takes 189 milliseconds.
However, the training of the SVM with all features takes
26,8 seconds, and the training with the subset of features
chosen takes 2,9 seconds. This distinction makes it clearer
on how to interpret the results of the table. Regarding accu-
racy, there seems to be an overall slight improvement in the



Linear SVM Non-linear SVM CART Random Forest XGBoost
Train  Test Time  Train  Test Time  Train  Test Time Train  Test Time  Train  Test Time
Kidney Disease 0,729 0,675 33ms 0,711 0,625 3lms 0,896 0,717 33ms 0,896 0,725 207ms 0,871 0,767 185ms
Titanic 1 0,586 287ms 1 0,586 579ms 1 0,586 536ms 0,998 0,586 1,12s 0,629 0,586 803ms
Steel Plate Fault 0,712 0,705 229ms 0,772 0,763 265ms 1 0,765  32ms 1 0,799 645ms 0,856 0,798 405ms
Football 0,682 0,549 126ms 0,813 0,538 204ms 0,891 0,53 289ms 0,891 0,544 396ms 0,783 0,555 452ms

Table 3: Baseline evaluation results.

Linear SVM Non-linear SVM CART Random Forest XGBoost
Train  Test Time  Train  Test Time  Train  Test Time  Train  Test Time  Train  Test Time
Kidney Disease 0,979 0,983 17,2s 0,621 0,633 112ms 1 0,975 9lms 1 1 298ms 1 0,992  195ms
Titanic 1 0,784 537ms 0,643 0,461 332ms 1 0,755 404ms 1 0,676 450ms 0,996 0,735 503ms
Steel Plate Fault 1 1 320ms 1 0,997 387ms 1 1 396ms 1 0,997 1,26s 1 1 1,34s
Football 1 1 14,4s 0,616 0,623 1,22s 1 0,995 17,9ms 1 0,953 646ms 1 0,995 1,64s

Table 4: Naive join-all results.

results. In most cases, the accuracy for the test set is either
improved or kept constant. Moreover, in some cases, the
gap between the accuracy for the training set and testing
set is decreased, implying a diminished tendency to over-
fit. Finally, this also indicates that the signal contained in
the data is present in a subset of variables that are selected
in this approach. Therefore, some features do not add any
prediction power to the exercise.

ADA Algorithm
This section aims to evaluate the algorithm presented in
section 4. The results are shown in table 6.

The most noticeable result of all is the substantial in-
crease in computational time: orders of magnitude com-
pared to the baseline approach and a threefold increase in
average with the other two. This is largely due to the num-
ber of operations that the algorithm computes.

However, it is important to notice that this increases in.
The complexity of joining all the data is O(n - log(n) +
m - log(m)) where n and m are the tables to be joined. The
ADA algorithm has a complexity of O(nmt + t3) where
n is the length of the table, m is the number of features
and ¢ is min(n, m). Therefore, in particular cases where
the data is structured in many small tables that only con-
tain a handful of features, the ADA algorithm could result
advantageous.

On the other hand, in the datasets used, all tables con-
tained a significant amount of appealing variables. This
hampered the univariate analysis and barely disregarded the
tables before computing multivariate desirability. In cases
were desirable data is contained in a small subset of table,
the algorithm would not need to perform sample joins and
LDA as often, greatly reducing the computational time in
relation to joining all tables. Nevertheless, further evalua-
tion should be carried to confirm all these theoretical propo-
sitions.

On the brighter side, the ADA algorithm provides good
results in terms of accuracy, greatly over-performing the
results of the baseline approach. The small decrease in ac-
curacy in comparison with the third approach indicates that
the algorithm correctly identifies the features where the sig-
nal is contained, albeit at a much larger expense. Moreover,
the results are very similar for all the models —particularly
the tree-based models. This implies that the ADA algo-
rithm is somewhat model-agnostic and can be of use in dif-
ferent situations.

6 Limitations & Future Work

There exist a few limitations worth exploring of the ap-
proach presented thus far. These are:

1. Multivariate analysis and residual variance. One of the
most important limitations of this approach is the lack of a
procedure to avoid incorporating variables that contain in-
formation already present in the base table. As discussed in
section 4.2, one option would be the training of the model
at each step and computing the sample join with the in-
correctly classified datapoints —which in binary classifi-
cation correspond to the residual variance. However, this
approach would imply problems of overfitting, and alterna-
tive methods should be considered to incorporate this.

2. Sample joins can drastically slow down the algorithm
in certain cases. The inclusion of sample joins when
analysing the desirability of a variable comes with a ma-
jor caveat: the relationship between the tables. The format
of the data chosen satisfies many requirements that are not
present in the majority of practical problems. Therefore,
the inclusion of sample joins in the algorithm could ham-
per its speed in cases where the tables to be joined con-
tains much more data, or more relevant yet, when the join-
ing cannot be performed cleanly and alternative techniques,
such as fuzzy joins, need to be performed.

3. Stringent data format. Related to the previous point,
the stringiness of the data format supposes a limitation on
the application of the algorithm. First, it assumes that all
the data is known, accessible and the paths among tables
is known in advance. Ultimately, this requirements require
certain pre-processing of the data, which defeats the point
of automated dataset augmentation. Further research could
be focused on the relaxation of such requirements.

4. Categorical variables encoding. Another caveat that
comes with the results of this research is the specific en-
coding technique that has been used. One-hot-encoding,
although ubiquitous in the literature, implies problems of
overfitting, especially in certain models as SVMs. This re-
sulted in the little desirability of categorical data that might
not correspond to the reality. First, other models, such as
the tree-based models used in the evaluation, might benefit
more from the inclusion of these variables. Second, other
encoding could be used in order to maximize their useful-
ness to SVMs.



Linear SVM Non-linear SVM CART Random Forest XGBoost
Train  Test Time  Train  Test Time  Train  Test Time Train  Test Time  Train  Test Time
Kidney Disease 0,993 0,992 3,1s 0,864 0,842 129ms 1 1 97ms 1 1 304ms 1 0,992 175ms
Titanic 0,83 0,755 303ms 0,634 0,529 432ms 0,953 0,824 460ms 0,928 0,775 693ms 0,868 0,784 518ms
Steel Plate Fault 1 1 904ms 1 0,998 292ms 1 1 402ms 1 0,999 1,11s 1 1 1,01s
Football 1 1 2,8s 0,997 0,993 425ms 1 0,997 229ms 1 0,997 402ms 1 1 511ms
Table 5: Feature selection on join-all results.
Linear SVM Non-linear SVM CART Random Forest XGBoost
Train  Test Time  Train  Test Time  Train  Test Time  Train  Test Time  Train  Test Time
Kidney Disease 0,925 0,908 41,6s 0,718 0,658 254ms 0,957 0,883 398ms 0,957 0,908 606ms 0,932 0,908 500ms
Titanic 0,999 0,731 1,52s 0,889 0,702 2,65s 1 0,713  213ms 1 0,722  1,96s 0,815 0,705 293ms
Steel Plate Fault 0,975 0,975 755ms 0,99 0,982 1,05s 1 0,986 587ms 1 0,987 1,37s 0,995 0,985 2,12ms
Football 1 1 8,67s 0,95 0921 3,11s 1 1 2,82s 1 0,977 1,46s 1 1 1,19s

Table 6: ADA algorithm results.

5. Further robustness checks. Particularly regarding the
data sets used, further diversity in the type of data would
result in more thorough robustness checks. Although many
characteristics could be added to the data, one is of partic-
ular relevance: increasing the number of datapoints. The
usefulness of performing sample joins might not be clear
after the evaluation with four datasets containing a small
number of rows. Further inspection could be done, in
which an increased number of rows is present in the data.
This is critical because it would alter the results of the al-
gorithm, but analogously, would also greatly alter the time
measurements of the join-all approach.

7 Conclusions

The automation of data augmentation processes is still an
unripe section of the automatic machine learning literature.
There exist different approaches to the augmentation of
data. Synthetic oversampling is a set of techniques, mainly
used in the media analysis field, that creates new data
through transformations of existing data. However, this
research investigates the automatic dataset augmentation
techniques. Whereas a large part of the literature has fo-
cused on the univariate examination of features [18][51[9],
this paper delves into the automation of data augmentation
through sample joining and multivariate analysis.

In order to design an automated process, the thorough
analysis of different feature selection techniques allowed
devising some heuristics and insights into what makes a
variable desirable. The main ones are: First, the variance of
numerical variables and the frequency of their categorical
counterparts, seem the best proxies to feature desirability
under univariate analysis. Moreover, the correlation with
the class, the correlation with the one-dimensional projec-
tion of the LDA, and the ANOVA'’s F-statistic are helpful
in bivariate analysis. Finally, the inclusion of multivariate
analysis also seems a very promising approach. It would
allow for the disregarding of variables that contain signal
that is already present in the base table. This latter finding,
however, was not incorporated into the algorithm.

The ADA algorithm presented in section 4 was designed
with these insights in mind. First, it uses univariate analy-
sis to determine whether to perform a sample join using the
datatype, correlation, and frequency of the variable. Then,
if the desirability surpasses the threshold, a bivariate anal-
ysis is performed to determine what variables are going to

be joined. The latter is based on the correlation with the
one-dimensional projection of the LDA.

This process is relatively complex and results in large
computational times. Indeed, the algorithm takes longer
than joining all the tables. However, the metrics of ac-
curacy are promising. They show only slight decreases,
which implies that the algorithm is able to detect what vari-
ables contain the signal. All in all, after a more theoretical
scrutiny, the ADA algorithm can be helpful in very par-
ticular situations: when the number of features per table
is small, and the number of tables to be joined is large.
This decreases the complexity of the multivariate desirabil-
ity computation of the ADA algorithm and increases the ex-
pense of performing full-fledged joins. Similarly, in cases
where most data is not beneficial for the classification task
and the tables can be disregarded with the univariate anal-
ysis.

Furthermore, the ADA algorithm presents some signs of
model-agnosticism. Although the best results are obtained
when the linear SVM is employed, the three tree-based
classifiers —CART, random forests, and XGBoost— also
produce similar results. Applying a non-linear kernel to the
SVM, however, does decrease the performance.

Finally, some limitations and propositions of future work
include: (i) The relaxation of the stringent format required
for the data. (ii) The inclusion of multivariate analysis. (iii)
The evaluation of the approach under different data that
analysis whether the algorithm can indeed be helpful in the
right circumstances.

8 Responsible Research

This research employs thirteen different datasets. All these
data are publicly available and can be found in the reposi-
tory of the paper.

There are two types of data. That used for the feature
selection technique analysis and that used for the evalua-
tion of the algorithm presented. Regarding the nine datasets
used for the study of feature selection, the choice of these
was carried out beforehand, taking different characteristics
as the main deciders: first, the data needed to be publicly
available as well as commonly used in literature and other
machine learning exercises. Second, the data had to have
a specific format: binary classification task, a relatively
small amount of rows, and a varying number of features.
Finally, it was in the interest of the research to make the



data as comprehensive as possible by including different
domains, such as biology, finance, and chemistry. Regard-
ing the choice of the four datasets used for the evaluation
of the algorithm, the decision was taken by the supervisor
in order to ensure a fair and unbiased examination of the
approach.

Furthermore, in order to minimize the unconscious bi-
ases in the examination of the results of the feature selec-
tion techniques, all of the variables were anonymized. This
ensured that the different statistics of each feature and the
results of the techniques determined the desirability of the
feature, beyond its name or its logical relation with the clas-
sification exercise.

Concerning the design and evaluation of the algorithm
presented in this research, a strict scientific procedure has
been utterly followed. The design choices are justified by
the different results incorporated in appendix A. Most im-
portantly, the pseudo-code and the actual code of the algo-
rithm are made publicly available for the scrutiny of any
interested parties. The results of the evaluation have been
carefully produced, and all the code and data that has been
used for it can be found in the repository of this paper. This,
however, comes with a caveat: whereas the accuracy results
can be completely reproduced using the code available, the
metric of time to compute cannot be fully reproduced, as
this highly depends on the machine in which the software
is run. In order to derive the fairest results possible, all of
the results were computed under the same conditions and
machine.

Furthermore, from an ethical standpoint, this paper does
not present any controversial result and/or approach. Al-
though Machine Learning is well-known to have created
dissension, this paper does not aim to perform any predic-
tions tasks per se; conversely, these are only used for the
evaluation of the approach proposed, which can be utilized
by any dataset under the format introduced in section 4.1.

Finally, the results and approach presented in this paper
cannot be essentially used in a malevolent way. The de-
mocratization of the machine learning pipeline pursuits the
use of these powerful techniques in a ubiquitous manner.
Whereas this implies that such techniques, including the
one here presented, can be more easily employed by mali-
cious individuals, the intent of this paper, as well as that of
the literature, is diametrical. Indeed, the author condemns
any mischievous use of this research.
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A Feature Selection Analysis Results

This appendix presents a summary of the results related to the preliminary study for the design of the ADA algorithm.
Further analysis was performed, but it was decided to be summed up enough to support the results and design of section 4.
For each database analysed, the following is considered:

* The balance of the the target variable, i.e., the percentage of the most frequent class.

* The data type of the variable.

* The variance for numerical variables and frequency of the most common category for categorical variables.

* The mean for numerical variables and the frequency of the least common category for the categorical variables

* The range for the numerical variables and the number of categories for the categorical variables.

* The correlation with the class. Note that this value is presented in absolute value.

* The correlation with the one-dimensional projection of the linear discriminant analysis (LDA). Note that this value is
presented in absolute value.

¢ The score (F-statistic) of an ANOVA test about the class-conditional distributions.

¢ The score of mutual information.

 The ranking in the Recursive Feature Elimination process.

» The ranking of coefficients of each feature (after normalizing all the data, only for this purpose) after stringent L1
regularisation is introduced.

NB: The actual name of the variables has been dropped deliberately to make the analysis process as unbiased as possible,
as well as to ease up the analysis process.

A.1 NBA
¢ Balance of the class: 0.6201

dt Variance/ Mean/ Range/ Corr. Corr. Score Score Ranking Ranking
ype Max. f. Min. f. # cat. class LDA ANOVA  Mutual Info. RFE Regularization

vl integer  303,9441 60,4141 71 0,396833  0,39269  144,7859 0,089153 10 11
v2 float 69,0223 17,6246 37,8 0,317805 0,309631 82,5131 0,113027 11 9
v3 float 18,9882 6,8014 27,5 0,315981 ,0.306255 85,7079 0,084976 8 1
v4 float 2,8344 2,6291 9,9 0,317594  0,309093 88,0165 0,078671 9 5
v5 float 12,9132 5,8852 19 0,29266  0,284653 73,5343 0,072585 13 18
v6 float 37,6711 44,1694 49,9 0,227134  0,22307 38,2283 0,02607 12 12
v7 float 0,1472 0,2476 2,3 0,036619  0,38126 0,6689 0,015273 1 19
v8 float 1,1275 0,7791 6,5 0,01811  0,017739  0,0676 0,018494 3 7
v9 float 256,7339 19,3081 100 0,003411  0,008501 0,015 0 20 8
v10 float 0,9747 1,2976 7,7 0,296841  0,282483 74,1989 0,087181 18 17
vll float 1,7503 1,8219 10,2 0,296089  0,280139 75,8123 0,052375 14 16
v12 float 111,9042 70,3002 100 0,106706  0,113391 5,7974 0,023031 15 10
v13 float 0,6039 1,0094 53 0,293307 0,283155 84,4512 0,05913 7 20
vl4 float 1,8496 2,0257 9.4 0,284677  0,268262 66,5071 0,05388 17 3
vl5 float 4,2344 3,0344 13,6 0,299406  0,285177 79,9703 0,05913 4 2
v16 float 2,1643 1,5505 10,6 0,175353 0,174 21,5774 0,017112 6 13
v17 float 0,1679 0,6185 2,5 0,229811  0,229219 45,616 0,025031 16 6
v18 float 0,1841 0,3685 39 0,210114  0,203248 34,0064 0,050345 5 15
v19 float 0,5221 1,1935 43 0,272348  0,260543 61,9316 0,064692 2 4
v20 string 0,0067 0,0007 1294 0,034918  0,039523 1,5616 0,022431 19 14
Time Os 16ms 39ms 18ms 26ms 646ms 2,32s 9,26s 39min 930ms

Table 7: Summary of results for the NBA database.



A.2 Breast Cancer
* Balance of the class: 0.6274

dt Variance / Mean / Range / Corr. Corr. Score Score Ranking Ranking
ype Max. f. Min. f. # cat. class LDA ANOVA  Mutual Info. RFE Regularization

vl float  2.069,431583 40,3371 535,3980  0,548236 0,585843 173,78 0,313508 22 23
v2 float 123.843 654,8891 2.357,5000 0,708984 0,787642 381,77 0,343658 29 16
v3 float 324.167 880,5831 4.068,8000 0,733825 0,819032 462,54 0,420501 30 22
v4 float 0,000321 0,0255 0,1331 0,292999 0,288207 33,93 0,050548 18 2
v5 float 0,002789 0,1043 0,3260 0,596534  0,669109 192,88 0,249789 10 3
v6 float 0,024755 0,2543 1,0307 0,590998 0,667218 202,89 0,246165 3 8
v7 float 0,000038 0,0118 0,0528 0,408042 0,430819 67,90 0,158341 26 12
v8 float 0,001506 0,0489 0,2012 0,776614 0,881619 488,05 0,431199 11 20
v9 float 0,004321 0,1146 0,2910 0,793566 0,893823 587,86 0,470558 2 29
v10 float 0,000911 0,0319 0,3960 0,253730  0,244785 51,23 0,167841 25 13
vll float 0,006355 0,0888 0,4268 0,696360 0,774149 344,84 0,401014 7 19
v12 float 0,043524 0,2722 1,2520 0,659610 0,736408 335,88 0,377748 1 25
v13 float 0,000007 0,0038 0,0289 0,077972  0,047277 2,85 0,028756 23 1
vl4 float 0,000050 0,0628 0,0475 0,012838 0,016211  0,15536 0,060283 24 5
vls float 0,000326 0,0839 0,1525 0,323872  0,354628 49,73 0,083175 17 9
v16 float 4,087896 2,8661 21,2230 0,556141  0,599607 163,21 0,223034 15 27
v17 float 590,440480 91,9690 144,7100  0,742636 0,829211 466,68 0,37646 20 14
v18 float  1.129,130847 107,2612  200,7900  0,782914 0,878088 617,62 0,454524 21 21
v19 float 0,076902 0,4052 2,7615 0,567134 0,611973 176,46 0,223479 14 30
v20 float 12,418920 14,1273 21,1290 0,730029 0,813591 438,58 0,337123 8 15
v21 float 23,360224 16,2692 28,1100 0,776454 0,868490 598,08 0,427867 6 24
v22 float 0,000009 0,0070 0,0294 0,067016  0,065855 5,10 0,045428 27 11
v23 float 0,000198 0,0964 0,1108 0,358560 0,425037 47,29 0,084701 13 7
v24 float 0,000521 0,1324 0,1514 0,421465 0,487610 78,02 0,089119 9 17
v25 float 0,000068 0,0205 0,0711 0,006522 0,005351  0,07752 0,002838 28 4
v26 float 0,000752 0,1812 0,1980 0,330499  0,394430 45,98 0,068949 12 10
v27 float 0,003828 0,2901 0,5073 0,416294  0,498894 88,67 0,117186 4 28
v28 float 0,304316 1,2169 4,5248 0,008303 0,003655 0,052371 0,001579 5 6
v29 float 18,498909 19,2896 29,5700 0415185 0,471578 77,60 0,100085 19 18
v30 float 37,776483 25,6772 37,5200 0,456903  0,529663 106 0,174918 16 26
Time 0,6274 1,94ms 4ms 1,73ms 3,8ms 19ms 250ms 388ms 1,58s 89ms

Table 8: Summary of results for the Breast Bancer database.

A.3 Bank Note
* Balance of the class: 0.5554

dt Variance/ Mean/ Range/ Corr. Corr. Score Score Ranking Ranking
YP¢  Max.f. Min.f.  #cat. class LDA ANOVA MutualInfo. RFE  Regularization
vl float 8 0,433735 13,8667 0,72 0,77 834 0,348 1 2
v2 float 34,4457 1,922353 26,7247 0,44 0,48 180 0,217 3 1
v3 float 18,5763 1,3976 23,2135 0,16 0,17 12 0,143 2 3
v4 float 4,4143 -1,1917 10,9977 0,023 0,04 1 0 4 4
Time Os 4,99ms 3,03ms 2ms 94, 7ms  23,4ms 400ms 200ms 52,9ms 7,98ms

Table 9: Summary of results for the Bank Note database.



A.4 Cleveland: Heart disease
* Balance of the class: 0.5387

divoe Variance/ Mean/ Range/ Corr. Corr. Score Score Ranking Ranking
yP Max. f. Min. f. # cat. class LDA ANOVA Mutual Info. RFE Regularization
vl integer 81,8977 54,5421 48 0,23 0,2655 10,59 0 12 13
v2 integer 0,2194 0,6767 1 0,28 0,4745 19,76 0,0436 8 6
v3 integer 0,9309 3,1582 3 0,41 0,4417 25,66 0,1366 3 3
v4 float 315,51 131,693 106 0,15 0,2179 1,51 0,0045 11 9
v5 float 2703,7 247,3501 438 0,08 0,1433 0,09 0,0145 13 10
v6 integer 0,124 0,1448 1 0,003  0,0476 0,15 0 5 7
v7 float 0,9899 0,9966 2 0,17 0,1704 6,74 0 9 12
v8 integer 526,315 149,5993 131 0,42 0,5213 38,3 0,0844 10 5
v9 float 0,22 0,326599 1 0,42 0,4837 38,01 0,0912 2 11
v10 integer 1,3598 1,0555 6,2 0,42 0,5492 34,56 0,088 6 4
vll integer 0,8816 1,602694 2 0,33 0,2756 16,19 0,0269 7 8
v12 integer 3,7582 0,6767 3 0,46 0,71 63,04 0,2065 1 2
v13 float 0,2493 4,7306 4 0,53 0,7074 65,61 0,1524 4 1
Time 0Os 982pums 996us 299ms 219ms  13ms 306ms 344ms 327ms 3,98ms
Table 10: Summary of results for the Cleveland’s Heart Disease database.
A.5 Mushroom Poisonousness
* Balance of the class: 0.5179
dt Variance/ Mean/ Range/ Corr. Corr. Score Score Ranking Ranking
YP¢  Max. f. Min. f. # cat. class LDA ANOVA  Mutual Info. RFE Regularization

vl string  0,450025  0,000492 6 0,182567 0,167103 188,44 0,035425 19 17

v2 string  0,399311  0,000492 4 0,195415 0,198264 193,64 0,019441 20 18

v3 string  0,281142  0,001969 10 0,133683 0,132127 88,95 0,024554 21 13

v4 string  0,584441  0,415559 2 0,50153  0,506122 1.715,38 0,143658 14 2

v5 string  0,434269  0,004431 9 0,785557 0,793071 7.624,06 0,36755 1 1

v6 string  0,974151  0,025849 2 0,1292  0,125576 76,73 0,0171 15 21

v7 string  0,838503  0,161497 2 0,348387 0,342734 673,64 0,073896 9 6

v8 string  0,690793  0,309207 2 0,540024 0,546356 2.044,04 0,168498 4 22

v9 string  0,212703  0,002954 12 0,538808 0,544695 1.995,61 0,186201 12 19
v10 string  0,567208  0,432792 2 0,102019 0,102748 49,77 0 16 14
vil string  0,464796  0,023634 5 0,302001 0,307199 505,83 0,034815 8 4
v12 string  0,637125  0,002954 4 0,587658 0,592629 2.540,81 0,204639 6 8
v13 string  0,607582  0,034958 4 0,573524 0,573093 2.340,22 0,189801 3 15
v1l4 string  0,549483  0,000985 9 0,266489  0,27087 386,81 0,044257 17 9
vl5 string  0,539636  0,002954 9 0,266489  0,265096 384 0,053011 7 11
v16 string 1 1 1 NaN NaN 0 0,002533 22 20
v17 string  0,975382  0,000985 4 0,140541 0,138599 91,97 0,011803 18 12
v18 string  0,921713  0,004431 3 0,2046 0,20213 208,20 0,019751 13 16
v19 string  0,488429  0,004431 5 0,540469 0,540262 2.056,02 0,15389 10 3
v20 string  0,293944  0,005908 9 0,490229 0,487734 1.546,09 0,157412 2 7
v21 string  0,497292  0,041851 6 0,443722  0,43943  1.268,18 0,101257 5 10
v22 string  0,387494  0,023634 7 0,323346  0,31769 574 0,054385 11 5
Time Os 312ms 294ms 152ms 130ms 996ms 373ms 4,72s 8,77s 487ms

Table 11: Summary of results for the Mushroom Poisonousness database.



A.6 Stroke
* Balance of the class: 0.9513

dt Variance/ Mean/ Range/ Corr. Corr. Score Score Ranking Ranking
ype Max. f. Min. f. # cat. class LDA ANOVA  Mutual Info. RFE Regularization
vl integer 4,478E+8  36617,83 72873  0,006388 0,038614  0,5702 0 11 6
v2 integer 511,33 43,2266 82 0,245257 0,843694 183,5844 0,041657 4 11
v3 integer 0,0879 0,0974 1 0,127904 0,420226 74,5096 0,005363 5 10
v4 integer 0,0511 0,054 1 0,134914 0,467673 72,2818 0,002013 6 9
v5 float 2050,6 106,1476 216,62  0,131945 043715 53,9436 0,00663 10 7
v6 float 61,6863 28,8932 87,3 0,043374 0,150982  6,2147 0,008303 9 8
v7 string 0,5859 0,0002 3 0,009117 0,023946  0,9638 0,005922 8 2
v8 string 0,6561 0,3439 2 0,10834  0,346437 28,1711 0,004897 2 3
v9 string 0,5724 0,0043 5 0,083869 0,203523 19,4319 0,006628 3 1
v10 string 0,508 0,4919 2 0,015458  0,05291 0,0991 0 7 5
vil string 0,3702 0,1544 4 0,064556 0,191425 12,3503 0,0013 1 4
Time 0s Sms 34ms 6ms 33ms 61ms 367ms 1,06s 357s 63s
Table 12: Summary of results for the Stroke database.
A.7 US census: Income Estimation
* Balance of the class: 0.7607
dt Variance / Mean / Range/ Corr. Corr. Score Score Ranking Ranking
YP€  Max. f. Min. f. #cat. class LDA  ANOVA MutualInfo. RFE  Regularization

vl integer  187,9780 38,6436 73 0,2303 0,3827 1604,7181 0,0693 9 10

v2 integer 1,115E+10  189664,1 1478115 0,0063 0,0077 1,9009 0,0228 10 9

v3 integer 6,6099 10,0781 15 0,3326 0,5539 3683,8590 0,0622 14 13

v4 integer  5,553E+7  1079,0676 99999  0,2231 0,3651 1616,6350 0,0810 13 14

v5 integer  162412,7 87,5023 4356 0,1475 02372 592,4670 0,0333 11 11

v6 integer 153,54 40,4224 98 0,2276  0,3811 1618,4490 0,0411 12 12

v7 string 0,7515 0,0002 8 0,1396 02375 621,9762 0,0096 4 4

v8 string 0,3231 0,0016 16 0,1803 10,3062 1041,2106 0,0172 1 1

v9 string 0,4582 0,0007 7 0,4459 0,7363 7203,6518 0,1019 2 2

v10 string 0,1839 0,0003 14 0,2109 0,3397 1440,5742 0,0210 6 3

vil string 0,4037 0,0308 6 0,4037 0,6650 5655,6206 0,0800 3 5

vi2 string 0,8550 0,0096 5 0,0904 0,1300 225,0978 0,0064 5 6

vi3 string 0,6685 0,3315 2 02146 0,3599 1384,4710 0,0303 8 8

vl4 string 0,9186 0,0000 41 0,0627 0,1062 116,1263 0,0074 7 7

Time 0Os 23ms 3,4s 20ms 106ms 1,78s 433ms 21.7s 111min 73s

Table 13: Summary of results for the US Census: Income Estimation database.



A.8 Credit Card Fraud Detection
* Balance of the class: 0.9982

dt Variance/  Mean/ Range / Corr. Corr. Score Score Ranking Ranking
ype Max. f. Min. f. # cat. class LDA ANOVA  Mutual Info. RFE Regularization

vl float 3,836 392E-09 58,8624 0,1 0,130599  1459,438 0,001867 30 30

v2 float 2,726 5,68E-10 94,7735 0,091 0,118838 1264,338 0,003112 13 5

v3 float 2,299 -8,76E-09 57,7081 0,19  0,262844 5808,167 0,004641 20 26

v4 float 2,004 2.81E-09 22,5585 0,13 0,18818  2842,29 0,004623 26 29

v5 float 1,905 -1,55E-09  148,5450 0,095 0,120565 1346,811 0,002223 18 23

v6 float 1,775 2,04E-09 99,4621 0,044  0,064608 349,7418 0,002095 17 19

v7 float 1,53 -1,70E-09  164,1467 0,19  0,243015  5494,75 0,00385 16 7

v8 float 1,426 -1,89E-10 93,2239 0,02  0,043969 151,4849 0,001735 9 12

v9 float 1,207 -3,15E-09 29,0291 0,098 0,133149 1535,638 0,004078 12 2

v10 float 1,185 1,77E-09 48,3334 0,22 0,291787  8219,931 0,007295 2 1

vll float 1,042 9,29E-10 16,8164 0,15 0,214261  4028,27 0,006186 25 24

vi2 float 0,998 -1,80E-09 26,5321 0,26  0,361916 12044,93 0,007157 3 6

v13 float 0,991 1,67E-09 12,9188  0,0046 0,002311 1,1408 0,000084 19 17

vi4 float 0,919 1,48E-09 29,7411 0,3 0,421284 16481,97 0,007683 6 9

vl5 float 0,838 3,50E-09 13,3767 0,0042 0,006586  6,4808 0,000105 11 15

vle float 0,768 1,39E-09 31,4450 0,2 0,262656  6923,064 0,005851 8 10

v17 float 0,721 -147E-10 34,4163 0,33  0,439002 20152,34 0,007937 1 3

v18 float 0,703 4,26E-10 14,5398 0,11 0,145153  2123,348 0,003759 5 11

v19 float 0,663 9,02E-10 12,8055 0,035 0,046895 222,0804 0,001073 27 27

v20 float 0,594 5,13E-10 93,9186 0,02 0,025674 48,2164 0,001061 4 4

v21 float 5,395 147E-10 62,0332 0,04 0,04365 393,957 0,002403 21 25

v22 float 0,526 8,04E-10 21,4362  0,0008 0,004081 0,6255 0,000082 24 22

v23 float 0,389 5,28E-10 67,3361  0,0027 0,011617 14,7942 0,00052 22 20

v24 float 0,366 4,46E-09 7,4212 0,007  0,008965 7,8896 0,000441 23 21

v25 float 0,271 1,43E-09 17,8150 0,0033 0,001778  2,3675 0,000274 10 13

v26 float 0,232 1,70E-09 6,1219 0,0045 0,008524 7,1662 0,000361 15 16

v27 float 0,162 -3,66E-10 54,1779 0,018  0,02187 92,7381 0,002096 7 8

v28 float 0,108 -1,22E-10 49,2779 0,01 0,01269 20,7864 0,001442 14 14

v29 float 62.560 8,83E+07 25.691,16 0,006 0,007552  5,0882 0,001085 29 28

Time 0s 30,9ms 19,9ms 32,9ms 1,29s 2,3s 513ms 62s 143min 116s

Table 14: Summary of results for the Credit Card Fraud Detection database.
A.9 Water Potability
* Balance of the class: 0.514
dt Variance / Mean / Range / Corr. Corr. Score Score Ranking Ranking
YP¢  Max. f. Min. f. # cat. class LDA ANOVA MutualInfo. RFE  Regularization

vl float 2,5418 7,0808 14,00 0,003556 0,173632  0,7824 0,03 2 5
v2 float 1081,079 196,3695 275,69 0,013837 0,287703  0,1014 0,0101 7 3
v3 float 76887830 22.014,0925 60.906,25 0,033743 0,652519  3,5531 0,0024 9 2
v4 float 2,5061 7,1223 12,78 0,023779  0,25941 0,7498 0 1 4
v5 float 1715,35 333,7758 352,03 0,023577 0,397129 4,452 0,0628 6 7
v6 float 6532,52 426,2051 571,86 0,008128 0,043403  0,8327 0,0003 8 6
v7 float 10,94 14,2850 26,10 0,030001 04611 3,2008 0 3 8
v8 float 261,63 66,3963 123,26 0,00713  0,282378  1,3685 0,0109 5 1
v9 float 0,6089 3,9668 5,29 0,001581 0,071483  0,9332 0,002 4 9
Time 0,514 2,9ms 1ms Ims 45micros 29ms 214ms 344ms 2,3s 622ms

Table 15: Summary of results for the Water Potability database.
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