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Detecting climate patterns through a Bayesian neural
network approach

Jesse T. Arens, Riccardo E.M. Riva, Marco Loog & Fransizka Glassmeier

Machine learning is becoming an increasingly important tool for climate scientists, but
hampered by lacking uncertainty quanti ication. Here, a machine learning approach for
detecting patterns indicating a changing climate is combinedwith probabilisticmodelling
to retrieve uncertainty values. We train neural networks on climate model simulations
of temperature and precipitation under historical and future scenarios. We ind that
the resulting so‑called Bayesian neural network (BNN) has similar predictive strength
to an Arti icial neural network (ANN), with a post‑year 2000 mean absolute error of
9.00 years for temperature, but over‑ its less. The BNN is able to recognise temperature
change starting in 1994, which is 14 years later than the ANN. Our analysis shows that
uncertainties in found climate patterns are much higher than the patterns themselves,
limiting their value for further use. This work demonstrates that BNNs are a suitable tool
for quantifying uncertainties of patterns indicating a changing climate.
INTRODUCTION
The Earth’s climate can be described through
General Circulation Models (GCMs). These cli‑
mate models attempt to encapsulate the physical
processes and feedbacks in luencing climate and
predict what effect anthropogenic activity has on it.
However, as climate science suffers from an ’uncer‑
tainty monster’ (1), projections of GCMs for future
climate remain uncertain and this uncertainty will
not necessarily improve quickly (2). For example,
the range of the expected response to a doubling
of CO2 between different GCMs has increased the
past decade and a large spread between GCMs
remains present for mean absolute temperature
simulations (3). While improvements are cer‑
tainly made in most aspects of climate modelling,
most notably in the uncertainty caused by cloud
feedback processes, improvements of GCM skill
remain modest (4). One of the main reasons for
the slow progress lies in the complex feedback
mechanisms which have been discovered over
time. While individual uncertainties on many of
these feedback mechanisms have decreased, new
mechanisms have been found at the same time
and the uncertainty of some of these feedback
processes have proven dif icult to reduce. The
expectation is that for substantial reductions in

projection uncertainty we would have to wait for
observations that can undoubtedly be attributed to
the Earth’s response to anthropogenic forcing (2).
In general, as models can only be validated with
present and past observations, a model cannot
be guaranteed to perform well in the future (5),
especially as for climate models the future will be
one in a regime with greenhouse gas concentra‑
tions unlike observed before. This does not mean
that we should not attempt to improve GCMs, on
the contrary. While improvements on projection
uncertainty might be slow, the latest generation of
GCMs “have a similar or even slightly higher skill
in reproducing observed large‑scale mean surface
temperature and precipitation patterns” (Bock
et al., 2020, p22, (3)), which indicates that these
climate models might be capturing the physical
processes better than previously the case.
In order to improve GCMs and achieve more

certain climate projections, there is a desire to
understand why the projections remain uncertain.
Most notable improvements in understanding
climate projection uncertainties have happened
through the use of model intercomparison, which
has been done for at least three decades (6).
Combining GCMs into multi‑model ensembles
increases the skill, reliability and consistency of
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forecasts (7). The ifth phase of the Coupled Model
Intercomparison Project (8), which aggregates
most GCMs into an ensemble and provides outputs
of experiment runs, has become the de facto source
for multi‑model climate sensitivity analysis the
last decade and is the scienti ic basis of the Fifth
Assessment Report of the Intergovernmental Panel
on Climate Change (9). With the recent availability
of the sixth phase of the Coupled Model Intercom‑
parison Project (10), accompanied by improved
model evaluation tools (11), new opportunities
arise in model intercomparison and tackling the
uncertainties.
Uncertainty in climate projections can be split

between so‑called scenario uncertainty, modelling
uncertainty and internal climate variability (12).
First of all, scenario uncertainty corresponds to the
evolution amount of CO2‑equivalent concentrations
in the future and is the most dif icult to reduce. As
the true emission scenario is greatly dependent
on how humankind addresses climate change,
scenarios such as the representative concentration
pathways (RCPs) have been developed to be able
to assess the impacts of different possibilities
in climate action (13–15). Secondly, modelling
uncertainty refers to the mismatch between GCM
representation of the Earth and the truth. Differ‑
ent models provide different results to the same
radiative forcing given, because they depend on
assumptions that have to be made. Studies into
reducing model uncertainty often pertain to biases
and uncertainty within the model ensemble on
how the climate changes under forcing, which is
also known as the climate sensitivity. Climate
sensitivity remains dif icult to constrain (16) and
so causes a signi icant source for the range of
outcomes between individual GCMs, resulting in
higher uncertainty for multi‑model ensembles. A
promising approach in tackling the uncertainties
caused by climate sensitivity is through emer‑
gent constraints (11) and weighing individual
models in ensembles based on independence and
skill (17, 18). Finally, internal climate variability
refers to luctuations in the Earth’s climate which
happen regardless of any radiative forcing of the
climate. These can be well‑described phenomena,
such as the El Niño – Southern Oscillation or
Madden‑Julian Oscillation, but there are also inter‑
nal variability phenomena which remain unknown.
Climate response to anthropogenic forcing will

be most easy to detect in regions with a relatively
small internal variability (19). Observations of a
changing climate in such regions will likely be the
irst to become signi icant enough to be attributed
to anthropogenic climate change. Through iden‑
ti ication of the effects of internal variability on
climate projections, one could isolate the forced
climate response. Internal climate variability is
often considered to be a noise within the climate
models, however, as it proves dif icult to disentan‑
gle from model errors (20). In order to properly
attribute climate change, our knowledge of internal
variability needs to increase.
One of the tools used for the analysis of cli‑

mate data, is machine learning. Machine learning
is becoming an increasingly important tool in
Earth system science, due to bigger data avail‑
ability (21, 22) and due to improvements and new
developments in techniques for interpretable and
explainable machine learning (23). Whereas a
traditional neural network is often considered a
black box, these interpretation techniques make
it possible to quantify and visualise what aspects
of the data it uses for its predictions. Application
of machine learning techniques in Earth system
science brings its own challenges and possibilities,
as beautifully described by Reichstein et al. (24).
An interesting new approach was introduced

by Barnes et al. (25), where they use an arti icial
neural network (ANN) to identify climate patterns,
i.e. locations on Earth that can reliably indicate
a changing climate. There is a lack of labelled
datasets of climate patterns, making it dif icult if
not impossible to train a neural network to predict
climate patterns. Instead, they opt to approach
these climate patterns as something the network
needs to recognise in order to perform a different
prediction task, which has suf icient labelled data.
Barnes et al. showcased their approach by training
an ANN to predict the year of maps generated from
CMIP5 climate model outputs from 1920 up to
2100, obtained by combining the CMIP5 histor‑
ical and Representative Concentration Pathway
of 8.5W/m2 (RCP8.5) experiments (14). After
training their neural network, they extracted the
information encapsulated by themodel parameters.
They claimed their method shows the potential for
machine learning to identify climate change signals
from internal variability noise. They assumed the
ANN weights can be used to infer which regions
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show a a better signal‑to‑noise ratio when it comes
to forced climate response than other regions.
These regions could be useful in attributing ob‑
served climate change to anthropogenic forcing.
Validation of their approach to extract forced cli‑
mate patterns occurred through inference that the
ANN performs well on the testing subset as well as
on observational datasets. Like most deep learning
models (26), uncertainty was not accounted for
and therefore the extracted network weights miss
important uncertainty information.
Here, we propose a combination of the approach

used by Barnes et al. with a Bayesian technique to
attribute uncertainties to neural network weights.
The resulting model is called a Bayesian neural net‑
work (BNN) and works similar to an ANN, with the
exception that scalar variables for network weights
and prediction results are replacedwith probability
distributions. Variational inference is used for
training these distribution functions (27). In this
study, we aim to proof the feasibility of a Bayesian
neural network for identifying climate patterns and
assess the applicability of the approach as part of
the toolbox used for evaluating climate models and
its uncertainties. In order to make this assessment
of the Bayesian neural network, we identify a
control network through reproduction of the ANN
described by Barnes et al.

Modelling model output Since we apply a
neural network model on input data gen‑
erated through output from climatemodels
and therefore the word ’model’ can be con‑
fusing, we will use the word ’CMIP5’ when
talking about the properties of the climate
model ensemble, ’climate model output’ or
’CMIP5 model output’ when talking about
the near‑surface air temperature and pre‑
cipitation datasets that have been gener‑
ated by the CMIP5 ensemble. These CMIP5
output datasets are the input for the neural
networks, which will be indicated by ’neu‑
ral network’ when talking about the con‑
cept in general or by their speci ic type. We
will be using ’ANN’ for an arti icial neural
network and the model created by it and
’BNN’ for a Bayesian neural network and
the model created by it.

RESULTS
Training a Bayesian neural network
We create annual‑mean maps on a global 4◦ by
4◦ grid through interpolation of near‑surface air
temperature and precipitation output products
from CMIP5 (see Materials and Methods). For
temperature, outputs from 23 out of the 29 used
CMIP5 models are used for training and for pre‑
cipitation outputs from 18 out of 22 used CMIP5
models are used. The outputs from the other CMIP5
models are used as testing subset for validation
of the neural networks. We feed the maps into a
Bayesian neural network, with two hidden layers
of 10 variational units each, and train it to predict
the year of origin of the maps. This prediction is
represented by a probability distribution (Fig. 1).
The so‑called reconstruction term, de ined here
by the mean squared error between prediction
and truth, is a measure of how much the neural
network’s prediction deviates from the truth on
average and equals to 0.114 and 0.234 for temper‑
ature and precipitation, respectively. It is relevant
to note that the network is not only optimized
for reconstruction, but also for minimization of
the mismatch between the estimated and true
posterior distribution on the weights, which is
computed through a Kullback‑Leibler divergence
term, resulting in a total loss of 0.366 and 2.453
for temperature and precipitation, respectively.
Besides the BNN, an ANN has also been set‑up
using a similar architecture of two hidden layers of
10 units each. This ANN is trained and tested on
identical CMIP5 model output subsets and used for
comparisonwith the BNNon its predictive qualities.

Predictive qualities of the Bayesian neural network
Predictive qualities of both the ANN and BNN are
represented using scatter plots between true and
predicted year (Fig. 2). In order to approximate the
expected value of BNN output, averaging is applied
to a Monte Carlo sampling of 10,000 predicted
output years for each given input map. The results
for near‑surface air temperature show that the
BNN is able to recognise the patterns that indicate
a changing climate (28), on average starting from
1994 onwards. After 1997, the BNN is able to cap‑
ture the changing climate in all CMIP5 temperature
models used for testing. For precipitation, this ’year
of climate change recognition’ has an average of
2009 and after 2032 for all models used for testing.
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Figure 1: Neural network architectures. (A) Ar‑
chitecture of the arti icial neural network,whichhas
two hidden layers of 10 units each. (B) Architecture
of the Bayesian neural network, which has the same
amount of hidden layers and units, but replaces the
hidden layer weights and output year with distri‑
bution functions. Furthermore, the Arti icial neu‑
ral network uses a hyperbolic tangent as activation
function, whereas theBayesian neural network uses
a leaky‑ReLu activation function.

Compared to the ANN control run, the BNN is able
to accurately make its predictions an average of
14 years later for temperature and 2 years later
for precipitation. The BNN and shows a bigger
predictive error for training and a slightly higher
predictive error for testing than the ANN, but does
have a smaller relative difference between training
and testing error compared to the ANN, with the
testing error being 2.18× and 1.75× the size of
the training error for the ANN, compared to 1.25×
and 1.53× for the BNN, for air temperature and
precipitation respectively. A neural network that
perfectly represents the complete data space would
result in both errors being equal, i.e. the testing
error being 1× of the magnitude of training error.
We tested the robustness of the BNN by running

different modes of operation. The prediction re‑
sults can be found in the Supplementary Materials
(Figs S1 ‑ S3). Firstly, roughly the same results were
found when using different subsets of CMIP5 mod‑
els for training and testing. Secondly, as explained
by Barnes et al., it might be feasible that the neural
network uses the global mean of the input maps to
make its predictions instead of the climate patterns
we are interested in. Therefore, like Barnes et
al., we removed the global mean from the input
maps to test if the network really relies on spatial
patterns, which provided similar but slightly worse
results to our original experiments, indicating that
even though the BNN also relies on global mean,
it mainly relies on the spatial patterns of interest.
Finally, by changing the amount of hidden layers
and units in these layers, a few different model
architectures have been tested. While the network
performs signi icantly worse for an architecture
with two hidden layers of 100 units each, within
the margins of a few extra layers and a range
between 1 and 100 units in a layer, results seem to
be consistent. There are only minimal changes in
predictive quality in the range between 1 and 50
units, all together indicating that a BNN is a robust
model for this particular data.

Finding climate change indicator patterns
For assessment of the climate patterns found
through training a neural network, we create
indicator maps of the weights of the trained BNN
and ANN networks (Fig. 3). In order to make
this visualisation, a different neural network of
only 1 hidden layer with 1 single unit has been
used. This allows the neural network weights to
be mapped onto the input grid in a one‑on‑one
fashion. More sophisticated techniques for map‑
ping weight values of complexer neural networks
onto their inputs do exist, but implementation
of such techniques lies beyond the scope of our
work. For near‑surface air temperature, both the
ANN and BNN indicator maps show roughly similar
patterns of higher or lower weight values, with the
exception of a much higher weight in the regions
of South Central and East China. The magnitude of
the weight differs greatly due to different neural
network architectures, as well as the sign of the
weights for the precipitation maps. However, our
main interest lies in the regions of relatively higher
magnitudes, regardless of whether the weight is
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A) B)

C) D)

Figure 2: Prediction results for near‑surface air temperature and precipitation. Predicted year versus
actual input map year for both testing for (A) An arti icial neural network fed with CMIP5 near‑surface air
temperature maps. (B) An arti icial neural network fed with CMIP5 precipitation maps. (C) A Bayesian
neural network fed with CMIP5 near‑surface air temperature maps. (D) A Bayesian neural network fed
with CMIP5 precipitation maps. Training results are shown in grey, testing results are shown in colors,
each representing one climate model’s simulation. A 1:1 line, indicating a perfect prediction, is plotted in
black. Predictive post‑year 2000 mean absolute errors are printed in the lower right corner of the igure
and indicate how well the model performs on the second half of the time series.

positive or negative. The correlation between these
maps is moderate with a value of r = 0.44 and
found to be statistically signi icant based on a two‑
tailed p‑value for testing non‑correlation, based
on common threshold p < 0.05. This indicates
that both the control network and the Bayesian
neural network have been trained on some of the
same spatial patterns. When comparing the weight
mean with the weight variance map, we ind that

the magnitude of the variance is generally bigger
than that of the mean, but there is strong spatial
variability in this. Over all grid cells, the average
weight variance is 3.54 times the average absolute
value of the weight mean, which means there is
indeed a high level of uncertainty in the found
patterns. For precipitation, results concerning
weight mean and variance of the BNN are better
but comparable to those of the near‑surface air
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A) B) C)

D) E) F)

Figure 3: Indicator maps of patterns of change in near‑surface air temperature and precipitation.
Maps are derived from weights of neural networks with 1 hidden unit. (A and D) Weight maps derived
from the ANN control network. (B‑C and E‑F) Weight maps derived from the Bayesian neural network.
Weight mean µ (B and E) and variance σ2 (C and F) of the posterior distribution.

temperature, with the average weight variance
being 2.34 times the average absolute weight mean.
Compared to the ANN, found climate patterns are
again quite similar, with a correlation of r = −0.62
and p < 0.05. The found precipitation patterns are
also roughly similar, but the ANN shows stronger
patterns at both poles than the BNN does. Again,
due to the architectural difference between the
neural networks, weight sign and magnitude does
differ between ANN and BNN.

DISCUSSION
We have shown that a Bayesian neural network
(BNN) is a viable method for recognition of spa‑
tial patterns indicating a changing climate. The
technique works similarly to the arti icial neural
network (ANN) set‑up introduced by Barnes et
al., but enhances it by allowing for uncertainty
attribution on both the neural network weights and
prediction. Results for near‑surface air tempera‑
ture show that the BNN provides a smaller relative
error between testing and training data than the
ANN. This indicates that the BNN is less likely to
over‑ it. For precipitation this relative error is
also in favour of the BNN, but the difference is less

profound. The predictive results show comparable
errors on the testing datasets for both the BNN and
ANN, indicating they are roughly equally capable of
performing correct predictions on data it was not
trained on.
A downside to the Bayesian neural network

is the complexity of the technique. As a minor
result of this, the computational resources required
are signi icantly higher. As the network tries to
optimize for both the reconstruction loss and
the Kullback‑Leibler divergence, it requires more
trainable parameters and computation steps than a
standard ANN, resulting in it being computationally
expensive. For near‑surface air temperature, the
average CPU processing time required for training
on our system was 2398 seconds for the BNN
compared to 1075 seconds for the ANN. For pre‑
cipitation we found an average CPU time required
of 2293 seconds for the BNN versus 678 seconds
for the ANN. Due to the BNN requiring Monte
Carlo sampling for computing the predictions,
we ind the total CPU time required to produce
the plots of Fig.2 increases to 10808 seconds for
temperature and 10218 seconds for precipitation,
whereas the computation time for MLP predictions
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are near‑instant. This extra computational cost is
merely an annoyance for the smaller datasets used
here, but could pose a limitation for more data‑rich
experiments. The main drawback of complexity of
the technique comes forward in its implementation.
As the BNN comes with more parameters to opti‑
mise, we found it more dif icult to choose the right
combination of settings. Settings such as a different
prior and posterior on the weights and a higher or
lower relative KL‑weighting can have a big impact
on the performance of the network. For example,
a factor 10 difference in KL‑weighting can result
in a partial or even complete failure of the BNN to
make accurate predictions. These come additional
to the choice of activation function, optimization
algorithm or loss function, which both a BNN and
ANN have, but we found are more intuitive to
optimize for the ANN. A thorough understanding
of Bayesian modelling will help ensuring easier
implementation of this technique, but in general
for machine learning, reproducibility remains an
issue (29). In our study, we have also struggled
with reproducibility of the original experiment as
published by Barnes et al.
Reproducibility issues can occur in each step of

the modelling process. It starts with indable and
accessible datasets and even though the CMIP5
output data has been developed with accessibility
in mind (30), we found neither to be guaranteed.
There are several data archives that provide the
output data. We used the archive of the Earth
System Grid Federation, which can be accessed
through different gateways. For most CMIP5 mod‑
els the climate model output data was available
here, but some climate model output products
had to be retrieved elsewhere because the desired
output product was missing.
Feeding data into a neural network almost

always requires some preprocessing. In order to
make proper predictions, each input of the neural
network needs to have the same dimensions, i.e.
number of pixels. For CMIP5, the climate models
work on differing spatial and temporal resolutions
and therefore an annual mean value had to be
calculated, as well as regridding to a global 4◦ by
4◦. An error in data formatting or processing can
result in failing of the neural network, as it did for
us. Such problems can be dif icult to solve since
it is often dif icult to identify the cause of a failing
network.

Finally, as stated before, a neural network comes
with a lot of adjustable hyperparameters. While
we found our Bayesian neural network to be
relatively robust to certain changes in the input
data or neural network architecture, there are
also seemingly minor changes that can cause the
network to malfunction. Bayesian neural networks
have more of these hyperparameters that need to
be optimized, complicating the applicability of the
technique by those who have limited knowledge of
what each hyperparameter changes to the network.
Holistically seen, there is a lot that can complicate

reproducibility or replicability of complex tech‑
niques such as the one proposed, even when data
and information about processing and algorithms
used are available. With the relatively complex
datasets used in geosciences and climate mod‑
elling, we think reproducibility should be a core
component throughout the whole modelling chain,
as it can be dif icult for each step in the chain. We
recommend applying the FAIR data principle: Find‑
able, Accessible, Interoperable and Reusable (31).
All required information concerning data accessi‑
bility, retrieval and processing is provided in the
Supplementary Materials (text S1, table S1 and S2).
An effort has been made to make documentation of
used code accessible and understandable through
extensive comments in docstrings, through splitting
of the code between function and script iles and
through availability of required toolboxes and their
used version numbers through the Supplementary
Materials (text S2, table S3).

The climate change indicator pattern maps of
Fig. 3 are created with a neural network architec‑
ture with only one hidden unit, which allows the
relevance of each grid cell of the neural network’s
input to be visualised through the weights. There‑
fore, the network allows for a simpler modelling
of the CMIP5 data and we expect it might not be
able to capture the patterns in the data as well
as a complexer neural network. We ind that the
more complex neural network model of 2 hidden
layers with 10 units outperform the simpler neural
network models in terms of predictive accuracy for
near‑surface air temperature. For precipitation,
we ind the simpler neural network to outperform
the more complex network. Similarly, we ind
that the Bayesian neural network with the simpler
architecture outperforms the ANN in the case of

7



precipitation, whereas the ANN performs better
for near‑surface air temperature, which indicates
that neither model is strictly superior for all CMIP5
data (Fig.S4). This balance between ANN and BNN
predictions on precipitation does shift compared
to the same balance for the complexer neural
networks, with particularly the BNN and ANN hav‑
ing similar predictive performance on the testing
dataset for the complex network architecture, but
the BNN performing better than the ANN for the
simpler neural network architecture, based on both
training and testing errors. For near‑surface air
temperature, this shift in balance is reversed, with
the BNN under‑performing the ANN in all cases, but
signi icantly less so for the complex neural network
architecture.
When looking at the maps procured by Fig.3,

we ind that both model types can uncover similar
climate patterns in their weights, but the BNN can
also indicate how certain it is of those mean weight
values. Note that due to inner model working
differences, it is not possible to directly compare
magnitude of the weights of the ANN with those of
the BNN. Due to the initialisation of the weights,
also the sign of theweights can be reversed between
both ANN and BNN. The main interest lies in the
relative magnitude of the weights. When looking
into the Bayesian neural network and the resulting
uncertainties, small weight uncertainty in com‑
parison to the mean of the weight would provide
strong evidence that this method of uncovering
climate patterns is reliable. Due to the nature of the
prediction task, the neural network will give more
importance to locations with a higher reliability of
a signal found to be caused by a changing climate.
Therefore, we do not expect clear patterns in the
weight variance maps from the BNNs, which is
re lected in the resulting maps of Fig.3. Noteworthy
is the magnitude of the variance of the weights in
comparison to that of the mean of the weights. The
range of variances depicted in Fig.3‑C and 3‑F are
a factor 3× higher than the mean for near‑surface
air temperature and 2× higher for precipitation.
We think that if the magnitude of the weight mean
would have been at least the same or a higher value
than the variance, useful information could have
been extracted from the found climate patterns.
With these results, however, we can conclude
that the usability of the found climate patterns
for further application is limited. We have not

investigated whether this relatively high variance
is caused by the data or by the neural network
architecture of only one hidden unit, as this was
not the scope of our work. However, it is feasible
that a more complex Bayesian neural network, such
as those used for Fig.2, would be able to capture
the data better, resulting in in more precise weight
distributions and therefore more certainty in found
climate patterns.
Techniques for computing the relevance of an

input node throughout such a more complex,
multi‑node and multi‑layer neural network do
exist, but were not applied in this study. We would
recommend further research into combining a
Bayesian neural network with these so‑called
’explainable AI’ techniques. A promising technique
is Layer‑Wise Relevance Propagation (32), which
allows for calculating the relevance of nodes of a
trained neural network and mapping this relevance
back onto the input layer. The result is a type of
heatmap, indicating which pixels of an input image
are relevant for the neural network to make its pre‑
dictions. Combinations of Layer‑Wise Relevance
Propagation (LRP) with a Bayesian approach have
been attempted (33). However, these techniques
are used for neural networks tasked with classi‑
ication and therefore require some alteration for
application to a regression task as posed in this
paper. Some strategies have been proposed for
this (34,35), but not in combinationwith a Bayesian
neural network.

When looking at uncertainty attribution of
feature relevance metrics, a few alternatives to
Bayesian neural networks exist. For example, Labe
and Barnes (2021) combine their ANN architecture
and LRP on a large ensemble dataset from the
CESM1 climate model and identify uncertainty
in their feature relevance heatmaps through a
threshold (36). This threshold is found by a shuf‑
ling approach for generating random data and
computing relevance based on the random data.
This allows them to de ine a threshold value where
output values of LRP are not likely to be found with
random data, resulting in a masked relevance map
showing only those locations above the thresh‑
old. Feature relevance uncertainty can also be
found through the use of Monte‑Carlo Dropout
sampling (37). This technique uses dropout as a
Bayesian approximation to ind predictive uncer‑
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tainty and then uses this together with Monte Carlo
sampling on LRP outputs to ind feature relevance
uncertainty. A big difference between these two
alternatives and a Bayesian neural network is that
both techniques use a normal ANN to optimize
for prediction and only afterwards attempt to
attribute some uncertainty to the found weights,
whereas a Bayesian neural network incorporates
uncertainty as a core component of its training
algorithm. These alternatives are possibly easier to
implement for existing neural networks, as you do
not need to change their con iguration, but might
perform worse in computing the uncertainty of the
weights as they are not optimized for inding said
uncertainty. We would recommend a comparison
study between these techniques to evaluate their
performance.

To conclude, Bayesian neural networks can be a
useful and robust tool for uncovering uncertainty
in the weights of neural networks. In the ield of
climate science, this uncertainty could be used to
quantify the importance of climate patterns found
through neural networks. Our results indicate that
a Bayesian neural network is less likely to over‑ it
than an ANN and the Bayesian neural network
can generalize almost as well as an ANN can. The
resulting posterior on the weights for a simple
Bayesian neural network shows a high uncertainty
for most of the uncovered climate patterns, limiting
their further use. More research in combining a
Bayesian neural network with feature relevance
techniques is recommended.

MATERIALS AND METHODS
Climate model ensemble
Neural network training and validation is per‑
formed with products from the Coupled Model
Intercomparison Project phase 5 (CMIP5), which
is a community effort “meant to provide a frame‑
work for coordinated climate change experiments”
(Taylor et al., 2007, p1, (38)). They contain a set of
model simulations which is run by speci ic climate
models, allowing for easier intercomparison. In this
study, long‑term experiment results from the so‑
called historical experiment have been combined
with those based on greenhouse gas concentrations
derived from the RCP8.5 scenario. The historical
experiments run from 1850 to 2005, after which
the RCP8.5 experiments continue for 2006 ‑ 2100.

Some individual models provide extensions on
their runs, e.g. historical experiments running
till 2011 or RCP8.5 experiments continuing past
2100. These extensions have not been included
in this study. The near‑surface air temperature,
abbreviated as tas in CMIP5 runs, describes the
temperature in Kelvin at the so‑called 2 metre
height. This is the height above the geoid corre‑
sponding to a height 2 metres above the surface.
For oceans this would correspond to 2 metres, for
land this depends on the average land height over
a grid cell. The precipitation, abbreviated as pr and
also called precipitation lux, describes the amount
of precipitation over time at the surface height in
kgm−2s−1, for both liquid and solid phases and
from all types of clouds. Retrieval of CMIP5 output
data for all used models, for both near‑surface
air temperature and precipitation, has mainly
been through the archive of the Earth System Grid
Federation. More information concerning data re‑
trieval canbe found in the SupplementaryMaterials.

Climate modelling groups provide data for
monthly mean atmospheric variables, split be‑
tween the historical and RCP8.5 experiments. The
spatial resolution of these models can differ. As the
desired input format for our neural networks are
yearly‑mean, global 4◦ by 4◦ maps, processing has
been done using the Climate Data Operators com‑
mand line toolbox (39). In order to select the correct
years for concatenation of both experiments, we
use functions -selyear to select 1920 − 2005 from
the historical data and 2006− 2100 from the RCP8.5
data and -mergetime to merge both iles based
on their timestamps. Afterwards, -yearmonmean
and -remapcon are used to compute a yearly mean
based on the monthly data and remap the data to
a 90 cells longitude by 45 cells latitude grid, which
corresponds to 4◦ by 4◦. The remapping algorithm
used (40) is irst‑order conservative, which means
that global average temperature and precipitation
values remain constant. The resulting data that
is used as input for the neural networks consist
of 180 yearly‑mean maps per climate model, each
consisting of 4050 input units. For the near‑surface
air temperature, 29 different climate models are
used, of which 80% (23 models) are used for train‑
ing and the remaining 20% (6 models) for testing,
resulting in 16.912.800 data points for training and
4.228.200 data point for testing. For precipitation,
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22 different climate models are used, resulting in
18 models with a total of 12.830.400 data points for
training and 4 models with a total of 3.207.600 data
points for testing.

Artificial neural networks
Arti icial neural network modelling is performed
using the Tensor low (41) and Keras (42) APIs,
which allow for easier model building by providing
functions that perform most of the complex math
for neural networks. An arti icial neural network,
in the form used here also called a multi‑layer
perceptron, is simply a set of weighted equations,
which are optimized to make predictions. An ANN
consists of an input layer vector a[0], an output
layer ŷ and L hidden layers, indexed by l. Each
layer consists out of n units (also called nodes or
neurons), which can vary per layer. In order to
correctly model the data, a neural network needs
to be trained. Training happens through a repeated
cycle inwhich theweights of the equations between
each nodes are updated. A single training cycle
consists of three phases: forward propagation to
compute the prediction with the current weights,
backward propagation in which the irst derivative
of the loss L, that is the mismatch between truth
and prediction, is computed to identify in which
direction a change of the weights would reduce the
loss and inally a weight update phase, in which
the weights are changed slightly to improve the
ANN model’s predictive accuracy. Often, a speci ic
optimizer algorithm is used to determine exactly
which weights are updated and by howmuch.

In forward propagation, nodes are densely con‑
nected with each other, meaning that every node’s
value in layer l − 1 is used to compute the value of
every node in the next layer l. For each node, the
value is propagated forward using a linear propaga‑
tion term,

z[l] = w[l]a[l−1] + b[l], (1)

where z[l] is an intermediate value after the linear
propagation term, w[l] are the weights between the
current node and all nodes in the previous layer,
a[l−1] the values of the nodes in the previous layer
and b[l] a bias term. The linear term is followed by a
non‑linear activation function,

a[l] = g[l](z[l]), (2)

where g[l] is the activation function for layer l, re‑
sulting in a value of the node a[l]. Note that this is
a vectorized equation and so the value at a speci ic
node is the summation of the forward propagation
from each individual node in the previous layer con‑
nected to this speci ic node. The non‑linear activa‑
tion function can vary per hidden layer and needs
to be chosen based on the type of prediction to be
made. For a regression task, the function for com‑
puting the output layer typically does not have a
non‑linear activation. We use a hyperbolic tangent,
that is

a[l] = tanh(z[l]) = ez[l] − e−z[l]

ez[l] + e−z[l]
, (3)

as activation function between input layer and hid‑
den layers. Furthermore, no activation function be‑
tween the last hidden layer and the output layer is
used. When in training, the model is initialised with
zero bias and randomweights using the Glorot Uni‑
form distribution (43), denoted by

w ∼ U

[
−

√
6√

n[l] + n[l+1]
,

√
6√

n[l] + n[l+1]

]
. (4)

After initialisation, the input maps are propa‑
gated forward through the neural network. The
resulting output ŷ is used to evaluate the loss
function L. For the ANN we use the mean square
error loss,

L =
1

N

N∑
i=1

(yi − ŷi)
2, (5)

whereN is the total number of input samples used
for training and i the index of each speci ic sample.
As the loss is minimized, the division by the con‑
stant N presented here is not computed in our im‑
plementation. Multicollinearity, which is the occur‑
rence of dependencies among the input variables
of a model, is a common problem with regression
models. For the CMIP5 datasets used, this could
manifest through spatial correlation across the grid
points and might result in a neural network that
relies on only a few grid cells to make its predic‑
tions. Aswe desire amodel that inds large scale cli‑
mate patterns, a L2‑norm regularization is applied
to the weights on the input units. This norm, also
called ridge regression, is implemented by adding a
penalty to the loss function, based on themagnitude
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of theweights. This reduces the chance of a fewvery
bigweights dominating the neural network. The L2‑
norm is de ined as

L2 = λ

∑
(W [1])2

2n[0]n[1]
, (6)

where ridge parameterλ is a chosen constantwhich
determines how strongly the weights are regulated,
W [1] denotes all weights between the input layer
and the irst hidden layer and is normalized by the
total amount of these weights, which corresponds
to n[0]n[1] as the nodes are densely connected. The
resulting loss function,

L =
1

N

N∑
i=1

(yi − ŷi)
2 + λ

∑
(W [1])2

2n[0]n[1]
, (7)

can resolve the issues caused by multicollinearity.
The chosen ridge parameter λ depends on the
severity of the multicollinearity. We have exper‑
imented with different values for λ and based on
predictive testing error performance, the values
used are λ = 104 for near‑surface air temperature
and λ = 107 for precipitation. These values are the
same as used by Barnes et al. and so we con irm
their choice, based on our own results.

After evaluation of the loss function, the neural
network’s weights and biases are updated in order
tominimize the loss. This is done by changing them,
often with a prede ined step size, in the direction
that corresponds to the biggest reduction in loss
function. In order to ind this direction, a process
called back‑propagation is used, in which the gradi‑
ent of the loss function is evaluated on each weight
and bias term. We consider it outside the scope of
this paper to discuss how these gradients are com‑
puted. When the gradient is known, the weights are
updated by a small step in the direction opposite of
the gradient,

w[l] ← w[l] − α
∂L
∂w[l]

, (8)

where step size α is a constant in luencing how
much you update the weight. Similarly, the bias is
also updated based on its gradient and step size, as

b[l] ← b[l] − α
∂L
∂b[l]

. (9)

If α is too big, it might become dif icult to ind a
minimum loss, whereas if α is too small it can take
very long to approach the minimum. The compu‑
tation of the gradient through back‑propagation,
weight update and choice of α is often performed
by a so‑called optimizer algorithm which has
lower computational costs due to making certain
approximations and usually converges faster to a
minimum loss. From a wide range of optimizer
algorithms and their hyperparameters applied on
training the ANNs, we found the AdaDelta optimizer
algorithm (44) with a learning rate of α = 0.001 to
perform well for the experiment with two hidden
layers of 10 units each. For the experiment used
for making the weight maps of Fig. 3, with a neural
network model of only one hidden layer with
one hidden unit, we found the Adam optimizer
algorithm (45) with an exponentially decaying
learning rate, where the initial learning rate of
α = 0.1 is multiplied by 0.98 every 100 training
batch updates, to provide good performance. A
batch is the amount of input samples that are
considered in a single gradient computation phase.
We have used a common default batch size of 32,
which means that 32 input samples are considered
for each weight update. A full iteration over the
entire input data provided is called an epoch and
the total amount of epochs for training has been
set to a value of 2000. Both the AdaDelta and Adam
optimizer algorithms allow for such a batch‑based
computation of the gradient. This means that the
gradient for all samples in the dataset is estimated
by taking a randomly selected subset of the data,
which allows for reduced computational costs in
the back‑propagation and weight update phases,
but comes with a drawback of slower convergence
to the true minimum loss as it does not consider all
gradient information at the same time.

Bayesian modelling and neural networks
A Bayesian neural network is structured very
similarly to that of the ANN explained above, with
structures of hidden layers, units, forward and
backward propagation functions and optimizer
algorithms. However, a Bayesian neural network
can be seen as a superimposition of a probabilistic
model onto a conventional neural networks such
as an ANN (46) and this causes a fundamental
difference in the set‑up and training process of the
neural network model.
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The process used in Bayesian statistics is one
of updating your belief based on new evidence
presented, while simultaneously taking in account
prior knowledge about the event taking place. The
backbone for this process is Bayes’ theorem. Bayes’
theorem describes how evidence E can be used to
update your belief on the hypothesis H . This is ex‑
pressed in the posterior probability P (H|E), which
describes how probable it is that the hypothesis H
is true given the observed evidence E. Bayes’ theo‑
rem can be expressed as

P (H|E) =
P (E|H) · P (H)

P (E)
, (10)

whereP (E|H) is the likelihood or probability of ob‑
serving the evidence given the hypothesis is true,
P (H) is the prior probability and describes the
probability of the hypothesis before the new dataE
is observed and P (E) is the probability of the evi‑
dence happening regardless of hypothesis and also
called the marginal likelihood. This marginal likeli‑
hood can also be expressed as

P (E) = P (E|H)·P (H)+P (E|¬H)·P (¬H), (11)

where¬H is the logic negationmeaningnotH . This
expression includes the hypothesis but is easier to
compute and more intuitive to reason with. In the
case of a probabilistic model, we are interested in
the distributions on the weights w based on pre‑
sented dataD and rewrite Bayes’ theorem into

p(w|D) =
p(D|w)p(w)∫

w
p(D|w′)p(w′)dw′ , (12)

where the denominator, often called the normal‑
ization constant or evidence integral, is equated to
evidence p(D) and generally easier to calculate than
the evidence itself. This evidence integral can be
derived from the fact that the sum over all possible
hypotheses should be equal to 1. In this equation,
the prior distribution p(w) corresponds to the
initialisation of the weights. Based on observed
data, we can compute the probability density of the
likelihood p(D|w) of the data to be represented by
themodel. If one knows the normalization constant,
the posterior distribution p(w|D) could be used
to update the models’ posterior distribution on
the weights. This process of updating your model

based on provided data is called Bayesian inference.
Even though this might sound simple in theory, in
practice solving the marginal likelihood through
the integral presented in Eq. 12 is often intractable,
meaning that it could be solved but it would not
be possible to do so ef iciently and would take too
many resources to solve. A workaround is found
through methods that can be used to approximate
the posterior probability.

The approximation method used in the BNN is
called variational inference. With this technique,
we assume the true posterior p(w|D) to be approx‑
imated by a variational posterior q(w|θ), where θ
is a set of parameters that are to be optimized in
order to make the best approximation for the true
posterior. Variational inference is considered faster
and easier to apply on large datasets than the al‑
ternative, Markov chain Monte Carlo (MCMC) sam‑
pling (47). Finding these optimal parameters of q is
done through the use of the Kullback‑Leibler diver‑
gence (KL‑divergence). For two distributions with
densities f(x) and g(x), one can express the KL‑
divergenceDKL between these distributions as

DKL[f(x)||g(x)] =
∫

f(x) log f(x)

g(x)
dx. (13)

For our model with distributions introduced in
Eq. 12, the KL‑divergence between q(w|θ) and
p(w|D) can be simpli ied and written as

DKL[q(w|θ)||p(w|D)] = log p(D)

+DKL[q(w|θ)||p(w)]
− Eq(w|θ)[log p(D|w)].

(14)

Finding the best variational posterior then equates
to inding an an optimal parameter set θwhichmin‑
imizes the KL‑divergence, as denoted by

θ∗ = argmin
θ
DKL[q(w|θ)||p(w|D)], (15)

where the log p(D)‑term can be ignored as the data
can be considered constant. For neural network
modelling, this minimization problem is introduced
in the form of a loss function,

L(θ|D) = DKL[q(w|θ)||p(w)]
− Eq(w|θ)[log p(D|w)].

(16)

The KL‑divergence term between variational pos‑
terior and prior in this equation is called the com‑
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plexity cost, as it incentivises the variational poste‑
rior to be close to an often relatively simple prior.
The second term is often called the likelihood cost
or reconstruction term, as it forces the variational
posterior to have a high likelihood with the data, in
other words to reconstruct or model the input data
well. Note that the complexity cost is completely in‑
dependent of data and therefore Eq.16 describes a
trade‑off between modelling the complexity of the
data and keeping close to the simplicity prior. In lit‑
erature and implementations for variational infer‑
ence, one often will encounter the idea of ’maximiz‑
ing the Evidence Lower Bound (ELBO)’. This ELBO
can be easily derived from Eq. 14 using the prop‑
erty that KL‑divergence between two distributions
is nonnegative. The resulting inequality,

log p(D) ≥ Eq(w|θ)[logP (D|w)]−DKL[q(w|θ)||p(w)],
(17)

results in a right‑hand side being a ’lower bound on
the log‑evidence’ and maximizing this is equivalent
to minimizing the loss function of Eq. 16.

With the provided knowledge on variational in‑
ference, a probabilistic model can be superimposed
onto a neural network. The approximated KL‑
divergence between each weight’s true and varia‑
tional posterior, DKL[q(w|θ)||p(w|D)], is added as
a penalty term to the loss of the neural network and
θ can be updated through gradient descent, using a
technique called Bayes by Backprop (27). The term
’Bayes by Backprop’ refers to applying and optimiz‑
ing a Bayesian probabilitymodel through backprop‑
agation on a neural network. Blundell et al. (27)
show that the loss function can be approximated
through Monte Carlo sampling of the variational
posterior and in the limit can be considered an in‑
tegral,

L(θ|D) ≈
∫

f(w, θ)dw, (18)

where f(w, θ) is a function based on Eq.16 and de‑
ined by

f(w, θ) = log q(w|θ)− log p(w)p(D|w). (19)

Through Proposition 1 of Blundell et al., they
show that, for a variational Gaussian posterior, this
loss function can be used to compute gradients in
the neural network and subsequently be optimized
through normal backpropagation. The approach

they use for this is based on a scaling and shift‑
ing of a unit Gaussian into the variational Gaus‑
sian. The standard deviation σ is parameterised by
σ = log(1 + exp(ρ)), resulting in σ = (µ, ρ) and a
posterior sample of the weights being computed by
means of a draw from a unit Gaussian ϵ ∼ N (0, I)
throughw = µ+ log(1+exp(ρ))◦ ϵ. With f(w, θ) as
de ined by Eq. 18, the gradient with respect to the
mean can be calculated by

∆µ =
∂f(w, θ)

∂w
+

∂f(w, θ)

∂µ
(20)

and the gradient with respect to the standard devi‑
ation parameter ρ can be calculated with

∆ρ =
∂f(w, θ)

∂w

ϵ

1 + exp(−ρ) +
∂f(w, θ)

∂ρ
. (21)

These gradients are remarkably similar to the gradi‑
ents found through backpropagation of an ANN. The
term ∂f(w,θ)

∂w is equivalent to the ANN gradients and
so in order to ind the optimal mean and standard
deviation for the weights, only a scaling and shifting
of the normal gradients need to be computed. The
eventual update phase on the posterior,

µ← µ− α∆µ (22)

ρ← ρ− α∆ρ, (23)
is also similar to that of the ANN in Eq.8, just for
two parameters instead of one. The learning rate
α and whole backpropagation process can also be
optimized using the exact same optimization algo‑
rithms, which is one of the main strengths of this
Bayes by Backprop method. For a more detailed
discussion on the Bayes by Backprop method, we
would like to kindly refer you to the introductory
paper by Blundell et al (27).

Bayesian neural network modelling is performed
using the Tensor low Probability package (48), sup‑
plemented with the aforementioned Tensor low
and Keras API’s. Weights in the neural network
are not represented by draws from a initialisa‑
tion distribution, but by a prior weight distribution
p(w). Choice of the prior can have signi icant im‑
pact om the performance of a Bayesian neural net‑
work. While use of a unit Gaussian distrubution,
p(w) = N (0, 1), or similar isotropic Gaussian distri‑
butions with a different mean and variance are the
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standard for BNN priors, improvements might exist
in the form of distributions with heavier tail, such
as the Laplace or Student’s t distributions (49). An‑
other option is to learn the prior by training several
iterations of an ANN and using the found distribu‑
tion on the weights as prior for the BNN. We have
tested these different options and based on an ex‑
pected predictive log‑likelihood scoring statistic, a
Laplace distribution as described by

p(x;µ, b) =
1

2b
exp

(
−|x− µ|

b

)
, (24)

found through training an ANN, provided the best
results. A Laplace distribution was itted to the
weights of each individual ANN layer and then used
as the prior for the corresponding layer in the BNN.
For near‑surface air temperature, the prior distribu‑
tions used are

p(w[0]) = Laplace(−7× 10−5, 2.8× 10−1),

p(w[1]) = Laplace(−6.5× 10−3, 3.8) and
p(w[2]) = Laplace(1.2× 10−1, 1.4)

for the three corresponding layers of the BNN. For
precipitation, the prior distributions used are

p(w[0]) = Laplace(−2.2× 10−5, 1.8× 10−1),

p(w[1]) = Laplace(−4× 10−2, 2.5) and
p(w[2]) = Laplace(−2.4× 10−2, 8.8× 10−1).

For the 1‑unit neural networks used to create Fig.3,
a Student’s t prior distribution performed better
than the Laplace distributions used for the com‑
plexer networks. The Student’s t prior is de ined by

p(y; ν, µ, σ̂) =
Γ((ν + 1)/2)√

νπΓ(ν/2)
(1 + y2/ν)−(ν+1)/2,

(25)
where ν denotes the degrees of freedom, Γ is the
gamma function and y = (x − µ)/σ̂ a function for
shifting the location µ and scale σ̂ of the distribu‑
tion. The used prior distributions used are

p(w) = T(2,−8.3× 10−5, 1.3× 10−3) and
p(w) = T(2,−4.1× 10−5, 1.3× 10−3)

for near‑surface air temperature and precipitation,
respectively.

Besides a prior, weights are also assigned a vari‑
ational posterior q(w|θ) to approximate the poste‑
rior distribution on the weights through training of
θ. We assume the posterior to be independent be‑
tween weights and of a Gaussian distribution, so
θ = (µ, σ). For this speci ic choice of distributions,
Tensor low Probability does not provide built‑in so‑
lutions for computing the KL‑divergence between
variational posterior and prior DKL[q(w|θ)||p(w)],
meaning the approximation introduced in Eq.18 has
to be used instead of the complexity cost term of Eq.
16. The BNN is implemented with the reconstruc‑
tion term being embodied by the mean square er‑
ror, identical to that of the ANN, as it can be shown
that this is equivalent to minimizing the likelihood
for this speci ic regression problem.
In training, identical batch sizes and epochs to

those of the ANN have been used. A different
non‑linear activation function has been used for
the BNN, as the leaky Recti ied Linear Unit (leaky‑
RELU), denoted by

g[l](z[l]) =

{
z[l] if z[l] > 0
0.01z[l] otherwise. (26)

performed better than the hyperbolic tangent of
Eq. 3. The Adam optimizer algorithm has been used
for all BNN models, with a ixed learning rate of
α = 0.001 for the experiments with two hidden
layers of 10 units each and an exponentially decay‑
ing learning rate for the experiments with a neural
network model of only one hidden layer with one
hidden unit, identical to the ANN implementation
for these simpler neural network architectures. No
ridge regression is applied, as a BNN’s prior on
the weights already yields L2‑regularisation (27).
Finally, when using batches smaller than the total
amount of data points for training, Tensor low
automatically corrects the loss by normalizing for
the batch size. However, this only happens for the
reconstruction term and not for the complexity
term. A weighting for the complexity term can be
added to prevent it from becoming relatively more
important than the reconstruction term. What
weight is applied on the KL‑divergence penalty in
the loss term can be tuned by the user, depending
on desired balance between reconstruction versus
complexity. Based mostly on predictive test error
and on expected predictive log‑likelihood, we have
found a scaling factor of 10−4 for temperature
and 10−3 for precipitation to provide good results
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for the multi‑layered 10 unit by 10 unit neural
networks. For the BNN architecture of one hidden
layer with 1 hidden unit, the scaling factor for
near‑surface air temperature chosen was 1/4050,
based on the input size of 4050 nodes, while for
precipitation we found an optimal scaling of 10−4.

Additional statistics
Predictive test scoring is computed based on the
mean absolute error between prediction ŷi and
truth yi, de ined by

SMAE =
1

N

N∑
i=1

|ŷi − yi|, (27)

for each map i out of the total of N maps used for
testing. While the testing error can be used as an
approximation for the generalization error, it does
not take into account the quality of the found pos‑
terior uncertainties. A proper scoring rule that pro‑
vides a trade‑off between thepredictive skill and the
posterior found is the predictive log‑likelihood (49).
This scoring rule is computed as the average predic‑
tive log‑likelihood, computed with a predictive pos‑
teriordistribution, found throughMonte‑Carlo sam‑
pling of BNN predictions on the testing dataset, and
the true years given by the testing dataset. It is de‑
ined by

Sℓ =
1

M

M∑
i=1

ℓ(q(ŷi), yi), (28)

where ℓ is the log‑likelihood between the predictive
posterior distribution q(ŷi) and truth value yi,
with M as the amount of sampled predictions to
compute the average over.

For quanti ication of the year at which the
trained neural networks are able to recognise
patterns indicating a changing climate, we use the
method proposed by Mora et al. (28), which com‑
putes which years predicted by the neural network
exceeds the bounds of historical variability in a
speci ied baseline period. They state a baseline
period of 20 years is suf icient and there is only
small difference between the year found for the irst
few consecutive years outside the bounds and the
year found when considering all subsequent years
to lie outside the bounds of historical variability.
Therefore, we have de ined a baseline period from
1920 ‑ 1940, evaluated the years predicted by the

test set from that period and de ined the ’year of
changing climate recognition’ to be the irst year
after 1940 for which all subsequent years the
neural network predicts a later year than the latest
predicted year in the baseline period. In order to
get a more robust answer, we computed the year
of changing climate recognition for 25 iterations
of training the neural networks. Other statistics
presented in igures and text, such as the required
runtime and the predictive errors, have also been
compared with the statistics found through 25
iterations in order to validate for robustness.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available after
the references and notes.
Text S1. Extra information on data retrieval and
processing
Text S2. More speci ics on neural network
implementation and accessibility
Fig. S1. Predictive results of neural networks with
different subsets of training and testing data.
Fig. S2. Predictive results of neural networks where the
global mean is removed.
Fig. S3. Predictive results of neural networks with
altered architectures.
Fig. S4. Predictive results of neural networks with 1 layer
and 1 hidden unit, used for inding indicator patterns.
Table S1. Properties of CMIP5 model output products for
near‑surface air temperature, including retrieval
locations.
Table S2. Properties of CMIP5 model output product for
precipitation, including retrieval locations.
Table S3. Information on used programmes and
packages.

DATA AND MATERIAL AVAILABILITY
Information on how to use the provided code or retrieve
CMIP5 data is provided through the Supplementary
Materials. All data and code used in this paper and
required to validate our conclusions can be found online
through Github at https://github.com/jessearens/
Bayesian-climate-patterns.
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Supplementary Materials

Supplementary Texts
Text S1: Extra information on data retrieval and processing
CMIP5 output data is retrieved through the Earth System Grid Federation. We found the archives pro-
vided by the Department of Energy/Lawrence Livermore National Laboratory (DOE/LLNL) to be the
most complete and easiest access to the data. They can be accessed through their CMIP5 node. The
easiest way to download is through Globus Connect on your personal device. In order to do this, you
need an account at DOE/LLNL and an account at Globus. Unfortunately, not all used CMIP5 data was
accessible through the DOE/LLNL node at Globus. Supplementary Tables S1 and S2 provide informa-
tion about which climate models have been included in this study and where they have been retrieved.

Data processing is performed using Climate Data Operators (CDO). CDO is a command-line tool
allowing for operations on geospatial datasets. With the used datasets as provided in Tables S1 and
S2, there were a few problems in computing the 4∘ by 4∘ global grid, annual mean maps. Combin-
ing of historical with rcp8.5 experiments for GFDL-CM3, GFDL-ESM2G and GFDL-ESM-2M resulted
in two different parameters for monthly average temperature. In the end, besides a warning, this
posed no problems. The precipitation model for HadGEM2-ES contained a double month at the end
of the rcp8.5 dataset, which was solved by specifically selecting only up till the first entry. Further-
more, HadGEM2-ES also posed a problem with the historical experiment running a month shorter
than the other models, whereas the rcp8.5 experiment started a month earlier. This was solved
by selecting 2005 as the start year for the rcp8.5 experiment’s processing, which was possible be-
cause no other experiments had 2005 in their rcp8.5 data. Similarly, NorESM1-ME had extended
historical data, resulting in double months when merging the historical with rcp8.5 experiment. This
was solved by explicitly selecting only up to and in including 2005 as data for the historical experi-
ments. The CDO shell script and output .npz files are available through the Github repository found
at https://github.com/jessearens/Bayesian-climate-patterns.

Text S2: More specifics on neural network implementation
Neural network implementation is mainly performed using python with the Tensorflow and Tensorflow
Probability packages. The code can be found onGithub through https://github.com/jessearens/
Bayesian-climate-patterns. Required packages to run the code and their version types are pro-
vided in Table S3. The repository is split into two folders: Core and Tests, with the first containing
the main functions and scripts to produce the main results presented in this thesis. The latter contains
supplementary scripts used for finding optimal hyper-parameters and testing results on robustness.
Detailed code description is provided for the Core code and is meant to provide sufficient information
for replicability and reproducibility of the main experiment.
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Supplementary Figures

A) B) C)

D) E) F)

G) H) I)

J) K) L)

Figure S1: Prediction results of a Bayesian neural network trained on near-surface air temperature and precipitation
input maps, for different subsets of training and testing data. Predicted year versus actual input map year for both testing
and training for (A-F) Bayesian neural networks trained on CMIP5 near-surface air temperature maps and for (G-L) Bayesian
neural networks trained on CMIP5 precipitation maps. Training results are shown in grey, testing results are shown in colors,
each representing one climate model’s simulation. A 1:1 line is plotted in black. Predictive post-year 2000 mean absolute errors
are printed in the lower right corner of the figure and indicate how well the model performs on the second half of the time series.
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Figure S2: Prediction results of a Bayesian neural network trained on near-surface air temperature and precipitation
input maps, with global mean removed. Predicted year versus actual input map year for both testing and training for (A) a
Bayesian neural network fed with CMIP5 near-surface air temperature maps and (B) a Bayesian neural network fed with CMIP5
precipitation maps. The global mean value has been removed from all maps. Training results are shown in grey, testing results
are shown in colors, each representing one climate model’s simulation. A 1:1 line is plotted in black. Predictive post-year 2000
mean absolute errors are printed in the lower right corner of the figure and indicate how well the model performs on the second
half of the time series.
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A) B) C)

D) E) F)
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J) K) L)

Figure S3: Prediction results of a Bayesian neural network trained on near-surface air temperature and precipitation
input maps, for different architectures of the neural networks. Predicted year versus actual input map year for both testing
and training for (A-F) a Bayesian neural network fed with CMIP5 near-surface air temperature maps and (G-L) a Bayesian neural
network fed with CMIP5 precipitation maps. Different neural network architectures used are: (A and G) 3 layers of 10 units each,
(B and H) 4 layers of 10 units each, (C and I) 2 layers of 5 units each, (D and J) 2 layers of 20 units each, (E and K) 2 layers
of 50 units each and finally (F and L) 2 layers of 100 units each. Training results are shown in gray, testing results are shown in
colors, each representing one climate model’s simulation. A 1:1 line is plotted in black. Predictive post-year 2000 mean absolute
errors are printed in the lower right corner of the figure and indicate how well the model performs on the second half of the time
series.
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A) B)

C) D)

Figure S4: Prediction results for near-surface air temperature and precipitation. Predicted year versus actual input map
year for both testing for (A) An 1-unit artificial neural network fed with CMIP5 near-surface air temperature maps. (B) An 1-unit
artificial neural network fed with CMIP5 precipitation maps. (C) An 1-unit Bayesian neural network fed with CMIP5 near-surface
air temperature maps. (D) An 1-unit Bayesian neural network fed with CMIP5 precipitation maps. Training results are shown
in grey, testing results are shown in colors, each representing one climate model’s simulation. A 1:1 line, indicating a perfect
prediction, is plotted in black. Predictive post-year 2000 mean absolute errors are printed in the lower right corner of the figure
and indicate how well the model performs on the second half of the time series.
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Supplementary Tables

Table S1: Properties of CMIP5 model output products for near-surface air temperature, including retrieval locations.

Name Modeling center Retrieved from Extra information
ACCESS1-0 CSIRO and BOM ESGF (DOE/LLNL) -
ACCESS1-3 CSIRO and BOM ESGF (DOE/LLNL) -
CCSM4 NCAR ESGF (DOE/LLNL) RCP8.5 forcing through

Earth System Grid
CESM1-BGC CESM-Contributors ESGF (DOE/LLNL) -
CMCC-CMS CMCC CMCC data services -
CNRM-CM5 CNRM & CERFACS ESGF (DOE/LLNL) two versions avail-

able, we used versions
v20110901 (historical)
and v20110930 (rcp8.5)

CSIRO-Mk3-6-0 CSIRO & QCCCE ESGF (DOE/LLNL) -
CanESM2 CCCma CCCma esmHistorical and esm-

RCP8.5 versions
GFDL-CM3 NOAA-GFDL ESGF (DOE/LLNL) -
GFDL-ESM2G NOAA-GFDL ESGF (DOE/LLNL) -
GFDL-ESM2M NOAA-GFDL NOAA-GFDL data esmHistorical and

esmRCP8.5 versions,
v20110601 -

GISS-E2-H-CC NASA GISS ESGF (DOE/LLNL) rcp8.5 forcing through
NASA NCCS data ser-
vices, v20160512

GISS-E2-H NASA GISS ESGF (DOE/LLNL) -
GISS-E2-R-CC NASA GISS ESGF (DOE/LLNL) rcp8.5 forcing through

NASA NCCS data ser-
vices, v20160512

GISS-E2-R NASA GISS ESGF (DOE/LLNL) -
HadGEM2-AO METRI KMA ESGF (DOE/LLNL) -
HadGEM2-CC Met Office Hadley Centre ESGF (DOE/LLNL) -
HadGEM2-ES Met Office Hadley Centre ESGF (DOE/LLNL) -
inmcm4 INM ESGF (DOE/LLNL) -
IPSL-CM5A-LR IPSL ESGF (DOE/LLNL) -
IPSL-CM5A-MR IPSL ESGF (DOE/LLNL) -
MIROC-ESM-CHEM JAMSTEC & CCSR-NIES ESGF (DOE/LLNL) -
MIROC-ESM JAMSTEC & CCSR-NIES ESGF (DOE/LLNL) -
MIROC5 JAMSTEC & NIES & AORI ESGF (DOE/LLNL) -
MPI-ESM-MR MPI-M ESGF (DOE/LLNL) -
MRI-CGCM3 MRI ESGF (DOE/LLNL) historical forcing through

Woods Hole Oceano-
graphic Institution,
v20110831

NorESM1-M NCC ESGF (DOE/LLNL) -
NorESM1-ME NCC ESGF (DOE/LLNL) -

https://www.earthsystemgrid.org/dataset/cmip5.output1.NCAR.CCSM4.rcp85.mon.atmos.Amon.r1i1p1.html?df=true
https://www.cmcc.it/data-services-and-products/data-list
http://climate-modelling.canada.ca/climatemodeldata/cgcm4/CanESM2/historical/mon/atmos/index.shtml
ftp://nomads.gfdl.noaa.gov/CMIP5/output1/NOAA-GFDL/GFDL-ESM2M/
https://ds.nccs.nasa.gov/thredds/idd/cmip5.html
https://ds.nccs.nasa.gov/thredds/idd/cmip5.html
https://ds.nccs.nasa.gov/thredds/idd/cmip5.html
https://ds.nccs.nasa.gov/thredds/idd/cmip5.html
http://cmip5.whoi.edu:8080/data/CMIP5/output1/MRI/MRI-CGCM3/historical/mon/atmos/Amon/r1i1p1/
http://cmip5.whoi.edu:8080/data/CMIP5/output1/MRI/MRI-CGCM3/historical/mon/atmos/Amon/r1i1p1/
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Table S2: Properties of CMIP5 model output product for precipitation, including retrieval locations.

Name Modeling center Retrieved from Extra information
ACCESS1-0 CSIRO & BOM ESGF (DOE/LLNL) -
ACCESS1-3 CSIRO & BOM ESGF (DOE/LLNL) -
CMCC-CMS CMCC CMCC data services -
CNRM-CM5 CNRM & CERFACS ESGF (DOE/LLNL) two versions avail-

able, we used versions
v20110901 (historical)
and v20110930 (rcp8.5)

CSIRO-Mk3-6-0 CSIRO & QCCCE ESGF (DOE/LLNL) -
CanESM2 CCCma CCCma esmHistorical and esm-

RCP8.5 versions
GFDL-CM3 NOAA-GFDL ESGF (DOE/LLNL) -
GFDL-ESM2G NOAA-GFDL ESGF (DOE/LLNL) -
GFDL-ESM2M NOAA-GFDL NOAA-GFDL data esmHistorical and

esmRCP8.5 versions,
v20110601

GISS-E2-H-CC NASA GISS ESGF (DOE/LLNL) rcp8.5 forcing through
NASA NCCS data ser-
vices, v20160512

GISS-E2-H NASA GISS ESGF (DOE/LLNL) -
GISS-E2-R-CC NASA GISS ESGF (DOE/LLNL) rcp8.5 forcing through

NASA NCCS data ser-
vices, v20160512

GISS-E2-R NASA GISS ESGF (DOE/LLNL) -
HadGEM2-CC Met Office Hadley Centre ESGF (DOE/LLNL) -
HadGEM2-ES Met Office Hadley Centre ESGF (DOE/LLNL) -
inmcm4 INM ESGF (DOE/LLNL) -
MIROC-ESM-CHEM JAMSTEC & CCSR-NIES ESGF (DOE/LLNL) -
MIROC-ESM JAMSTEC & CCSR-NIES ESGF (DOE/LLNL) -
MIROC5 JAMSTEC & NIES & AORI ESGF (DOE/LLNL) -
MRI-CGCM3 MRI ESGF (DOE/LLNL) historical forcing through

Woods Hole Oceano-
graphic Institution,
v20110831

NorESM1-M NCC ESGF (DOE/LLNL) -
NorESM1-ME NCC ESGF (DOE/LLNL) -

Table S3: Information on used programmes and packages.

Name Version Project location
CUDA Toolkit 11.0 https://developer.nvidia.com/cuda-toolkit-archive
CuDNN SDK 8.1.0 https://developer.nvidia.com/cudnn
Climate Data Operators 1.9.9rc1 https://code.mpimet.mpg.de/projects/cdo
Generic Mapping Tools 6.1.1 https://www.generic-mapping-tools.org/
Python 3.8.10 https://www.python.org
- matplotlib 3.4.3 https://matplotlib.org/
- netCDF4 1.5.8 http://unidata.github.io/netcdf4-python/
- numpy 1.20.3 https://numpy.org/
- pygmt 0.2.1 https://www.pygmt.org/
- scipy 1.7.3 https://scipy.org/
- TensorFlow 2.8.0 https://www.tensorflow.org/
- TensorFlow GPU support 2.6.0 https://www.tensorflow.org/install/gpu
- TensorFlow Probability 0.13.0 https://www.tensorflow.org/probability/

https://www.cmcc.it/data-services-and-products/data-list
http://climate-modelling.canada.ca/climatemodeldata/cgcm4/CanESM2/historical/mon/atmos/index.shtml
ftp://nomads.gfdl.noaa.gov/CMIP5/output1/
https://ds.nccs.nasa.gov/thredds/idd/cmip5.html
https://ds.nccs.nasa.gov/thredds/idd/cmip5.html
https://ds.nccs.nasa.gov/thredds/idd/cmip5.html
https://ds.nccs.nasa.gov/thredds/idd/cmip5.html
http://cmip5.whoi.edu:8080/data/CMIP5/output1/MRI/MRI-CGCM3/historical/mon/atmos/Amon/r1i1p1/
http://cmip5.whoi.edu:8080/data/CMIP5/output1/MRI/MRI-CGCM3/historical/mon/atmos/Amon/r1i1p1/
https://developer.nvidia.com/cuda-toolkit-archive
https://developer.nvidia.com/cudnn
https://code.mpimet.mpg.de/projects/cdo
https://www.generic-mapping-tools.org/
https://www.python.org
https://matplotlib.org/
http://unidata.github.io/netcdf4-python/
https://numpy.org/
https://www.pygmt.org/
https://scipy.org/
https://www.tensorflow.org/
https://www.tensorflow.org/install/gpu
https://www.tensorflow.org/probability/
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