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Abstract
Renewable energy sources, although they are quickly increasing their share in the energy mix, face
a major barrier to more widespread adoption. Energy storage solutions overcome this hurdle, and
lithium-ion batteries are at the forefront of this. The need for lithium-ion battery degradation studies
arises due to the ever increasing use of these batteries in a wide variety of applications.

There exist a large number of empirical and semi-empirical battery degradation models in literature,
however their usage with irregular, real world profiles has not been explored. Moreover, understanding
where different models can be used and comparing these models is also an area that has not been
looked at.

A real world power profile was created in MATLAB based on the WLTP drive cycle. Simultaneously,
each model considered was verified against the experimental data for that same model to make sure
model predicted degradation values matched the experimental observations. In three models, the ver-
ification procedure revealed errors and inaccuracies that were corrected. Implementing an irregular
power profile posed two challenges, first, the stress factors of time and throughput required linearized
versions of the model equations to be properly accounted for. Second, the identification of cycles in the
irregular power profile is usually done using the rainflow counting algorithm, however, an alternative
method is proposed in this study.

The real world power profile was applied to each calendar and cyclic ageing model and it was noted
that although the power profile was equalized for each cell based on the model in question, the results
were widely differing. In some cases, it was possible to explain the differences but in some cases the
differences were not easily explained. Apart from the comparison, each model was individually ana-
lyzed to understand how degradation phenomena and stress factors affect the accuracy and use case
of a model.

Finally, a toolbox was built in MATLAB to summarize the findings of this study, to help users understand
where each model studied is likely to be accurate and useful. It was concluded that empirical and
semi-empirical models are highly dependent on the testing conditions of the experimental data they
are built on, and there are extremely limited scenarios in which these models are applicable outside
these conditions. Moreover, accelerated testing conditions which are often used in the experimental
phase usually cover different degradation phenomena than those which occur under regular use cases.
With respect to the application of irregular (real-world) power profiles to these models, this study details
a unique method used to obtain accurate predictions.
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1
Introduction

1.1. The Need for Energy Storage
Conventional energy sources, primarily oil, coal and natural gas have dominated the energy sector for
several decades, however they face their fair share of problems, chief among them being the environ-
mental cost and rapid depletion in the face of ever increasing energy demands. Renewable energy
sources (RES) are the solution to this problem [1]. Given that energy production and consumption are
key factors in economic growth of a country, one can understand both the scale of the problem posed
by conventional energy sources and the massive opportunity RES offer [2].

The question of energy storage systems does not come up when conventional energy sources are
considered. Since fossil fuel plants (more specifically, natural gas plants) can raise or lower their pro-
duction to meet demand almost instantaneously, the requirement for energy storage mechanisms in
either excess demand or supply situations is greatly reduced [3]. By their very nature RES such as
solar and wind energy are intermittent, therefore energy production from these sources cannot be con-
trolled. This poses a major barrier in their large scale integration to the grid as it makes matching
demand and supply virtually impossible. Fortunately, a solution to this problem exists in the form of
energy storage. Very simply, energy storage mechanisms capture the excess energy produced under
sunny/windy conditions and stores it for use during less favourable weather conditions [4, 5].

Several different energy storage systems exist, for example:

• Battery Energy Storage System (BESS)

• Super Capacitor Energy Storage (SCES)

• Flywheel Energy Storage (FES)

• Thermal Energy Storage (TES)

• Pumped Hydroelectric Storage (PHS)

• Compressed Air Energy Storage (CAES)

• Hydrogen Energy Storage (HES)

There are even more storage solutions that exist, and they can be classified based on the energy and
power density, cost, response time, operating conditions, efficiency and lifetime [5].

BESS consists of more than just the battery, it also includes the control and power conditioning systems
required for BESS to function smoothly. Delving into the battery section, there are various different
technologies within this too, namely, lead-acid batteries, sodium sulphur (NaS) batteries, lithium-ion
batteries (LIB), metal air batteries and flow batteries. While lead acid batteries are the longest serving
and most mature technology, LIBs are considered by many to be have the most scope for further

1



2 1. Introduction

development and utilization owing to their high energy densities (Fig. 1.1), high coulombic efficiency
and relatively low self discharge [6, 7].

Figure 1.1: Volume and weight energy density comparison for various battery chemistries [8]

1.2. Lithium-ion Batteries

Chemistry Abbreviation Chemical Structure
Lithium Cobalt Oxide LCO 𝐿𝑖𝐶𝑜𝑂2
Lithium Iron Phosphate LFP 𝐿𝑖𝐹𝑒𝑃𝑂4
Lithium Nickel Manganese Cobalt Oxide NMC 𝐿𝑖𝑀𝑛𝑥𝑁𝑖𝑦𝐶𝑜𝑧𝑂2
Lithium Nickel Cobalt Aluminium Oxide NCA 𝐿𝑖𝑁𝑖𝑥𝐶𝑜𝑦𝐴𝑙𝑧𝑂2

Table 1.1: Most common LIB cell chemistries [7]

Although LIBs have may have differing chemistries as shown in Table 1.1, the core structure of the
battery remains the same and is depicted in Fig. 1.2. The main components of a battery are as follows
[9, 10]:

• Cathode The cathode is generally made of lithium transition metals with common chemistries
mentioned in Table 1.1.

• Anode The anode of a LIB is generally made of graphite. Ideally, higher energy and power
densities are possible with lithium anodes, but these are subject to high levels of degradation
under battery cycling. Other anodematerials include Lithium Titanate Oxide (𝐿𝑖4𝑇𝑖5𝑂12) or silicon.

• Electrolyte The electrolyte is the medium through which ion transport occurs in an LIB. The use
case of the electrolyte demands certain features such as a wide operating temperature range,
chemical stability with the electrode components, safety and economy.

• Separator The separator is a material placed between the two electrodes to prevent contact
between them and therefore protect the cell from short circuits. Along with this, it must allow for
ion transport through the electrolyte and must therefore be porous and relatively thin.
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Figure 1.2: Components of a LIB [10]

LIBs are currently used in a variety of applications, as an energy storage system to support increased
RES penetration in the grid, in the electrification of the automotive industry as well as widespread use
in consumer electronic devices. They are prevalent or show great potential in a number of stationary
power grid applications such as grid voltage and frequency regulation and peak shaving as well as
supporting decentralized energy generating stations and off-grid photovoltaic (PV) systems [5, 9]. As
a solution to the electric mobility question, Battery Electric Vehicles (BEVs) by far outnumber other
potential Electric Vehicle (EV) solutions such as Fuel Cell Electric Vehicles (FCEVs).
Given the multitude of current applications and the scope for future use cases, the study of battery
degradation is of vital importance. Battery degradation is the loss in capacity and/or increase in resis-
tance of a cell with time and usage. The exact stress factors are discussed in Chapter 2. There are a
large number of models available in literature that aim to estimate the state-of-health (SoH) of a battery
based on time and usage pattern and these models and the techniques behind them will be discussed
in detail in the upcoming chapters.

1.3. Research Goals
The aim of this thesis is to apply different battery degradation models in real world scenarios, un-
derstand their accuracy and usability and compare the results obtained from these models with each
other. The models are compared to understand the differences in approach, the stress factors consid-
ered during modelling, the effect these factors have on the accuracy of results and the scope for further
improvement in these models.

The questions considered during the course of this thesis work are as follows:

1. What are the stress factors that effect battery degradation and what effect do they have?

(a) How do these stress factors affect the mechanisms behind battery degradation?
(b) What are the different types of models used to depict the effect of these stress factors?

2. How are empirical models applied in real world conditions?

(a) How can models be verified before they are implemented?
(b) What challenges do irregular power profiles pose in the implementation of models?
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3. How do the testing conditions affect the use case and outputs of different models?

(a) How can a difference in output for similar test conditions be explained?
(b) Can models be used outside of their testing conditions and if so, where?
(c) What are the best use cases for the models studied?

4. Can a user-friendly method to summarize and understand the use cases of models be built and
what would its functionality look like?

1.4. Thesis Outline
This study consists of chapters as described below:

• Chapter 1 which introduces the need for renewables resulting in the need for energy storage, the
importance of batteries and lithium-ion batteries within it and therefore the necessity for battery
degradation studies

• Chapter 2 which focuses on battery degradation studies, explaining the degradation mecha-
nisms, the concepts of calendar and cyclic ageing, the stress factors involved and their effect
on degradation phenomena and finally the different types of degradation models that exist in
literature

• Chapter 3 which explores a real-world power profile created based on the WLTP drive cycle
which is used in later parts of this study to compare the models considered

• Chapter 4 which details the models being considered, verifies them against the experimental
tests conducted in each model, amends models where necessary and introduces a methodology
to apply irregular power profiles to these models

• Chapter 5 which discusses how the degradation phenomena and stress factors described earlier
affect the output and use case for each model. This chapter also applies the common power
profile to the models studied, attempting to explain the reasons behind the difference in output
under identical conditions

• Chapter 6 which looks back at the research questions detailed in Chapter 1, detailing how, where
and to what extent each of these questions have been dealt with along with the future scope based
on this study



2
Battery Degradation

Chapter 1 explained the need for renewables, the role of lithium-ion batteries in green energy and
the need for battery degradation studies. This chapter looks at the mechanisms occurring in battery
degradation, the types of degradation, the stress factors affecting degradation and the various types of
battery degradation models that exist in literature.

2.1. Battery Degradation Mechanisms

Figure 2.1: Battery degradation mechanisms in LIBs [11]

The main battery degradation mechanisms that occur in LIBs are the following:

• Loss of Lithium Inventory (LLI) which occurs when lithium ions are lost in the system as a result
of being consumed in parasitic side reactions. These ions are no longer available for cycling
between the electrodes and hence represent a loss in capacity. LLI is also caused by lithium ions
being trapped in electrically isolated portions of the electrode [12].

• Loss of Active Material (LAM) is caused when active sites at the electrodes are no longer
available for the intercalation of lithium due to the structural degradation of the electrode (particle
cracking, exfoliation or loss of electrical contact) [10, 12].

Sections 2.1.1 & 2.1.2 will delve into the processes occurring at these electrodes that cause a LIB to
degrade. Figure 2.1 provides an insight into the different processes taking place in the cell that lead to
ageing.

5
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2.1.1. Anode Ageing

Solid Electrolyte Interphase Layer

Figure 2.2: Potentials of different electrode chemistries [13]

The most common anode material used in LIBs in graphite. Figure 2.2 shows that voltage window
of common electrolytes is between 1 − 4.5𝑉, while graphite electrodes operate at 0.05𝑉 meaning that
graphite electrodes are generally unstable in regular electrolytes [10, 11, 13]. This causes a reductive
decomposition reaction at the electrode-electrolyte interface, consuming lithium ions and forming a
passive layer at the surface of the anode called the Solid Electrolyte Interphase (SEI). This phenomenon
is especially evident in the first few cycles of a cell, with the SEI formed theoretically being permeable
to only lithium ions and protecting the electrode from further contact with the electrolyte [11, 14]. In
practice however, the constant intercalation and deintercalaction of lithium ions at the anode causes
significant volume changes. This in turn leads to the cracking of the existing SEI, consumption of further
lithium inventory and reformation of the SEI [11]. Vetter et al. [15] state that particles apart from lithium
ions also appear to diffuse through the SEI as a consequence of which consumption of lithium and
electrolyte decomposition occur throughout the lifetime of the battery. This constant generation and
growth of the SEI is found to be one of the largest causes of battery ageing. Since the formation of the
SEI leads to a loss of cyclable lithium ions, the degradation mechanism involved in the formation of the
SEI is LLI.
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Figure 2.3: Anode ageing process [15]

Lithium Plating

Figure 2.4: Anode polarization at (a) low temperatures and (b) high temperatures [16]

Waldmann et al. [16] state that lithium plating occurring at the anode is a function of anode polarization.
They also showed that for both amorphous carbon and graphite electrodes, higher levels of polarization
was found at lower temperatures as shown in Fig 2.4. This is in line with [10] & [15] which also state
that lithium plating is most likely to occur at low temperatures and high c-rates. The dominant ageing
mechanism present in lithium plating is LAM.

Other Ageing Mechanisms
Among the other ageing mechanisms for the anode is mechanical stress caused by the repeated inser-
tion and removal of lithium at the anode. As mentioned before, this process causes volume changes
at the anode, leading to cracking of the SEI, exposure of the electrode surface to the electrolyte and
further SEI formation. Another ageing process occurs due to the dissolution of transition metals. Tran-
sition metals such as iron, cobalt, manganese and nickel dissolve in hydrogen fluoride (𝐻𝐹), which
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is present in electrolytes containing lithium hexafluorophosphate (𝐿𝑖𝑃𝐹6). These dissolved transition
metals then attach to the anode causing the formation of lithium dendrites, which could lead to internal
short circuits [17]. Fig 2.5 schematically explains the entire process. While mechanical stress leading
to SEI cracking causes LLI, the dissolution of transition metals leads to LAM.

Figure 2.5: Lithium dendrite growth due to transition metal dissolution [17]

2.1.2. Cathode Ageing
Cathode ageing is generally considered less impactful in terms of battery degradation, however, there
are a few degradation mechanisms to note:

• Cathode electrolyte interphase: Similar to the SEI formed at the anode, there is a surface film
called the Cathode Electrolyte Interphase (CEI) formed on the surface of the cathode. Edstrom
et al. [18] note the formation of a solid permeable interface formed for a variety of different
chemistries studied. The composition of this layer varied for each case.

• Mechanical stress: Just as in the case of the anode, the cathode too undergoes changes in
volume during lithium intercalation and deintercalation. The amount of volume change varies
based on the chemistry with LFP cells (which have only two phases) showing less volume change
than NMC or NCA cells.

• Transition metal dissolution: As already detailed in Section 2.1.1, certain electrolyte chemical
compositions react with the transition metals in the cathode, causing them to dissolve in the
electrolyte and deposit on the anode surface.

2.2. Calendar Ageing
Battery ageing can be divided into two main sections, calendar ageing and cyclic ageing. Calendar
ageing is the irreversible degradation of the battery that occurs when it is not in use. Calendar ageing
is widely reported to be dependent on three stress factors; time, temperature and SoC. This section
will discuss in detail the impact of each of these stress factors on the ageing process.

2.2.1. Time
The formation of the SEI layer which is the most significant cause of battery degradation in graphite
anode based LIBs is generally modelled as a power law relationship with time as shown in Eqn 2.1.
The value of 𝑧 varies between 0.5−1. The most common expression for the effect of time on calendar
ageing is a √𝑡𝑖𝑚𝑒 relationship.

𝑄𝑙𝑜𝑠𝑠,𝑐𝑎𝑙𝑒𝑛𝑑𝑎𝑟 ∝ 𝑡𝑧 (2.1)

2.2.2. Temperature
Temperature is one of the most crucial stress factors affecting calendar ageing, and its interdependence
with other stress factors also plays an important role. The most common method used to model the
temperature effect on calendar ageing is the Arrhenius equation shown in Eqn 2.2 [19, 20].

𝑘 = 𝐵 ∗ 𝑒
−𝐸𝑎
𝑅𝑇 (2.2)

where,
𝑘 → reaction rate
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𝐸𝑎 → activation energy
𝑅 → universal gas constant (= 8.314 𝐽

𝑚𝑜𝑙 𝐾 )
𝑇→ temperature

It is commonly reported that increasing temperatures lead to a higher rate of parasitic reactions that
form the SEI [15]. Given the general tendency for accelerated ageing tests, i.e., ageing tests conducted
at elevated temperatures so as to hasten the ageing process, the relevance of the temperature stress
factor especially in terms of its effect on the degradation mechanism and SEI assumes paramount
importance. [15, 21, 22] all note that elevated storage temperatures lead to the breakdown of the
SEI. This results in the formation of a second SEI of more stable products through the reaction of the
electrolyte with intercalated lithium from the anode [22, 23]. The severe effect of elevated temperature
storage was highlighted in [22] where a carbon based anode lost less than 1.5% of its capacity when
stored for 4 days at 21°𝐶 but lost around 20%when stored for the same 4 days at 80°𝐶. Andersson et al.
[21] note the formation of a secondary, thicker SEI for graphite electrodes cycled at room temperature
before being stored for 7 days above 50°𝐶. It must be noted that the same thick SEI was not formed
for storage temperatures at or below 50°𝐶, however, the thermal stability of the SEI is a function of not
just the chemistry of the electrolyte but also the morphology of the electrode.

2.2.3. SoC
The final stress factor that affects calendar ageing is the SoC (or voltage) of the cell. Although the
general trend is that higher SoCs lead to higher levels of degradation, the relationship is a little more
nuanced. Most experimental studies conducted with the intention of creating a mathematical degra-
dation model conduct calendar ageing tests under no more than 3 − 4 different storage SoCs. Keil et
al. [24] demonstrate that calendar ageing does not constantly rise with SoC, instead there are plateau
periods of over 20% where the calendar ageing remains fairly constant. Through Differential Voltage
Analysis (DVA) the authors of [24] argues that anode potential plays a key role in capacity fade. Low
anode potentials (high degree of anode lithiation at high SoC) result in a higher level of capacity fade.
The transition from the medium capacity fade plateau to the high capacity fade plateau corresponds
well with around 50% degree of lithiation. Low anode potentials which occur at high SoCs (high degree
of lithiation) promote electrolytic reduction, resulting in the loss of cyclable lithium and an increased
rate of degradation.
[25] & [26] both highlight the detrimental effect the combination of high temperature and high storage
SoC has on calendar ageing. It is theorized that the combined effect of a second SEI due to high
temperature and a high degree of anode lithiation due to high SoC cause this increased capacity fade.

2.3. Cyclic Ageing
Section 2.2 introduced the first of two types of ageing. This section will discuss cyclic ageing, the
degradation of the battery that occurs when a battery is in use, i.e., there is current flowing through
it. Cyclic ageing is dependent on certain stress factors, namely throughput, temperature, c-rate, mean
SoC and DoD of a cycle.

2.3.1. Throughput
Cell throughput is defined as the total current flowing through a cell over a certain period of time, and
is usually measured in 𝐴ℎ. It is analogous to time in calendar ageing. Similar to the case of time in
calendar ageing (Section 2.2.1), the effect of throughput on cyclic ageing is generally modelled as a
power law relationship as shown in Eqn. 2.3 with the value of 𝑧 being between 0.5 − 1. Cyclic ageing
increases with throughput as a result of SEI growth.

𝑄𝑙𝑜𝑠𝑠,𝑐𝑦𝑐𝑙𝑖𝑐 ∝ 𝐴ℎ𝑧 (2.3)

2.3.2. Temperature
Just as in the case of calendar ageing, temperature plays an important role in cyclic ageing as well,
with the Arrhenius equation (Eqn. 2.2) used to describe the relationship [10, 27]. However, in the
case of cyclic ageing, the Arrhenius equation has its limits. Lam and Bauer [28] noted that above
temperatures of 25°𝐶 the degradation followed a particular trend and the Arrhenius equation was valid.
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They also noted that below this temperature the modeled capacity fade rate was lower than the actual
rate. It was therefore theorized that separate mechanisms were responsible below 25°𝐶 and above
it, rendering the Arrhenius equation unhelpful for temperatures below room temperature. This trend
regarding temperature was also noted in [29, 30, 31].
Waldmann et al. [16] noted a similar trend and conducted a post-mortem analysis of an 18650 cell to
determine the mechanisms involved in the temperature effect on cyclic ageing. It was concluded that
the high temperatures (above 25°𝐶) lead to an accelerated rate of parasitic side reactions that caused
SEI growth and transition metal dissolution, therefore causing increased degradation. It was also found
that the mechanism for low temperatures (below 25°𝐶) was metallic lithium plating. This in turn was
attributed to the increased polarization of graphite and amorphous carbon electrodes versus 𝐿𝑖/𝐿𝑖+.

2.3.3. C-rate
The effect of C-rate on the cyclic ageing process is generally found to be interdependent with that of
temperature [10]. Maheshwari [32] noted that at room temperature (20°𝐶) the degradation was directly
related to C-rate, higher C-rates caused higher levels of degradation, an observation also echoed by
[33] & [34]. Generally, high C-rates lead to high current density, this therefore requires faster reactions
at the anode for the rapid insertion and de-insertion of lithium ions in the graphite electrode. The
mechanical strain caused by this process leads to cracks on the electrode surface causing further SEI
formation [32, 34]. At higher temperatures ([32] makes these observations at 45°𝐶) the requirement for
faster diffusion kinetics at high C-rates is compensated by high temperatures, leading to a lower impact
of high C-rates.

2.3.4. Mean SoC and DoD

Figure 2.6: Stages of lithium intercalation during the charging process [35]

The effects of mean SoC and DoD are very closely linked to each other, therefore they will be discussed
together in this section. Mean SoC and DoD play a crucial role in the intercalation and deintercalaction
of lithium at the anode, therefore it is this mechanism and its associated effects that play a major role
in battery degradation. Gantenbein et al. [36] and Sethuraman et al. [35] have both looked into this
extensively.
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[35] states that the concentration of 𝐿𝑖+ ions in the graphite electrodes is greater at the edges than
in the bulk, due to the stronger bonds formed between 𝐿𝑖+ ions and edge carbon atoms when com-
pared to between graphene layers. The concentration gradient thus formed between the edge sites
and bulk cause local stresses leading to cracking of the SEI and consumption of further active lithium.
Moreover, it was also noted that these induced structural stresses are at their highest during the early
intercalation phases (stage 3 and 4 in Fig. 2.6, 𝑥 < 0.1 in 𝐿𝑖𝑥𝐶) when compared to more lithium rich
phases (stage 1 and 2). [35] therefore concludes that shallow cycling of LIBs at low states of charge,
along with repeated discharging of a battery are particularly detrimental to battery longevity.
The approach followed by [36] was different. They hypothesized that the highest degradation would be
caused in the conversion of stage 2 to stage 1. They argued that for every twelve layers of graphite,
stage 4 would have every fourth layer lithiated, stage 3 would have one extra layer out of twelve being
lithiated, stage 2 would have two additional layers out of twelve being lithiated while stage 1 would
have six additional layers out of twelve lithiated. Hence, the transition from stage 2 to stage 1 would
cause the greatest volume change and through it, the greatest consumption of lithium. This hypothesis
was probed by conducting cyclic ageing tests with 20% DoD and across the entire SoC range. The
experimental results showed that the highest level of degradation was found during the transition from
stage 2 to stage 1, when the cell was cycled between 65 − 85%.
It is proposed in this study that both effects detailed above are likely to occur. The lowest SoC range
tested in [36] is the range of 5 − 25% SoC, where it shows the least amount of capacity loss. Cru-
cially, tests are not conducted for the cell discharging and charging (0% SoC is not reached) which is
potentially why the phenomenon articulated by [35] is not picked up. On, the other hand, [35] conducts
long term cyclic ageing experiments for three conditions 𝐿𝑖0≤𝑥<0.1𝐶 (cycling between pure graphite and
stage 4), 𝐿𝑖0.1<𝑥<0.5𝐶 (cycling between stage 4 and stage 2) & 𝐿𝑖0.3<𝑥≤1𝐶 (cycling between stage 3 and
stage 1) and obtained the maximum degradation in the cycling between a pure graphite and stage 4
composition electrode. Why the effect displayed in [36] is not depicted cannot be clearly explained.

2.4. Modelling of Battery Degradation
Having understood the different mechanisms and stress factors involved in the ageing process, the
next natural step is to create models that can accurately depict the lifetime of LIBs taking into account
the stress factors and use cases involved. Battery degradation models are generally divided into the
following categories:

• Empirical and semi-empirical models which are based off data collected from experiments
conducted to observe and detail the effects of different stress factors on the ageing process [37,
38]. Mathematical functions like polynomial, exponential and Arrhenius equation (widely used to
model the temperature effect) are used to curve fit the relationship of different stress factors in
a easy-to-understand, simple manner [39, 40]. The advantages of empirical models stem from
their simplicity and ability to provide quick results, with their use being widespread in optimization
problems and battery management systems [10]. The downside of empirical models is their poor
generality, their effectiveness is restricted to the operating window of the experimental conditions
upon which they are built as well as the specific chemistry and cell in question [37, 39, 41]

• Physical models also known as electrochemical models aim to model the actual physical mech-
anisms and processes occurring within a cell (such as the growth of the SEI). The obvious advan-
tage of such models is that the equations provide an insight into the actual degradation mecha-
nisms prevalent and therefore tend to be quite accurate, while their disadvantages are their high
computational cost and complexity [39, 41]

• Equivalent circuit models on the other hand are not as complex as electrochemical models, and
use passive electrical circuitry such as inductors, capacitors and resistors to model cell behaviour.
More complicated models may contain one or more RC branches depending on the use case
and accuracy required [10, 38, 42]. The advantage of equivalent circuit models is that they are
mathematically simple enough to be used in real world scenarios while their disadvantage is that
they are dependent on large amounts of test data to be made accurate
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Model Type Advantages Disadvantages
Empirical Models Quick computation, simple

equations
Lacks generality, narrow oper-
ating window

Physical Models Computationally heavy, com-
plex equations

Accurate, follows degradation
mechanisms

Equivalent Circuit
Models

Mathematically simple Require large test matrices to
improve accuracy

Table 2.1: Advantages and disadvantages of different modelling techniques

Table 2.1 summarizes the advantages and disadvantages of each modelling technique. Further in this
study only empirical and semi-empirical models will be focused on, with details about the implementa-
tion method and critical analysis of different models in the ensuing chapters.

2.5. Review of Research Goals
In this chapter, the following aspects of the research goals were addressed:

• The primary degradation mechanisms (LLI and LAM) were understood

• The degradation phenomena (such as the formation of the SEI) were discussed along with the
effects each stress factor of calendar and cyclic ageing had on these phenomena

• The different types of degradation models were listed and explained
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Power Profile

Chapter 1 introduced the motivation for this thesis and research goals, while Chapter 2 detailed the
mechanisms, stress factors and various types of models prevalent in the field of battery degradation as
well as the current state of literature on these topics. This chapter will focus on how the different em-
pirical and semi-empirical battery degradation models will be compared by detailing a common power
profile to be implemented on all models along with scaling the power profile to each specific model
based to the cell tested in each case.

3.1. WLTP Power Profile
Every empirical model is created from experimental data for a single cell, meaning the model built from
that data can only be used to assess capacity loss (and/or resistance increase) for that particular cell.
Since one of the goals of this report is to compare different models, a few common parameters are
established to aid this goal. In every case the real world power profile used will be the same (detailed
in the following sections) and will be scaled based on the cell being used in each model (detailed in
section 3.4).

The real world power profile used in this study is derived from theWorld harmonized Light-duty vehicles
Test Procedure (WLTP) drive cycle for class 3 vehicles (high power vehicles with a power/weight ratio
above 34 W/kg). The reference vehicle used was the BMW i3 (120 Ah) whose important specifications
are summarized in Table 3.1.

Specification Value
BODY

Weight (unladen) 1345𝑘𝑔
Drag coefficient 0.29
Frontal Area 2.38𝑚2

BATTERY
Capacity 42.2𝑘𝑊ℎ
Energy 120𝐴ℎ
Voltage 352𝑉
Cell configuration 96𝑆1𝑃

CELL
Nominal Capacity 120𝐴ℎ
Nominal voltage 3.6𝑉

Table 3.1: Relevant specifications for the BMW i3

Figure 3.1 shows the WLTP drive cycle for class 3 vehicles. It contains 4 sections; low, medium, high
and extra-high, each with their different top speeds and durations. The sections together constitute

13
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urban, suburban, rural and highway driving scenarios with an almost equal division between urban and
rural simulations.

Figure 3.1: Vehicle velocity during WLTP drive cycle

The velocity profile in Figure 3.1 is converted to a power profile by considering the forces acting on a
vehicle. These forces can be divided into two types:

• Resistive forces (𝐹𝑟): The resistive forces acting on a vehicle are the aerodynamic drag and
rolling resistance. It is assumed that the vehicle is travelling on a level road, therefore gradient
force is not considered.

– Aerodynamic drag (𝐹𝑑): The aerodynamic drag can be mathematically expressed as shown
below.

𝐹𝑑𝑖 =
1
2 ∗ 𝜌 ∗ 𝑐𝑑 ∗ 𝐴𝑓 ∗ 𝑣

2
𝑖 (3.1)

where,
𝜌→ density of air (= 1.225𝑘𝑔/𝑚3)
𝑐𝑑 → drag coefficient (from Table 3.1)
𝐴𝑓 → frontal area of vehicle (from Table 3.1)
𝑣 → vehicle velocity in 𝑚/𝑠 (from Figure 3.1)

– Rolling resistance (𝐹𝑟𝑟): The rolling resistance can be mathematically expressed as shown
below.

𝐹𝑟𝑟 = 𝑓𝑟 ∗ 𝑚 ∗ 𝑔 (3.2)
where,
𝑓𝑟 → coefficient of rolling resistance (= 0.02)
𝑚→ mass of vehicle (from Table 3.1)
𝑔→ acceleration due to gravity (= 9.81𝑚/𝑠2)

• Accelerative force (𝐹𝑎): The accelerate force is a result of the change in velocity per unit time
and can be mathematically expressed as shown below.

𝐹𝑎𝑖 =
𝑣𝑖 − 𝑣𝑖−1
𝑡𝑖 − 𝑡𝑖−1

(3.3)

where 𝑖 refers to the timestep in question.
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Once the forces acting on the vehicle have been calculated using Equations 3.1, 3.2 & 3.3, the tractive
force (𝐹𝑡) required can be calculated at each timestep. Note that the direction of resistive force does
not change since the direction of the vehicle does not change during the drive cycle. The direction of
the accelerative force however changes based on whether the vehicle is accelerating or decelerating.

• Accelerating vehicle (𝑣𝑖 > 𝑣𝑖−1)

𝐹𝑡𝑖 = 𝐹𝑟𝑖 + 𝐹𝑎𝑖 (3.4)

• Constant velocity (𝑣𝑖 = 𝑣𝑖−1)

𝐹𝑡𝑖 = 𝐹𝑟𝑖 (3.5)

• Decelerating vehicle (𝑣𝑖 < 𝑣𝑖−1)

𝐹𝑡𝑖 = 𝐹𝑟𝑖 − 𝐹𝑎𝑖 (3.6)

The final step is to convert the tractive force (𝐹𝑡) calculated at each timestep using Equations 3.4-3.6
into power. This is achieved using Equation 3.7 shown below.

𝑃𝑖 = 𝐹𝑡𝑖 ∗ 𝑣𝑖 (3.7)

Step Number Description

Step 1 The resistive and accelerative forces acting on the vehicle per
timestep are calculated using Equations 3.1-3.3

Step 2 The tractive force per timestep is calculated based on the ac-
celeration of the car using Equations 3.4-3.6

Step 3 The power per timestep is calculated from the tractive force
and vehicle velocity using Equation 3.7

Table 3.2: Steps involved in power calculation

Figure 3.2 shows the result of velocity data from theWLTP cycle being converted into a power profile for
the BMW i3 with the data present in Table 3.1 using the steps detailed in Table 3.2. It is important to note
that the power on the Y-axis of Fig 3.2 is positive when power is drawn from the battery and negative
when power is fed to the battery through regenerative braking. The efficiency of the regenerative
braking process is taken to be 70%.
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Figure 3.2: Vehicle velocity and power drawn from the battery during WLTP drive cycle

3.2. Derived Parameters
The power profile shown in Fig 3.2 allowed for the calculation of other essential parameters. These
parameters were crucial for the mathematical models mentioned in Table 4.1 and will form the basis
for the degradation calculations detailed in the forthcoming sections.

Current was calculated by dividing the per timestep power values obtained in Section 3.1 by the battery
voltage mentioned in Table 3.1. The current drawn from the battery is shown in Fig 3.3a. It should be
noted that just as in the case of Fig 3.2, positive currents denote current drawn from the battery and
negative currents denote current fed to the battery.

Distance travelled by the vehicle was calculated as the summation of the velocity over time (with the
appropriate units) for each timestep over the entire duration of the drive cycle. The distance travelled
by the vehicle is shown in Fig 3.3b. The total distance covered over the drive cycle is ≈ 23𝑘𝑚

Cell throughput is the total energy that has flowed through the cell over the drive cycle period and
is measured in ampere hours (Ah). It was calculated as the summation of the absolute value of cell
current over time for each timestep over the entire duration of the drive cycle. In this case the battery
current and cell current are the same since the configuration of the BMW i3 battery pack (Table 3.1)
has all cells in series. The cell throughput is shown in Fig 3.3c.

C-rate measures how quickly a cell is being charged or discharged and was calculated as the ratio of
the absolute value of cell current and cell capacity (in Ah). The C-rate is shown in Fig 3.3d.

SoC is calculated using the coulomb counting method where the current at every timestep was inte-
grated over time to obtain the remaining capacity of the cell. The SoC is shown in Fig 3.3e. Note that
for coulomb counting, the initial SoC has to be known. In the case of Fig 3.3e the initial SoC was set
as 50%.

Cell voltage was used in some models as a substitute for SoC. An exponential fitting model was used
to convert SoC data points to cell voltage [43]. The cell voltage is shown in Fig 3.3f. Note that the
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exponential model at 25°𝐶 was used.

(a) Current drawn from the battery during WLTP drive cycle (b) Distance travelled by the vehicle during WLTP drive cycle

(c) Cell throughput during WLTP drive cycle (d) C-rate during WLTP drive cycle

(e) SoC during WLTP drive cycle (f) Cell voltage during WLTP drive cycle

Figure 3.3: Parameters derived from power profile of WLTP drive cycle

3.3. Daylong & Yearlong Power Profile
The daylong profile was created based on the WLTP cycle detailed in Section 3.1. A typical daily drive
cycle was simulated by combining twoWLTP drive cycles and one charging cycle per day, representing
a 𝐴 → 𝐵 → 𝐴 type daily commute followed by charging to a preset maximum SoC at the end of each
day. A yearlong power profile was simply created by looping the above-mentioned profile 365 times.
Figure 3.4 shows the power profile for a full day.
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Figure 3.4: Power profile for a full day

3.4. Battery Pack
The reference vehicle for all the modelling presented was a BMW i3 (specifically the BMW i3 with the
120𝐴ℎ battery pack) with a specific cell and a specific configuration used to build the battery pack while
each model studied was built to the particular cell used in the experimental section for that model. This
presented a problem in the implementation of studied models since the derived parameters shown in
Section 3.2 depend on the cell in question.

Battery Source Cell Specifications Battery
Configuration

Battery
Specifications

BMW i3 (120𝐴ℎ) 3.67𝑉, 120𝐴ℎ 96S, 1P 42.2𝑘𝑊ℎ, 120𝐴ℎ
[27] 3.67𝑉, 2𝐴ℎ 96S, 60P 42.2𝑘𝑊ℎ, 120𝐴ℎ
[44] 3.67𝑉, 1.5𝐴ℎ 96S, 80P 42.2𝑘𝑊ℎ, 120𝐴ℎ
[45] 3.67𝑉, 5.3𝐴ℎ 96S, 22P 41.0𝑘𝑊ℎ, 116.6𝐴ℎ
[46] 3.67𝑉, 3𝐴ℎ 96S, 40P 42.2𝑘𝑊ℎ, 120𝐴ℎ
[47] 3.67𝑉, 2.5𝐴ℎ 96S, 48P 42.2𝑘𝑊ℎ, 120𝐴ℎ
[48] 3.67𝑉, 3𝐴ℎ 96S, 40P 42.2𝑘𝑊ℎ, 120𝐴ℎ
[49] 3.67𝑉, 2.3𝐴ℎ 96S, 52P 42.1𝑘𝑊ℎ, 119.6𝐴ℎ

Table 3.3: Battery configurations for each model

This difficulty was overcome by building a battery pack to the overall specification of the reference bat-
tery pack, but out of the cells of the individual models. The BMW i3 has a 42.2𝑘𝑊ℎ, 120𝐴ℎ battery pack
with a specific configuration and the equivalent battery packs for each model along with their configu-
rations are shown in Table 3.3. Through this, the cell current was scaled based on the configuration on
the battery pack.
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3.5. Review of Research Goals
In this chapter, the following aspects of the research goals were addressed:

• Although this chapter does not deal with the research goals directly, it lays the foundation for
a comparison between the different models considered by detailing a common, irregular power
profile and the method used to scale it
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Chapter 2 introduced the primary concepts associated with the study of battery degradation while Chap-
ter 3 detailed the power profile to be used at a later point to compare themodels considered in this study.
This chapter looks into the specific models under study, their verification as well as the implementation
method adopted for irregular power profiles.

4.1. Models Used
The mathematical models used during the modelling process were constrained by the following criteria:

• The cathode chemistry of the reference cell used was restricted to NMC, NMC blends and LFP

• The model type was restricted to empirical/semi-empirical models

Model Number Reference Calendar
Ageing

Cyclic Ageing Chemistry

Model 1 [27] Yes Yes NMC
Model 2 [44] Yes Yes NMC-LMO
Model 3 [45] Yes No NMC-LMO
Model 4 [46] No Yes* NMC
Model 5 [47] Yes Yes* LFP
Model 6 [48] Yes Yes LFP
Model 7 [49] Yes Yes* LFP

Table 4.1: Mathematical models used for modelling process in MATLAB

Table 4.1 details the reference papers which the models were extracted from and which types of ageing
were investigated. As can be noted, some of the cyclic ageing models have an asterisk next to them.
The cyclic ageing data points for these models also contain calendar ageing data, therefore they are
not strictly ’pure’ cyclic ageing. This will be discussed in greater detail in Section 5.2.1.

4.2. Implementation Method
In each model studied, the experimental conditions applied on the cells can be considered regular. In
the case of calendar ageing, the cells were stored at a fixed SoC at a fixed temperature for a fixed
amount of time. In the case of cyclic ageing, cells were usually cycled at a fixed c-rate, over a fixed
DoD and average voltage. However, the real world power profile detailed in Section 3.3 is irregular,
hence the method used to apply the power profile of choice to the models had to be adapted to this
use case.

21
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4.2.1. Time and Throughput
Since the power profile being used contains per second power values, the degradation calculations
must also be on a per second basis. Two stress factors, time and throughput are unique in that their
cumulative effect on degradation must always be assessed. This is a particular challenge when con-
sidering a discrete power profile with per-second power values. As a result, the degradation needs
to be calculated on a per second basis, as the values of different stress factors could change due to
the irregular nature of the profile. Regarding the stress factors of time and throughput specifically, the
effect of one extra second of calendar ageing is different after 10 seconds (10𝑡ℎ to 11𝑡ℎ second) when
compared to after 100 seconds (100𝑡ℎ to 101𝑠𝑡 second) or after 1000 seconds (1000𝑡ℎ to 1001𝑠𝑡 sec-
ond); and similarly for throughput. Therefore factoring in the amount of time or throughput that has
already occurred is of critical importance.

𝑓(𝑖) = 𝑓(𝑖 − 1) + 𝑑𝑓𝑑𝑥 (𝑖 − 1) ∗ (𝑥(𝑖) − 𝑥(𝑖 − 1)) (4.1)

Equation 4.1 is the linearized form of an equation 𝑓(𝑥) with respect to 𝑥. Taking the equations of model
1 as an example, Eqns 4.7 & 4.8 are the linearized forms of Eqns 4.2 & 4.4 respectively, where 𝑖 refers
to a particular point in time in the case of calendar ageing and a particular cycle in the case of cyclic
ageing.

4.2.2. Cycle definition

Figure 4.1: WLTP cycle close-up

Cyclic ageing degradation calculations are dependent on how a cycle is defined. During the experi-
mentation phase, cells are subjected to regular cycles with a fixed DoD and c-rate, therefore making
the definition of a cycle straightforward. In the case of a irregular power profile as shown in Section
3.3, the definition of a cycle is no longer quite as simple.

Figure 4.1 shows a close-up of a portion of the WLTP power profile discussed in Section 3.1. The
first approach used to demarcate cycles was using the rainflow counting algorithm in MATLAB which
employs the three-point counting technique [50]. Using this built in function provided cycles such as
b-c, a-d and so on (from Fig 4.1). This was not very useful for the purposes of the models studied
here, therefore another method where the cycles were marked every time the power curve crossed the
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x-axis. In this method, every cycle was either a charge cycle (power values less than zero) or discharge
cycle (power values greater than zero). Section a-e in Fig 4.1 shows one such cycle using this method,
hereafter called the zero crossover method.
Further investigation was done into the use of the rainflow counting algorithm as a cycle counting
method. Figure 4.2 illustrates two simple SoC profiles that were used to validate the efficacy of the
MATLAB rainflow counting algorithm. The SoC profile in Fig 4.2a shows a cell being charged and
discharged between 0-100% in a regular manner. In this case the cycles picked up by the rainflow
counting algorithm were a-b, b-c and so on. Figure 4.2b on the other hand shows a SoC profile where
the cell is alternatively charged and discharged between 0-100% and 0-50%. Here, the cycles picked
up by the rainflow counting algorithm were a-b, c-d, b-e and so on. This counting of cycles makes little
physical sense in the current application and is due to the nature of the three-point counting method as
explained in [50]. This simple example makes it abundantly clear that although rainflow counting is an
often used technique in fatigue analysis, it is not a suitable technique for cycle counting in applications
where irregular power or SoC profiles are applied to electrochemical cells.

(a) SoC profile consisting of regular 0-100-0% cycles (b) SoC profile consisting of alternate 0-100-0% & 0-50-0% cycles

Figure 4.2: SoC profile for rainflow counting

4.3. Model 1
Schmalstieg et al. completed a set of accelerated ageing tests on a Sanyo UR18650E cylindrical
18650 type cell and built a an empirical battery degradation model for both capacity loss and resistance
increase based on the data collected from the tests [27]. The empirical model presented considered
both calendar as well as cyclic ageing.

𝐶𝑐𝑎𝑙𝑒𝑛𝑑𝑎𝑟 = 1 − 𝛼 ∗ 𝑡0.75 (4.2)

𝛼 = (7.543 ∗ 𝑉 − 23.75) ∗ 106 ∗ 𝑒
−6976
𝑇 (4.3)

where,
𝑉 → cell voltage
𝑇→ temperature (K)
𝑡 → time (days)
𝐶 → ratio of final to initial capacity ( 𝐶𝑓𝑖𝑛𝑎𝑙𝐶𝑖𝑛𝑖𝑡𝑖𝑎𝑙

)

𝐶𝑐𝑦𝑐𝑙𝑖𝑐 = 1 − 𝛽 ∗ √𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 (4.4)

𝛽 = 7.348 ∗ 10−3 ∗ (�̄� − 3.667)2 + 7.600 ∗ 10−4 + 4.081 ∗ 10−3 ∗ Δ𝐷𝑜𝐷 (4.5)

where,
�̄� → mean cell voltage for a cycle
Δ𝐷𝑜𝐷 → DoD for a cycle
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𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡→ cell throughput (Ah)

𝐶𝑡𝑜𝑡𝑎𝑙 = 1 − 𝛼 ∗ 𝑡0.75 − 𝛽 ∗ √𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 (4.6)

Stress Factor Range
Calendar Ageing

Temperature 35°𝐶,40°𝐶, 50°𝐶
SoC 0%, 10%, 20%, 30%, 50%, 60%, 70%, 80%, 85%,

90%, 95%
Time ≈ 500 𝑑𝑎𝑦𝑠

Cyclic Ageing
Depth-of-discharge (DoD) 5%, 10%, 20%, 50%, 80%, 100%

Average SoC 10%, 25%, 50%, 65%, 75%, 80%, 90%, 95%
Throughput ≈ 4000 𝐹𝐸𝐶

Table 4.2: Stress factors and their range for model 1 [27]

Equations 4.2 - 4.6 represent model 1 while Table 4.2 describes the tested range of each stress factor
for which experiments were carried out.

Section 4.2 refers to the use of linearized equations to account for the stress factors of time and through-
put. Equations 4.7 & 4.8 are the linearized forms of Equations 4.2 & 4.4.

𝐶(𝑖) = 𝐶(𝑖 − 1) − 0.75 ∗ 𝛼(𝑖 − 1)𝑡0.25 ∗ (𝑡(𝑖) − 𝑡(𝑖 − 1)) (4.7)

𝐶(𝑖) = 𝐶(𝑖 − 1) − 𝛽(𝑖 − 1)
2 ∗ √𝐴ℎ

∗ (𝐴ℎ(𝑖) − 𝐴ℎ(𝑖 − 1)) (4.8)

4.3.1. Verification - Model 1
The implementation technique used for model 1 (and every subsequent model) first involved recreating
the experimental output values using the model given. The simple objective of this exercise was to
establish the accuracy of the model presented. The battery degradation (in the form of capacity loss)
was calculated two ways; first as a single calculation of capacity loss after 𝑥 days and second as a
per day linearized calculation of capacity loss after 𝑥 days. The first method uses Eqn 4.2 or 4.4 (for
calendar and cyclic ageing respectively) while the second method uses Eqn 4.7 or 4.8 (for calendar
and cyclic ageing respectively) requiring the calculation of the slope of the curve per unit time.

Experimental Conditions Experimental
Result

Model Output Linearized
Model Output

Calendar Ageing
500 𝑑𝑎𝑦𝑠, 50°𝐶, 50% 𝑆𝑜𝐶 ≈0.82 0.8119 0.8114
500 𝑑𝑎𝑦𝑠, 50°𝐶, 10% 𝑆𝑜𝐶 ≈0.91 0.8751 0.8747

Cyclic Ageing
10% 𝐷𝑜𝐷, 50% 𝑆𝑜𝐶,

4000 𝐹𝐸𝐶
≈0.92 0.8905 0.8892

10% 𝐷𝑜𝐷, 25% 𝑆𝑜𝐶,
4000 𝐹𝐸𝐶

≈0.86 0.8878 0.8865

Table 4.3: Experiment and model outputs compared for model 1

Table 4.3 compares the experimental results with both types of model outputs for two calendar and
two cyclic ageing cases. The outputs shown are the ratio of current capacity (after the experimental
period) to initial capacity. In all 4 cases it can be seen that the results from the model are very close
to the experimental results, therefore displaying that model 1 was accurate and could be used with the
real-life power profile.
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4.4. Validation of Implementation Method
Schmalstieg et al. [27] verified their model by creating a verification profile based on a driving profile
created through car measurements of a vehicle in Aachen. This profile was then scaled down to a cell
level and applied to the cells. This study uses the verification profile considered in [27] to validate the
power profile implementation method introduced in Section 4.2.
Figure 4.3 shows the driving profile considered. Three cases were taken into account and are reflected
in Fig 4.4, which shows the daylong profile for each case. They are as follows:

• Case 1 consists of two drive cycles, each of which is followed by a charge cycle where the cell is
charged at 1C.

• Case 2 is similar to the first where it consists of two drive cycles. Prior to each of those drive
cycles the cell is charged at 1C.

• Case 3 consists of repeated drive and charge cycles with very little rest time in between.

For the validation of the implementation technique, the first case described above was considered.
A Web Plot Digitizer [51] was used to obtain per second power data which was then converted to a
daylong profile similar to case 1 (as shown in Fig 4.4). The daylong profile was looped over for seven
months.

The ambient temperature to be considered was provided on a monthly basis. Within each case, three
scenarios were considered for three different levels of battery self heating. The first scenario considered
no battery heating, the second considered an average increase in temperature due to battery self
heating to be 10°𝐶 and the third scenario considered an average increase in temperature due to battery
self heating to be 20°𝐶.

Figure 4.3: Scaled power profile used for validation [27]
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Figure 4.4: Per day power profile based on the drive cycle shown in Fig 4.3 [27]

Table 4.4 compares the experimental test results in [27] with the results of the model using the im-
plementation method described in Section 4.2. The values shown in the table represent the ratio of
initial to final capacity (𝐶𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝐶𝑓𝑖𝑛𝑎𝑙

). Table 4.4 shows that the model results closely match the experimental
results, hence validating the implementation technique adopted.

Scenario Calendar
Ageing Test

Calendar
Ageing Model

Total Ageing
Test

Total Ageing
Model

Ambient
temperature

≈ 0.99 0.9914 ≈ 0.95 0.9517

Ambient
temperature + 10°𝐶

≈ 0.98 0.9802 ≈ 0.94 0.9405

Ambient
temperature + 20°𝐶

≈ 0.97 0.9568 ≈ 0.92 0.9171

Table 4.4: Validation of implementation method

4.5. Model 2
Wang et al. investigated the calendar and cyclic ageing of a Sanyo UR18650W graphite/NMC-LMO
cell after conducting experiments for a wide range of stress factors [44]. The semi-empirical model
presented based on the experimental data is shown below.

Calendar Ageing:

𝑄𝑙𝑜𝑠𝑠,% = 14876 ∗ 𝑒
−24.5∗103

𝑅𝑇 ∗ 𝑡0.5 (4.9)

where,
𝑅 → universal gas constant (= 8.314 𝐽

𝑚𝑜𝑙𝐾 )
𝑇 → temperature (K)
𝑡 → time (days)
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𝑄𝑙𝑜𝑠𝑠,% → percentage loss in capacity

Cyclic Ageing:
𝑄𝑙𝑜𝑠𝑠,% = 𝐵1 ∗ 𝑒(𝐵2∗𝐼𝑟𝑎𝑡𝑒) ∗ 𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 (4.10)

where,
𝐵1 = 𝑎𝑇2 + 𝑏𝑇 + 𝑐
𝐵2 = 𝑑𝑇 + 𝑒
𝑇→ temperature (K)
𝐼𝑟𝑎𝑡𝑒 → c-rate
𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡→ cell throughput (Ah)

Total Ageing:

𝑄𝑙𝑜𝑠𝑠,% = 14876 ∗ 𝑒
−24.5∗103

𝑅𝑇 ∗ 𝑡0.5 + 𝐵1 ∗ 𝑒(𝐵2∗𝐼𝑟𝑎𝑡𝑒) ∗ 𝐴ℎ (4.11)

Stress Factor Range
Cyclic Ageing

Temperature 10°𝐶, 22°𝐶, 34°𝐶, 46°𝐶
Depth-of-discharge (DoD) 50%

C-rate 0.5𝐶, 1𝐶, 2𝐶, 3.5𝐶, 5𝐶, 6.5𝐶
Throughput 3000 − 5000 𝑐𝑦𝑐𝑙𝑒𝑠

Table 4.5: Stress factors and their range for model 2 [44]

Equations 4.9 - 4.11 represent model 2 while Table 4.5 describes the tested range of each stress factor
for which experiments were carried out.

4.5.1. Verification - Model 2
The authors conducted a wide range of experiments under different cyclic ageing conditions, without
conducting any specific experiments under calendar ageing conditions. Therefore, the lowest impact
cyclic ageing test data (10°𝐶, 0.5𝐶) was used to create the calendar ageing model. It must also be
noted that the only stress factors considered for calendar ageing were temperature and time, the SoC
of the battery was not considered as a contributing factor. Table 4.6 shows a close match between
experimental data and model predictions for both methods of calculation described in 4.3.1. In both
Tables 4.6 & 4.7, the values provided are the percentage drop in battery capacity.

Experimental Conditions Experimental
Result

Model Output Linearized
Model Output

350 𝑑𝑎𝑦𝑠, 10°𝐶 ≈9 % 8.4076 % 8.4080 %
300 𝑑𝑎𝑦𝑠, 20°𝐶 ≈10 % 11.9910 % 11.9916 %

Table 4.6: Calendar ageing experiment and model outputs compared for model 2

The comparison between cyclic ageing experimental data andmodel outputs was carried out in a similar
manner to 4.3.1. Therefore, coefficients a-e (Eqn 4.10) were taken as provided by the authors and
applied to the model [44]. Column three of Table 4.7 shows the model results using these coefficients
and as can be seen, there was a very large gap between the experimental data and model results.
The values for 𝐵1 & 𝐵2 for each of the four temperatures considered in the cyclic ageing experiments
was provided by the authors [44]. While 𝐵1 was a second degree polynomial in temperature, 𝐵2 was
a first degree polynomial. Using the MATLAB fit function with the given values and temperatures,
coefficients a-e were calculated again.
The calculated values using theMATLAB fit functionmatched those provided by the authors, therefore a
larger degree of accuracy (10 decimal places) was used. The difference inmodel outputs with the higher
accuracy coefficients is extremely noticeable and can be seen in column 4 of Table 4.7. The results
with higher accuracy coefficients remain close to the experimental data, therefore these coefficients
(shown in Table 4.8) were used to implement the yearlong model.
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Experimental Conditions Experimental
Result

Low Accuracy
Coefficients

High Accuracy
Coefficients

2500 𝐴ℎ, 10°𝐶, 0.5𝐶 ≈7.5 % 2.3136 % 6.8549 %
2500 𝐴ℎ, 10°𝐶, 2𝐶 ≈11 % 4.5642 % 13.3698 %

Table 4.7: Cyclic ageing experiment and model outputs for both provided and calculated model 2 coefficients

Coefficient Low Accuracy Value High Accuracy Value
a 8.61 ∗ 10−6 8.6124253200 ∗ 10−6
b −5.13 ∗ 10−3 −5.1252447196 ∗ 10−3
c 7.63 ∗ 10−1 7.6291569096 ∗ 10−1
d −6.7 ∗ 10−3 −6.7149933066 ∗ 10−3
e 2.35 2.3467127376

Table 4.8: Low vs high accuracy coefficients for model 2

4.6. Model 3
Baghdadi et al. used data from the SIMCAL project to study and model the degradation of two different
battery chemistries NMC/LMO and NCA using Dakin’s degradation approach [45, 52]. The generalized
form of the formula for a particular parameter (𝜉) is shown in Eqn 4.12.

𝜉(𝑡) = 𝜉𝑜 ∗ 𝑒±𝑘𝑡
𝛼 (4.12)

where,
𝜉𝑜 → initial value of parameter 𝜉
𝑘 → degradation rate
𝑡 → ageing time
𝛼 → time dependent factor

The stress factors considered and their range of testing is detailed in Table 4.9.

𝑘𝑐𝑎𝑙𝑒𝑛𝑑𝑎𝑟 = 𝑒
𝑐∗𝑆𝑜𝐶
𝑎 ∗ 𝑒

𝑑
𝑎 ∗ 𝑒

−𝑏
𝑎𝑇 (4.13)

where,
𝑇 → temperature (K)
𝑆𝑜𝐶 → State-of-Charge

Stress Factor Range
Calendar Ageing

Temperature 30°𝐶, 45°𝐶, 60°𝐶
SoC 30%, 65%, 100%
Time 500 − 1000 𝑑𝑎𝑦𝑠

Table 4.9: Stress factors and their range for model 3 [27]

4.6.1. Verification - Model 3
Equation 4.12 can be rewritten as Eqn 4.14 if 𝜉 is replaced with capacity (C). Equation 4.9 can be
rewritten as

− 𝑙𝑛( 𝐶𝐶𝑜
) = 𝑘𝑐𝑎𝑙𝑒𝑛𝑑𝑎𝑟 ∗ 𝑡 (4.14)

Equation 4.13 can be rewritten as 4.15 which is the equation of a flat surface where a, b, c and d are
equation parameters.
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𝑎 ∗ 𝑙𝑛(𝑘) + 𝑏𝑇 − 𝑐 ∗ 𝑆𝑜𝐶 − 𝑑 = 0 (4.15)

Just like in the case of the second model, the third model did not provide results matching or close to
the experimental data. Columns 2 & 3 of Table 4.10 show that at 30°𝐶 and 30 % SoC the experimental
𝑘 value was 9 ∗ 10−5, the value obtained from the model with the coefficients provided was nowhere
close.

Experimental
Conditions

Experimental
𝑘𝑐𝑎𝑙𝑒𝑛𝑑𝑎𝑟

Model
𝑘𝑐𝑎𝑙𝑒𝑛𝑑𝑎𝑟

First Degree
𝑘𝑐𝑎𝑙𝑒𝑛𝑑𝑎𝑟

Second
Degree
𝑘𝑐𝑎𝑙𝑒𝑛𝑑𝑎𝑟

30°𝐶, 30% 𝑆𝑜𝐶 9 ∗ 10−5 1.8133 ∗ 108 5.6571 ∗ 10−5 8.0880 ∗ 10−5
45°𝐶, 30% 𝑆𝑜𝐶 30 ∗ 10−5 1.8161 ∗ 108 25.979 ∗ 10−5 29.396 ∗ 10−5

Table 4.10: Calendar ageing experiment, model and curve fit outputs for model 3

Since 𝑘 values for all nine calendar ageing test conditions was provided, two separate surface fits were
done. The first surface fit was for a first degree polynomial as shown in 4.16 and the second fit was
for a second degree polynomial as shown in 4.17, Through Table 4.10 and Fig 4.5 it is clear that the
second degree surface fit provides a closer match to the experimental data.

𝑓(𝑥, 𝑦) = 𝑝00 + 𝑝10𝑥 + 𝑝01𝑦 (4.16)

𝑓(𝑥, 𝑦) = 𝑝00 + 𝑝10𝑥 + 𝑝01𝑦 + 𝑝20𝑥2 + 𝑝11𝑥𝑦 + 𝑝02𝑦2 (4.17)

Coefficient Value
𝑝00 32.35
𝑝10 9.939
𝑝01 −1.823 ∗ 104
𝑝20 3.785
𝑝11 −3617
𝑝02 1.71 ∗ 106

Table 4.11: Coefficient values for the second degree surface fit of model 3

𝑙𝑛(𝑘𝑐𝑎𝑙) = 𝑝00 + 𝑝10𝑆𝑜𝐶 +
𝑝01
𝑇 + 𝑝20𝑆𝑜𝐶2 +

𝑝11 ∗ 𝑆𝑜𝐶
𝑇 + 𝑝02𝑇2 (4.18)

Table 4.11 shows the coefficients of the revised second degree surface fit for model 3 and Eqn 4.18
shows the revised equation for 𝑙𝑛(𝑘𝑐𝑎𝑙) with the same coefficients and stress factors.
Just like in the calendar ageing case, the cyclic ageing output from the model did not match the ex-
perimental data. However, the data available in [45] was not enough for an independent curve fit.
Therefore, only the calendar ageing portion of this study was used further.
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(a) First degree surface fit for model 3 experimental data (b) Second degree surface fit for model 3 experimental data

Figure 4.5: First and second degree fits for model 3 experimental data

4.7. Model 4
Lee et al. carried out cycle life tests on a 3 𝐴ℎ pouch type cell with a 𝐿𝑖𝑁𝑖0.6𝐶𝑜0.2𝑀𝑛0.2𝑂2 (NCM622)
chemistry [46]. The model subsequently developed from the experimental data was based on the
power law relationship similar to Bloom et al. where capacity fade occurs as a power law relation with
respect to time, except time was replaced with throughput [46, 53]. Equation 4.19 shows the cyclic
ageing model and Table 4.12 shows the stress factors considered in the experiments and their ranges.

𝑄𝑙𝑜𝑠𝑠,% = 1.75 ∗ 105 ∗ 𝑒
−𝐸𝑎
𝑅∗𝑇 ∗ 𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡1.317 (4.19)

where,
𝐸𝑎 → activation energy (= 4.36 ∗ 104 𝐽

𝑚𝑜𝑙 )
𝑅 → gas constant (= 8.314 𝐽

𝑚𝑜𝑙𝐾 )
𝑇 → temperature (𝐾)
𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡→ cell throughput (Ah)
𝑄𝑙𝑜𝑠𝑠,% → percentage loss in capacity

Stress Factor Range
Cyclic Ageing

Depth-of-discharge (DoD) 100%
C-rate 1𝐶

Temperature 25°𝐶, 35°𝐶, 45°𝐶

Table 4.12: Stress factors and their range for model 4 [46]

4.7.1. Verification - Model 4
The model presented was solved both in its original form and its linearized form to see whether it
matched the experimental data (as described in Section 4.3.1). Table 4.13 compares the outputs of
the model with the experimental data in terms of percentage loss in capacity and it can be clearly seen
that the model agrees very closely with the experimental observations.

Experimental Conditions Experimental
Result

Model Output Linearized
Model Output

Cyclic Ageing
25°𝐶, 600 𝐴ℎ ≈ 20% 18.3252% 18.3076%
35°𝐶, 400 𝐴ℎ ≈ 20% 19.0121% 18.9852%

Table 4.13: Experiment and model outputs compared for model 4
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4.8. Model 5
Swierczynski et al. studied cells with the 𝐿𝑖𝐹𝑒𝑃𝑂4 chemistry with a focus on fully electric vehicles
[47]. Both calendar and cyclic ageing tests were performed under accelerated conditions with calendar
tests performed at high temperatures and cyclic tests performed at high C-rates to simulate EV fast
charging. Equations 4.20 & 4.21 constitute the calendar and cyclic capacity fade equations while Table
4.14 shows the stress factors and their ranges.

𝐶𝑐𝑎𝑙𝑒𝑛𝑑𝑎𝑟 = (0.019 ∗ 𝑆𝑜𝐶0.823 + 0.5195) ∗ (3.258 ∗ 10−9 ∗ 𝑇5.087 + 0.295) ∗ 𝑡0.8 (4.20)

where,
𝑇→ temperature (°C)
𝑆𝑜𝐶 → State-of-Charge
𝑡 → time (months)

𝐶𝑐𝑦𝑐𝑙𝑖𝑐 = 0.00024 ∗ 𝑒0.02717∗𝑇 ∗ 0.02982 ∗ 𝐷𝑜𝐷0.4904 ∗ √𝑛𝑐 (4.21)

where,
𝑇→ temperature (K)
𝐷𝑜𝐷 → Depth-of-Discharge
𝑛𝑐 → number of cycles

Stress Factor Range
Calendar Ageing

Temperature 40°𝐶, 47°𝐶, 55°𝐶
SoC 10%, 50%, 90%
Time till 80% capacity

Cyclic Ageing
Depth-of-discharge (DoD) 10%, 45%, 80%

Temperature 35°𝐶, 42°𝐶, 50°𝐶
Number of cycles till 80% capacity

Table 4.14: Stress factors and their range for model 5 [47]

4.8.1. Verification - Model 5
The authors defined end-of-life (EOL) as 20% loss in capacity of the cell [47]. Therefore, the calendar
and cyclic ageing tests were done to determine the lifetime of the cell as defined. Table 4.15 shows the
outputs of the experimental data and model to be the EOL of the cell. As it can be seen, in both the
calendar and cyclic ageing cases, model output is very close to the experimental data.

Experimental Conditions Experimental
Result

Model Output Linearized
Model Output

Calendar Ageing
40°𝐶, 50% 𝑆𝑜𝐶 20% 19.8999% 19.8713%
55°𝐶, 10% 𝑆𝑜𝐶 20% 19.9595% 20.0588%

Cyclic Ageing
35°𝐶, 45% 𝐷𝑜𝐷 20% 20.0153% 20.0688%
50°𝐶, 10% 𝐷𝑜𝐷 20% 20.0140% 20.0526%

Table 4.15: Experiment and model outputs compared for model 5

4.9. Model 6
Schimpe et al. created a semi-empirical degradation model for calendar and cyclic ageing based on
experimental data of a commercial LFP cell [48]. The unique nature of this model uses internal cell data
such as electrode half-cell potential as well as integrating different capacity loss mechanisms. Equation
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4.22 is the overall calendar ageing model while Eqns 4.23, 4.24 & 4.25 calculate the parameters of the
model.

𝑄𝐿,𝑐𝑎𝑙(𝑡) = 𝑘𝑐𝑎𝑙(𝑇, 𝑆𝑜𝐶) ∗ √𝑡 (4.22)

𝑘𝑐𝑎𝑙(𝑇, 𝑆𝑜𝐶) = 𝑘𝑐𝑎𝑙,𝑟𝑒𝑓 ∗ 𝑒
[−𝐸𝑎,𝑐𝑎𝑙𝑅 ( 1𝑇−

1
𝑇𝑟𝑒𝑓

)]
∗ (𝑒

[𝛼∗𝐹𝑅 (
𝑈𝑎,𝑟𝑒𝑓−𝑈𝑎(𝑆𝑜𝐶)

𝑇𝑟𝑒𝑓
)]
+ 𝑘0) (4.23)

where,
𝐸𝑎,𝑐𝑎𝑙 → activation energy for calendar ageing
𝑅 → universal gas constant (= 8.314 𝐽

𝑚𝑜𝑙𝐾 )
𝑇 → temperature (K)
𝑇𝑟𝑒𝑓 → reference temperature (= 298.15𝐾)
𝐹 → Faraday constant
𝑈𝑎,𝑟𝑒𝑓 → reference half cell potential
𝑈𝑎 → half-cell potential of the anode
𝛼, 𝑘0 → equation constants
𝑡 → time (hours)

𝑈𝑎(𝜒𝑎) = 0.6379 + 0.5416 ∗ 𝑒−305.5309∗𝜒𝑎 + 0.044𝑡𝑎𝑛ℎ(−
𝜒𝑎 − 0.1958
0.1088 )

−0.1978𝑡𝑎𝑛ℎ(𝜒𝑎 − 1.05710.0854 ) − 0.6875𝑡𝑎𝑛ℎ(𝜒𝑎 + 0.01170.0529 )

−0.0175𝑡𝑎𝑛ℎ(𝜒𝑎 − 0.56920.0875 )

(4.24)

where,
𝜒𝑎 → degree of lithiation of the anode

𝜒𝑎(𝑆𝑜𝐶) = 𝜒𝑎(𝑆𝑜𝐶 = 0%) + 𝑆𝑜𝐶 ∗ [𝜒𝑎(𝑆𝑜𝐶 = 100%) − 𝜒𝑎(𝑆𝑜𝐶 = 0%)] (4.25)

Equations 4.26 - 4.29 describe the cyclic ageing degradation model. While Eqns 4.26 & 4.27 define the
temperature dependence of cyclic ageing, Eqns 4.28 & 4.29 define the c-rate dependence. Equation
4.30 is the overall cyclic ageing as the summation of Eqns 4.26 & 4.28 while Eqn 4.31 represents the
total ageing. Table 4.16 shows the stress factors considered and their respective ranges.

𝑄𝐿,𝑐𝑦𝑐,ℎ𝑖𝑔ℎ 𝑇 = 𝑘𝑐𝑦𝑐,ℎ𝑖𝑔ℎ 𝑇(𝑇) ∗ √𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡𝑡𝑜𝑡 (4.26)

where,
𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡𝑡𝑜𝑡 → total cell throughput (Ah)

𝑘𝑐𝑦𝑐,ℎ𝑖𝑔ℎ 𝑇(𝑇) = 𝑘𝑐𝑦𝑐,ℎ𝑖𝑔ℎ 𝑇,𝑟𝑒𝑓 ∗ 𝑒
[
−𝐸𝑎,𝑐𝑦𝑐,ℎ𝑖𝑔ℎ 𝑇

𝑅 ( 1𝑇−
1

𝑇𝑟𝑒𝑓
)]

(4.27)

where,
𝐸𝑎,𝑐𝑦𝑐,ℎ𝑖𝑔ℎ 𝑇 → activation energy for cyclic ageing at high temperature
𝑅 → universal gas constant (= 8.314 𝐽

𝑚𝑜𝑙𝐾 )
𝑇 → temperature (K)
𝑇𝑟𝑒𝑓 → reference temperature (= 298.15𝐾)

𝑄𝐿,𝑐𝑦𝑐,𝑙𝑜𝑤 𝑇 = 𝑘𝑐𝑦𝑐,𝑙𝑜𝑤 𝑇(𝑇, 𝐼𝑐ℎ) ∗ √𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡𝑐ℎ (4.28)

where,
𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡𝑡𝑜𝑡 → charging cell throughput (Ah)

𝑘𝑐𝑦𝑐,𝑙𝑜𝑤 𝑇(𝑇) = 𝑘𝑐𝑦𝑐,𝑙𝑜𝑤 𝑇,𝑟𝑒𝑓 ∗ 𝑒
[
𝐸𝑎,𝑐𝑦𝑐,𝑙𝑜𝑤 𝑇

𝑅 ( 1𝑇−
1

𝑇𝑟𝑒𝑓
)]
∗ 𝑒[𝛽𝑙𝑜𝑤 𝑇∗

𝐼𝑐ℎ−𝐼𝑐ℎ,𝑟𝑒𝑓
𝐶𝑜

] (4.29)
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where,
𝐸𝑎,𝑐𝑦𝑐,𝑙𝑜𝑤 𝑇 → activation energy for cyclic ageing at low temperature
𝑅 → universal gas constant (= 8.314 𝐽

𝑚𝑜𝑙𝐾 )
𝑇→ temperature (K)
𝑇𝑟𝑒𝑓 → reference temperature (= 298.15𝐾)
𝛽𝑙𝑜𝑤 𝑇 → equation constant
𝐼𝑐ℎ → charging current (A)
𝐼𝑐ℎ,𝑟𝑒𝑓 → reference charging current
𝐶𝑜 → cell capacity

𝑄𝐿,𝑐𝑦𝑐 = 𝑄𝐿,𝑐𝑦𝑐,ℎ𝑖𝑔ℎ 𝑇 + 𝑄𝐿,𝑐𝑦𝑐,𝑙𝑜𝑤 𝑇 (4.30)

𝑄𝐿 = 𝑄𝐿,𝑐𝑎𝑙 + 𝑄𝐿,𝑐𝑦𝑐 (4.31)

Stress Factor Range
Calendar Ageing

Temperature 0°𝐶, 10°𝐶, 15°𝐶, 25°𝐶, 35°𝐶, 45°𝐶, 55°𝐶
SoC 0%, 12.5%, 25%, 37.5%, 50%, 62.5%, 75%,

87.5%, 100%
Time ≈ 230 𝑑𝑎𝑦𝑠

Cyclic Ageing
C-rate 0.25𝐶, 0.5𝐶, 1𝐶

Temperature 0°𝐶, 10°𝐶, 15°𝐶, 25°𝐶, 35°𝐶, 45°𝐶, 55°𝐶
Number of cycles ≈ 2800 𝐹𝐸𝐶

Table 4.16: Stress factors and their range for model 6 [48]

4.9.1. Verification - Model 6
The model presented in Section 4.9 was used to recreate the experimental tests, to make sure the
model matched the results of the experimental data. As can be seen, Table 4.17 shows that the model
outputs (which are in terms of percentage capacity lost) are very close to the experimental output.

Experimental Conditions Experimental
Result

Model Output Linearized
Model Output

Calendar Ageing
45°𝐶, 100% 𝑆𝑜𝐶 ≈ 7.8% 8.0704% 8.0709%
25°𝐶, 100% 𝑆𝑜𝐶 ≈ 4.5% 4.7874% 4.7877%

Cyclic Ageing
55°𝐶, 0.5𝐶, 200 𝐹𝐸𝐶 ≈ 1.6% 1.7184% 1.7316%
10°𝐶, 0.25𝐶, 100 𝐹𝐸𝐶 ≈ 0.6% 0.4915% 0.4981%

Table 4.17: Experiment and model outputs compared for model 6

4.10. Model 7
Petit et al. created an empirical battery degradation model based on calendar and cyclic ageing data
obtained from different sources [49, 52, 54]. Both models use the Arrhenius equation to represent the
temperature effect with the pre-exponential factor in the case of calendar ageing being SoC dependent
and in the case of cyclic ageing being current dependent. Equations 4.32 & 4.33 represent the calendar
and cyclic ageing components respectively of model 7.

𝑄𝑐𝑎𝑙𝑙𝑜𝑠𝑠 = 𝐵𝑐𝑎𝑙(𝑆𝑜𝐶) ∗ 𝑒−
𝐸𝑎𝑐𝑎𝑙
𝑅𝑇 ∗ 𝑡𝑧𝑐𝑎𝑙 (4.32)

where,
𝑄𝑐𝑎𝑙𝑙𝑜𝑠𝑠 → percentage capacity loss due to calendar ageing
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𝐵𝑐𝑎𝑙(𝑆𝑜𝐶)→pre-exponential factor dependent on SoC (= 7.34∗105 @ 30% 𝑆𝑜𝐶,= 6.75∗105 @ 65% 𝑆𝑜𝐶,
= 2.18 ∗ 105 @ 100% 𝑆𝑜𝐶)
𝐸𝑎𝑐𝑎𝑙 → activation energy for calendar ageing
𝑧𝑐𝑎𝑙 → time factor for calendar ageing
𝑅 → gas constant (= 8.314 𝐽

𝑚𝑜𝑙𝐾 )
𝑇 → temperature (𝐾)

𝑄𝑐𝑦𝑐𝑙𝑜𝑠𝑠 = 𝐵𝑐𝑦𝑐(𝐼) ∗ 𝑒
−𝐸𝑎𝑐𝑦𝑐+𝛼|𝐼|

𝑅𝑇 ∗ 𝐴ℎ𝑧𝑐𝑦𝑐 (4.33)

where,
𝑄𝑐𝑦𝑐𝑙𝑜𝑠𝑠 → percentage capacity loss due to cyclic ageing
𝐵𝑐𝑦𝑐(𝐼) → pre-exponential factor dependent on current (= 3.16 ∗ 103 @ 1𝐴, = 2.17 ∗ 104 @ 4𝐴,
= 1.29 ∗ 104 @ 12𝐴, = 1.55 ∗ 104 @ 20𝐴)
𝐸𝑎𝑐𝑦𝑐 → activation energy for cyclic ageing
𝑧𝑐𝑦𝑐 → time factor for cyclic ageing
𝛼 → coefficient for ageing acceleration (= 370.3)
|𝐼|→ absolute value of current flowing through the cell during a cycle
𝑅 → gas constant (= 8.314 𝐽

𝑚𝑜𝑙𝐾 )
𝑇 → temperature (𝐾)

Stress Factor Range
Calendar Ageing

Temperature 30°𝐶, 45°𝐶, 60°𝐶
SoC 30%, 65%, 100%
Time ≈ 230 𝑑𝑎𝑦𝑠

Cyclic Ageing
C-rate 0.5𝐶, 2𝐶, 0𝐶, 10𝐶
DoD 10%, 20%, 50%, 80%, 90%

Temperature −30°𝐶, 0°𝐶, 15°𝐶, 25°𝐶, 45°𝐶, 60°𝐶
Number of cycles ≈ 1000 𝐹𝐸𝐶

Table 4.18: Stress factors and their range for model 7 [52, 54]

4.10.1. Verification - Model 7
Themodel described in Section 4.10 was tested by attempting to replicate the results of the experiments
conducted in [52] & [54]. It must be noted that the value of 𝐵𝑐𝑦𝑐(𝐼) provided in [49] was 3.16∗103, how-
ever, in [54] from which the experimental data points are extracted, the value of 𝐵𝑐𝑦𝑐(𝐼) was 3.16 ∗ 104
for a current of 1𝐴. The value put forward in [54] was thereafter proven to be correct in the experimental
verification, therefore the results displayed in Table 4.19 reflect the correct 𝐵𝑐𝑦𝑐(𝐼) value of 3.16 ∗ 104.
As can be seen in Table 4.19, the model outputs (which are in terms of percentage capacity lost) are
very close to the experimental observations, therefore verifying the model.

Experimental Conditions Experimental
Result

Model Output Linearized
Model Output

Calendar Ageing
45°𝐶, 30% 𝑆𝑜𝐶 ≈ 12% 11.2497% 11.2497%
30°𝐶, 65% 𝑆𝑜𝐶 ≈ 2.5% 2.6223% 2.6223%

Cyclic Ageing
60°𝐶, 0.5𝐶, 10%𝐷𝑜𝐷 ≈ 15% 15.2764% 15.3851%
60°𝐶, 0.5𝐶, 20%𝐷𝑜𝐷 ≈ 22.5% 22.3659% 22.4760%

Table 4.19: Experiment and model outputs compared for model 7
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4.11. Review of Research Goals
In this chapter, the following aspects of the research goals were addressed:

• Each model was introduced and verified by applying the experimental conditions to the model.
The model was deemed accurate if the predicted degradation level by the model matched the
experimental observations. In certain cases such as models 2, 3 & 7 where errors were found
during the verification process, the models were adjusted such that the experimental observations
were matched

• Time and throughput were identified as unique stress factors in the application of irregular power
profiles to empirical/semi-empirical models and were subsequently dealt with using linearized
forms of the model equations

• Irregular power profiles also caused problems related to the definition of a cycle. The usual
method is to use rainflow counting, however a different method was used in this study





5
Analysis

While Chapter 2 introduced the important concepts associated with battery degradation, Chapter 3
introduced the real world power profile being used to compare and analyze the models and Chapter
4 detailed the specific models under study. This chapter aims to analyze and compare these models.
To this effect, the models were analyzed to understand how different stress factors affect the output
of these models and how different models when used under the same operating conditions lead to
different results.

5.1. Assessing Calendar Ageing Models
In this section, the calendar ageing models implemented in MATLAB are assessed in two ways. First,
the relationships described between stress factors and calendar ageing in Section 2.2 were used to
understand how the experimental tests done in each calendar ageing model affect the accuracy and
usability for each model. Second, the yearlong power profile described in Section 3.3 was applied to
each model verified or corrected as shown in Chapter 4. Given that the same power profile scaled to
the cell in question was used, the differences in output were attempted to be explained.

Model # Stress Factors
Temperature SoC

1 35°𝐶, 40°𝐶, 50°𝐶 0%, 10%, 20%, 30%, 50%, 60%,
70%, 80%, 85%, 90%, 95%

2 10°𝐶, 22°𝐶, 34°𝐶, 46°𝐶 NA
3 30°𝐶, 45°𝐶, 60°𝐶 30%, 65%, 100%
5 40°𝐶, 47°𝐶, 55°𝐶 10%, 50%, 90%
6 0°𝐶, 10°𝐶, 15°𝐶, 25°𝐶, 35°𝐶, 45°𝐶,

55°𝐶
0%, 12.5%, 25%, 37.5%, 50%,
62.5%, 75%, 87.5%, 100%

7 30°𝐶, 45°𝐶, 60°𝐶 30%, 65%, 100%

Table 5.1: Stress factor ranges and percentage capacity losses for calendar ageing models

5.1.1. Model 1
The accelerated calendar ageing tests conducted by the authors of model 1 consider elevated temper-
atures as shown in Table 5.1. The important points regarding this model are as follows:

• Of the accelerated ageing test data collected, the maximum data was collected for the highest
temperature of 50°𝐶. As Section 2.2.2 clearly indicates, the degradation mechanism occurring
at high temperatures (such as at 50°𝐶) is different from that at lower temperatures (such as at
room temperature). Therefore, the data collected shows a heavy bias towards the greater levels
of degradation occurring at elevated temperatures and is likely to overestimate the degradation
taking place at lower temperatures as a result

37
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• With respect to SoC, the tests run cover the entire SoC range in a high level of detail, therefore
the plateau regions indicated in Section 2.2.3 are likely well captured leading to an accurate
estimation of the SoC effect on calendar ageing

• The best use case for this calendar ageing model is therefore at elevated temperatures (such as
those tested) over the entire SoC range

5.1.2. Model 2
The authors of model 2 consider two stress factors to affect calendar ageing, namely, time and tem-
perature. The important points to note about this model are as follows:

• The SoC of the cell has been omitted as a stress factor

• Temperature dependence, as in the case of model 1 was based on the Arrhenius function. It is of
critical importance to note that the test matrix used to build model 2 contained no calendar ageing
test data, therefore the authors used low-impact cyclic ageing (low c-rate of 0.5𝐶 and DoD of 10%)
to represent calendar ageing. Therefore, no real storage SoC dependency could be established
for this model. The use of cyclic ageing data is also most likely to cause elevated estimations of
calendar ageing

• As will be noted later on, the higher than normal reported calendar ageing will also affect the
cyclic ageing estimations

• Given the observations made, this calendar ageing model cannot be recommended for use under
any conditions

5.1.3. Model 3
Model 3 was created based on Dakin’s degradation approach, a significantly different method when
compared to models 1 & 2. Equation 4.13 shows the calendar ageing equation adopted where param-
eter 𝑏 represented the activation energy as present in the Arrhenius equation. The important points to
note regarding this model are as follows:

• As detailed in Section 4.6.1, the calendar ageing equation had to be heavily modified for the
experimental observations to be replicated by the model, with Eqn 4.18 representing the new
calendar ageing model. Unfortunately, this model bears little to no resemblance to the Arrhenius
equation generally used for calendar ageing models

• It is important to note that the experimental data collected for this cell was also accelerated ageing
test data (similar to model 1 and many other models) and therefore suffers the same deficiencies
relating to the temperature effect on calendar ageing. Table 5.1 also shows that only three SoCs
were considered in the ageing tests done, therefore possibly leading to an erroneous depiction
of the SoC effect as described in Section 2.2.3

• The observations made make it clear that the best usage case for this calendar ageing model
would be at elevated temperatures to estimate ageing only at the SoCs tested

5.1.4. Model 5
Just like in the case of model 1, the authors of model 5 performed accelerated ageing tests to obtain
the necessary experimental data required for their model. The important points regarding this model
are as follows:

• Table 5.1 shows that the temperatures used during experimentation reached and crossed the
threshold temperature for SEI breakdown. It must be noted that there is a bias towards 55°𝐶 with
the maximum number of data points being obtained at this temperature

• On the SoC data, again there is a paucity in the number of different SoCs tested leading to an
incorrect representation of the degree of lithiation of the anode and hence an incorrect estimation
of calendar ageing

• Given the observations made, just as in the case of model 3, the best use case of model 5 remains
at high temperatures and SoCs tested as shown in Table 5.1
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5.1.5. Model 6
The authors of model 6 have taken a wide range of SoCs and temperatures in the calendar ageing
tests as shown in Table 5.1. The important points regarding this model are as follows:

• The range of temperatures tested covers two different mechanisms, one at lower temperatures
that involves the formation of the SEI and one at higher temperatures that involves the break-
down and creation of a second SEI. It is unlikely that the mechanism at higher temperatures is
represented by the Arrhenius equation (which is used in this model), therefore the most accurate
representation of the temperature effect would involve separate equations for the two different
mechanisms involved (as was followed in the cyclic ageing section of the very same model, de-
tailed in Section 4.9

• With respect to the SoC effect, the calendar ageing model takes into account the degree of lithi-
ation of the electrode along with a wide spread of SoC data, therefore it is most likely to have an
accurate representation of the calendar ageing caused due to SoC of the cell

• The best use case for this model would therefore be at regular temperatures (below the break-
down of the SEI) over the entire SoC range

5.1.6. Model 7
Model 7 uses calendar ageing data from the SIMCAL project, the data for which is shown in [52]. As
can be seen in Table 5.1, three temperatures and three SoCs were tested. The points to note regarding
this model are as follows:

• Due to the temperatures being covered, both the lower temperature and higher temperature
mechanisms will be present in the experimental data. Although the model uses the Arrhenius
equation to describe the temperature dependence, a different method is probably required to
determine the temperature effect on calendar ageing at high temperatures

• As far as SoC is concerned, the model uses different values of the pre-exponential factor and
activation energy (in the Arrhenius equation) for the three different temperatures. However, the
lack of SoCs tested does not allow the model to provide an accurate depiction of the SoC effect

• Due to the nature of the experimental data, the best use case for this model would be at temper-
atures of between 30 − 40°𝐶 at the specific SoCs tested

5.1.7. Comparison of Calendar Ageing Results

Model # Capacity Loss (%)
1 1.0650%
2 8.9066%
3 0.9651%
5 2.5954%
6 3.5884%
7 0.5612%

Table 5.2: Percentage capacity loss due to calendar ageing for all models

Table 5.2 shows the percentage capacity loss due to calendar ageing estimated by each model at a
temperature of 11°𝐶 (average yearly temperature in the Netherlands) and a maximum cell SoC of 80%
with Fig 5.1 showing the drop in capacity over time. Although every model is subjected to the same
operating conditions and power profile scaled based on the cell being used, there is a marked difference
in their output. The main points to note regarding this are as follows:

• Model 2 is the outlier with a much higher estimated degradation than any other model. This is
attributed to the fact that the data points used to build the model are mild cyclic ageing data points
as highlighted in Section 5.1.2.
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• Model 3 was extensively revised during the validation process as detailed in Section 4.6.1. Neither
the revised model 3 nor the model 5 calendar ageing equations bear any resemblance to the
Arrhenius equation and are therefore entirely empirical in nature. Therefore, it is difficult to explain
exactly why their predicted capacity loss values are so different.

• Models 1, 6 & 7 all use Arrhenius type equations to define the temperature effect on calendar
ageing. Whilemodel 6 uses the Tafel equation to describe the SoC effect, models 1 and 7 both use
the pre-exponential factor to define the SoC effect. The difference between the two models is that
while model 1 constantly changes the value of the pre-exponential factor with SoC (cell voltage),
model 7 has fixed values of the pre-exponential factor for SoCs of 30%, 65% & 100% SoCs. It
must also be noted that between the three models, model 7 which has the highest (average)
activation energy has the lowest estimated degradation, while model 6 which has the lowest
value of activation energy (almost one-third that of model 1) has significantly higher estimated
degradation.

5.2. Assessing Cyclic Ageing Models
In this section, the cyclic ageing models implemented in MATLAB are assessed in two ways. First,
the relationships described between stress factors and calendar ageing in Section 2.3 were used to
understand how the experimental tests done in each calendar ageing model affect the accuracy and
usability for each model. Second, the yearlong power profile described in Section 3.3 was applied to
each model verified or corrected as shown in Chapter 4. Given that the same power profile scaled to
the cell in question was used, the differences in output were attempted to be explained.

Model # Stress Factors
Temperature C-Rate Mean SoC DoD

1 35°𝐶 1𝐶 10%, 25%, 50%,
65%, 75%, 80%,
90%, 95%

5%, 10%, 20%,
50%, 80%, 100%

2 10°𝐶, 22°𝐶, 34°𝐶,
46°𝐶

0.5𝐶, 1𝐶,
2𝐶, 3.5𝐶,
5𝐶, 6.5𝐶

NA 50%

4 25°𝐶, 35°𝐶, 45°𝐶 1𝐶 50% 100%
5 35°𝐶, 42°𝐶, 50°𝐶 4𝐶 50% 10%, 45%, 80%
6 0°𝐶, 10°𝐶, 15°𝐶,

25°𝐶, 35°𝐶, 45°𝐶,
55°𝐶

0.25𝐶,
0.5𝐶, 1𝐶

50% 100%

7 −30°𝐶, 0°𝐶, 15°𝐶,
25°𝐶, 45°𝐶, 60°𝐶

0.5𝐶, 2𝐶,
6𝐶, 10𝐶

NA 10%, 20%, 50%,
80%, 90%

Table 5.3: Stress factor ranges and percentage capacity losses for cyclic ageing models

5.2.1. Calendar Ageing Effect
An important point to note is that all cyclic ageing data collected during the experimentation phase
contains a calendar ageing component as well. This data therefore is not ’pure’ cyclic ageing data.
The standard practice is as follows:

• Calendar and cyclic ageing tests are performed to obtained data points based onwhich empirical/semi-
empirical models are built

• The calendar ageing data is used to build the calendar ageing model

• ’Pure’ cyclic ageing data is obtained by using the calendar ageing model to remove the calendar
ageing portion from the experimental cyclic ageing data

• The ’pure’ cyclic ageing data is then used to build the cyclic ageing model

Although this is the procedure followed in most models [27, 44], it is not always the case. This could
possibly lead to erroneous estimations of cyclic and by extension total ageing as well.
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(a) Calendar ageing over a 1 year period for model 1 (b) Calendar ageing over a 1 year period for model 2

(c) Calendar ageing over a 1 year period for model 3 (d) Calendar ageing over a 1 year period for model 5

(e) Calendar ageing over a 1 year period for model 6 (f) Calendar ageing over a 1 year period for model 7

Figure 5.1: Calendar ageing for each model when the yearlong power profile (Section 3.3) is applied
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5.2.2. Model 1
Schmalstieg et al. [27] focused their cyclic ageing experimental conditions on two factors, mean SoC
and DoD. As is shown in Table 5.3, a large range of mean SoC and DoD are considered, all at a fixed
temperature of 35°𝐶 and a C-rate of 1C. The highlights of this model are as follows:

• The conditions of the yearlong profile include low c-rates, low DoDs and a high mean SoC. Given
the experimental data generally covers this criteria, this model is likely to be quite accurate for
the specific power profile created

• In applications where the working conditions are below room temperature and/or with high C-
rates, the model is likely to be much less accurate. As detailed in Sections 2.3.2 & 2.3.3, the
degradation mechanisms that take place under these conditions are different (and not covered
by the test data) therefore likely causing a loss in accuracy

5.2.3. Model 2
Table 5.3 shows that the authors of model 2 paid particular attention to temperature and c-rate. Although
data was collected for several different DoDs, only the data for 50% DoD was used in the fitting for the
model. Along with this it must be noted that the mean SoC around which these cycles took place was
unavailable. The important points regarding this model are:

• Since neither themean nor start SoC of the cyclic ageing tests conducted is available, it is possible
that the data collected during experimentation was in regions of relatively low electrode volume
change as discussed in Section 2.3.4, therefore making the model less accurate in other regions.

• Section 5.1.2 details that the experimental data used for the calendar ageing model was in reality
low impact cyclic ageing data that therefore led to an overestimation of calendar ageing by the
model. Based on Section 5.2.1 any overestimation by the calendar ageing model would likely
corrupt the ’pure’ cyclic ageing data points, leading to an underestimation by the cyclic ageing
model.

It is also possible that a combination of the two reasons above is responsible for the extremely low
cyclic ageing estimation. The best use case for this model would be in scenarios where the operat-
ing temperature and c-rate fluctuate significantly given that the experimental data covers the multiple
mechanisms both these stress factors involve.

5.2.4. Model 4
The focus of model 4, as made clear in Table 5.3 is the effect of temperature. Since the entire temper-
ature range tested lies at or above room temperature, the Arrhenius equation which was used to model
the temperature effect is valid. The rest of the stress factors are not very well represented however,
with only one c-rate, one mean SoC and one DoD being tested. The important points regarding this
model are as follows:

• Since all cyclic ageing tests were conducted for 100%DoD it is possible that both effects described
in 2.3.4 have been picked up in the experimental data. The real world power profile subjects
the cell to much smaller DoDs and high mean SoCs, therefore possibly only one of the effects
described is encountered. This would therefore lead to an overestimation of the cyclic ageing by
the model.

• Section 5.2.1 explains how ’pure’ cyclic ageing data is obtained prior to building a cyclic ageing
model. Since [46] does not conduct any calendar ageing tests, it was not possible for them to
remove the calendar ageing effect. Therefore, the model built is also likely to overestimate cyclic
ageing in all cases (as it also includes the calendar ageing effect).

Both points above indicate that the best application for model 4 is for use cases where temperature
is varied (above room temperature) with low c-rates and 100% DoD. Even in these conditions it must
be noted that the effect of calendar ageing is still present and the model is likely to overestimate cyclic
ageing as a result.
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5.2.5. Model 5
Model 5 is a purely empirical model with three important points to note:

• All the cyclic ageing tests are done at a c-rate of 4𝐶 after which c-rate is not considered in the
cyclic ageing model (temperature, cycle depth and number of cycles are the only considered
factors). A data set of consisting purely of high c-rate test data is likely to yield a model that will
overestimate the capacity fade at lower c-rates.

• The model uses number of cycles as a stress factor as opposed to cell throughput. As detailed
in Section 4.2, the method used to define cycles in this study in unique to the demands of an
irregular power profile, while the input number of cycles required in the model potentially uses an
alternative method (not detailed in [47]).

• Section 5.2.1 highlights the problem with models that do not separate out the ’pure’ cyclic ageing
data in the experimental phase. Model 5 faces the same issue, as a result of which calendar
ageing is included in the cyclic ageing estimation.

As a result of the points mentioned above, the only use case that can be seen for this model is scenarios
where fast charging and discharging is occurring in a regular manner (therefore the number of cycles
is clear).

5.2.6. Model 6
The cyclic ageing modelling done for model 6 considers three different conditions:

• High temperatures where the effects of temperature dominate over that of c-rate

• Low temperatures where the effects of c-rate dominate over those of temperature

• High mean SoC where the transition from stage 2 to stage 1 plays an important role

[48] states that the mechanisms occurring in each case are different, necessitating each to be modelled
separately. This is a unique approach, and the salient points regarding this model are as follows:

• In the high SoC case, the reference mean SoC is taken as 82%, meaning the mechanism that
causes accelerated degradation at high SoCs only occurs at mean SoCs above 82%. Given that
the maximum charge that the cell reaches in the simulation of the yearlong power profile is 80%
and that [36] show the highest degradation to occur at a mean SoC of 75%, it is likely that model
5 does not accurately portray the accelerated ageing caused by the stage 2 to stage 1 transition
occurring when the yearlong power profile is used, even though it aims to do so

• It must be noted that the high degradation encountered during low SoC, shallow DoD cycling
conditions as explained in Section 2.3.4 is not taken into account in this model

• The best use cases for this model are in conditions of variable temperature and c-rate but mean
SoCs and DoDs that do not touch the accelerated ageing mechanisms that occur at low SoC,
shallow DoD conditions or SoCs where the stage 2 to stage 1 transition occurs at the anode

5.2.7. Model 7
The authors of model 7 used data (and to some extent the model) present in [54]. Table 5.3 shows
the range of test conditions considered in the experimental data of [54]. As can be seen, a very wide
range of conditions are covered, and although the mean SoC for the cyclic ageing tests is unavailable,
the range of DoDs show that almost the entire range of SoC is considered. There are a few important
points to note regarding this model:

• The calendar ageing effect on cyclic data points (as described in Section 5.2.1) is not considered
which would potentially lead to an overestimation of the actual cyclic ageing.

• Wang et al. [54] from where the data points have been sourced note that at low c-rates (0.5𝐶),
the effect of DoD is not very strong. As stated previously however, [36] & [35] show otherwise. It
is possible that the cyclic ageing tests conducted do not discharge the cell at any point, therefore
missing the degradation mechanism highlighted in [35], but no hypotheses can be provided as to
the points noted in [36].
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Although the range of test data would lead to the conclusion of a robust model with wide ranging use
cases, the two points noted above lead to certain doubts. It is therefore inconclusive how accurate and
useful model 7 is.

5.2.8. Comparison of Cyclic Ageing Results

Model # Capacity Loss (%)
1 3.1599%
2 0.6279%
4 6.5290%
5 19.0976%
6 0.7944%
7 1.7917%

Table 5.4: Percentage capacity loss due to cyclic ageing for all models

Table 5.4 shows the percentage degradation due to cyclic ageing estimated by each model with Fig
5.2 showing the drop in capacity from the inital capacity over time. The operating conditions were the
same as described in Section 5.1.7. As was the case with the calendar ageing comparison, the results
for all the models were different despite the same conditions being applied in each case. Given that
cyclic ageing is generally a more complex phenomenon with multiple stress factors interdependent on
each other, as well as different stress factors considered in each model; comparing the results is an
altogether more complicated task. The salient points regarding this are as follows:

• The outlier in the case of the cyclic ageing results was model 5. The abnormally high predicted
degradation can be attributed to the test data used to build the model. All the cyclic ageing
experiments conducted for this model were performed at a c-rate 4𝐶, potentially leading to over-
estimation of degradation at lower c-rates.

• Among the remaining models, throughput was the only common stress factor considered in every
equation. All models use a power law relationship to define the throughput with the power varying
from 0.5 − 1.317. Unfortunately, no clear trend with respect to throughput is noticed.

• Both models 4 & 7 use Arrhenius type equations to define the temperature effect on cyclic ageing
and as such can be compared. Model 7, however, also includes absolute value of current as an
additional stress factor within the Arrhenius type equation. A significant point to note is that the
value of the pre-exponential factor in the case of model 4 is two orders of magnitude higher than
that of model 7 (at low c-rates). This is likely to have played a significant role in the estimated
degradation of model 4 being much higher than that of model 7. Another factor to have played
a role is the power in the power law relationship defining the throughput effect. The power of
throughput is 1.317 in model 4 versus 0.55 in model 7. It must however be highlighted at this point
that the Arrhenius equation is generally agreed to be a good representation of the temperature
effect at room temperature (generally 25°𝐶) and above. The temperature these models were
tested at was lower than this.

• Important to note is that the only model to consider mean SoC and DoD as stress factors in the
degradation equation is model 1. Although other models do consider different mean SoCs and
DoDs in their experimental data prior to building the model, the stress factors are not present in
the final degradation equation itself. Ignoring models 4 & 5 (whose high predicted degradation
levels are explained above), model 1 has the highest level of degradation. It is possible that the
inclusion of these stress factors is playing a role in the degradation estimation.

• The only models to include c-rate as a stress factor in some form were models 2, 6 & 7. As can
be seen in Table 5.4, these three models also estimate the minimum amount of degradation. This
may also be a factor in the degradation estimation.
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(a) Cyclic ageing over a 1 year period for model 1 (b) Cyclic ageing over a 1 year period for model 2

(c) Cyclic ageing over a 1 year period for model 4 (d) Cyclic ageing over a 1 year period for model 5

(e) Cyclic ageing over a 1 year period for model 6 (f) Cyclic ageing over a 1 year period for model 7

Figure 5.2: Cyclic ageing for each model when the yearlong power profile (Section 3.3) is applied
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5.3. Summary and Toolbox
5.3.1. Summary
Table 5.5 summarizes the best use case for each calendar and cyclic ageing model separately, as
previously discussed in Sections 5.1 & 5.2. A few points to note regarding the best use case summary
are:

• With respect to calendar ageing, there are models that perform accelerated ageing tests (where
the degradation mechanism is different from that at lower temperatures) therefore leaving them
only usable at these temperatures. However, these models may still use the Arrhenius equation
to depict the temperature effect, which is not entirely accurate given the Arrhenius equation does
not accurately represent the alternate degradation method taking place. Hence, the use of these
models at high temperatures could be affected by this factor.

• With respect to cyclic ageing, there are certain models that do not remove the calendar ageing
portion that occurs during cyclic ageing. Therefore, although these models may be applicable in
certain scenarios based on the testing conditions, the caveat is that the predicted degradation
might still be an overestimation due to the calendar ageing effect.

Model # Calendar Ageing Cyclic Ageing
1 Accelerated ageing tests

conducted by the authors render
this calendar ageing model useful
only at elevated temperatures
(≈ 50°𝐶), but over the entire SoC
range

Model 1 covers a wide range of
SoCs and DoDs, but only one
temperature and c-rate. Therefore,
the best use case for this model is
at temperatures above room
temperature, low c-rates but over
the entire SoC range

2 This calendar ageing model is hurt
by the fact that the data used for
this model is low impact cyclic
ageing data. The use of this data
leads to the model overestimating
calendar ageing, leaving it
unsuitable for use in any
circumstances

The overestimation of calendar
ageing results could lead to an
underestimation of the cyclic
ageing results as mentioned in
Section 5.2.3. Therefore, the
usefulness of the cyclic ageing is
questionable

3 Although the model was heavily
modified in the verification section
(Section 4.6.1). Unfortunately, the
use of accelerated testing
conditions leads to this model only
being useful at high temperatures,
at the few SoCs tested

NA

4 NA Given that all the tests conducted
were at 100% DoD the best use
case for this model is in conditions
above room temperature where the
use case involves fully charging
and discharging the cell. The
model also does not separate the
calendar ageing effect, which
means that even in those
conditions, the degradation
estimation is likely to be higher
than in reality
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5 Model 5 is similar to model 3 in that
accelerated conditions are tested
at only 3 SoCs. Therefore, the use
case of model 5 remains at high
temperatures and SoCs tested by
the authors

Model 5 uses extremely high
c-rates in testing, as well as
requiring the number of cycles as a
stress factor. Therefore, the only
use case for this model is fast
charge-discharge scenarios with
regular cycles

6 Model 6 takes into account the
most comprehensive range of
testing data. As a result, the model
can be used at regular
temperatures and the full range of
SoC

Model 6 represents the effects of
temperature and c-rate well, but
the effects of SoC and DoD are not
very well expressed. Therefore,
this model can be used over a wide
range of temperatures and c-rates,
but only cycled where accelerated
ageing mechanisms do not come
into play

7 Given that model 7 uses the
Arrhenius equation to model the
temperature effect and the majority
of testing points are below the SEI
breakdown threshold, the best use
case for this model is above room
temperature and below ≈ 50°𝐶,
only at the SoCs tested

The use case for this model is an
unknown due to the points
mentioned in Section 5.2.7

Table 5.5: Summary of best use cases for each model

5.3.2. Toolbox
Having verified and implemented seven different models using a unique implementation method along
with analyzing each model to understand its best use scenario, the goal of the toolbox was to bring
these aspects together such that any user may both use the toolbox to implement any model of their
choice as well as understand where the model chosen is most effective. The main points of the toolbox
are as follows:

• The toolbox begins with a short description of the source of each model

• Next, the power profile derived from the WLTP cycle as detailed in Section 3.3 in explained in
brief

• Users are given the option of entering the temperature at which they would like to run the model,
the highest SoC to which the cell should be charged and the model to be tested

• Once the operating conditions and model are chosen by the user, the toolbox provides the esti-
mated calendar, cyclic and total ageing as a percentage. Total ageing is simply calculated as the
summation of calendar and cyclic ageing. Along with this, the toolbox also provides a graph of
the drop in capacity over time as shown in Fig 5.3.

• Finally the toolbox displays the best use case for the model in question, similar to Table 5.5

5.4. Review of Research Goals
In this chapter, the following aspects of the research goals were addressed:

• Each model was analyzed to understand how stress factors and degradation phenomena affect
the use case for each model
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(a) Calendar, cyclic and total ageing over a 1 year period for model 1 (b) Calendar, cyclic and total ageing over a 1 year period for model 2

(c) Calendar, cyclic and total ageing over a 1 year period for model 3 (d) Calendar, cyclic and total ageing over a 1 year period for model 4

(e) Calendar, cyclic and total ageing over a 1 year period for model 5 (f) Calendar, cyclic and total ageing over a 1 year period for model 6

(g) Calendar, cyclic and total ageing over a 1 year period for model 7

Figure 5.3: Calendar, cyclic and total ageing for each model when the yearlong power profile (Section 3.3) is applied
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• The common power profile built was applied to each model after the batteries were equalized.
The difference in output for identical testing conditions was explained

• A toolbox was built in MATLAB to allow users to understand the outputs and best use scenarios
for the models studied
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Conclusion

The goal of this study was to investigate different empirical/semi-empirical models that exist in literature,
understand how they could be applied in a real-world scenario, compare their outputs in an identical
use case and build a toolbox that could better explain to a user how these models may be applied.
Here, the research questions first introduced in Chapter 1 are gone through in detail:

• What are the stress factors that effect battery degradation and what effect do they have?
Chapter 2 introduced the concepts of calendar (degradation occurring when no current flows
through the cell) and cyclic (degradation occurring when the cell is in use) ageing, each of which
have their own stress factors. Calendar ageing is dependent on time, temperature and SoC
while cyclic ageing is dependent on throughput, temperature, c-rate, mean SoC and DoD. The
relationships between these stress factors and degradation is governed by the effect these stress
factors have on degradation phenomena such as the formation of the SEI or volume changes in
the anode. It is also important to note that stress factors, especially in the case of cyclic ageing are
interdependent with each other. This chapter also introduced the different kinds of degradation
models in literature, with the focus being on empirical/semi-empirical models for the rest of the
study.

• How are empirical models applied in real world conditions?
Empirical/semi-empirical models are built on experimental data created from tests under static
conditions. For calendar ageing, this means a cell is stored at a particular temperature and SoC,
and degradation after a certain amount of time is recorded. For cyclic ageing, a cell is cycled
at a particular c-rate, temperature and DoD and degradation after a certain amount of time is
recorded. In real-world conditions the use cases are much more dynamic. This therefore led to
the creation of an implementation method designed for irregular power profiles. In Chapter 4,
time and throughput were identified as unique stress factors due to their constantly increasing
nature as well as their dependence on prior data. The models were therefore linearized with
respect to time for calendar ageing and throughput for cyclic ageing to account for these two
stress factors in an irregular power profile. The second challenge thrown up by irregular power
profiles was the definition of a ”cycle” for cyclic ageing calculations. Although the usual technique
followed in such cases is rainflow counting, this study proposes an alternative method to define a
cycle, better suited for use in battery related studies. Chapter 4 also looks into how every model
studied was first verified by attempting to replicate experimental degradation results through the
model. Errors and inaccuracies were found in models 2, 3 & 7 by this simple technique and were
subsequently rectified.

• How do the testing conditions affect the use case and outputs of different models?
Once Chapters 2, 3 & 4 introduced the principles of battery degradation, the power profile being
used and its implementation method & the models under consideration, Chapter 5 brought it all
together. Calendar and cyclic ageing degradation were treated separately and it was noted that
in both cases, the predicted degradation from the models varied significantly. Sections 5.1.7 &
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5.2.8 for calendar and cyclic ageing respectively detail the significant points regarding the com-
parison, where in some cases the cause of the difference is quite clear, in others it is not as
straightforward. Cyclic ageing was found to be more complicated given the interdependencies
between different stress factors. Chapter 5 also analyzed each model individually, applying the
relationship between stress factors and degradation phenomena detailed in Chapter 2 to better
understand how accurate each model was and more importantly, which use cases would be best
for each model.

• Can a user-friendly method to summarize and understand the use cases of models be built
and what would its functionality look like?
Section 5.3 of Chapter 5 details a toolbox built in MATLAB. The toolbox combines two different
aspects of this study, implementation of an irregular power profile using the method described
in Section 4.4 with the analysis of each model. The goal of the toolbox was to enable a user to
apply the given power profile to a model of their choice under user defined operating conditions
as well as provide information regarding the best use case for that particular model.

6.1. Future Scope
This study has taken a very close look at implementing, analyzing and comparing various empirical/semi-
empirical models. However, there are still areas that can be further investigated and improved upon:

• The cycle counting method used in this study attempts to strike a balance between having cycles
with a discernible DoD and accurate c-rate along with making physical sense in the context of
cell charging/discharging. Further methods taking all these factors into account could also be
established.

• The power profile built based on the WLTP drive cycle considers the same distance is driven
every day of the year. This could be altered to reflect weekday versus weekend driving habits.

• The MATLAB code for each model considers a constant temperature and does not take into
account battery self heating. Both these points could be improved upon.

• All the analysis done and conclusions drawn have no experimental backing, therefore only po-
tential reasons could be put forward for model differences and best use scenarios. Although the
reasoning is robust, experimental tests could potentially back up the reasoning used.

• The potential relationship between activation energy and estimated calendar ageing noted in
Section 5.1.7 requires further study.

• The toolbox can be improved by adding further real-world power profiles, or allowing a user to
input their own power profile to be analyzed by a model. Furthermore, even in the toolbox, the
temperature once selected by the user is static throughout the duration of the test, this could be
altered to include daily and/or seasonal variations.
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