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Abstract
AI-powered mental health chatbots offer scalable
and accessible support, but their effectiveness
hinges on users’ willingness to self-disclose—an
outcome shaped by chatbot communication style
and the sensitivity of the topic. While prior work
has explored empathy and rapport, the role of con-
versational anthropomorphism remains underexam-
ined, particularly in relation to question sensitivity
as a potential moderator. This study addresses that
gap through a mixed-design experiment (n = 30)
in which participants interacted with either an an-
thropomorphic or a neutral chatbot and rated their
willingness to respond to questions varying in sen-
sitivity. Although no effects reached statistical sig-
nificance, descriptive trends suggest that anthropo-
morphic cues—such as informal tone, emojis, and
adaptive responses—may increase willingness to
disclose, while higher question sensitivity slightly
reduces it. No significant interaction effect was
found, but anthropomorphic language appeared to
promote disclosure regardless of sensitivity level.
These findings offer tentative support for the use of
calibrated human-like design in mental health chat-
bots. Future work should incorporate open-ended
interactions, behavioral measures, and longitudinal
designs to better capture disclosure dynamics and
trust formation.

1 Introduction
In a rapidly evolving world, many people turn to sources of
emotional support and psychological stability to cope with ev-
eryday stressors. Traditionally, this support has come from
therapists, friends, and other in-person medical interventions
[1]. However, with the rise of large language models (LLMs)
and the growing adoption of artificial intelligence (AI) sys-
tems, chatbots and other applications have emerged as promis-
ing tools to bridge gaps in mental healthcare accessibility [18].
Unlike traditional interventions, these systems are available on
demand and offer a non-judgmental space for users to share
their thoughts and experiences [1, 18].
Mental health chatbots often serve as companions, assist in
screening, provide resources, or simulate therapeutic roles
[1, 42]. These functions depend on users sharing personal,
sensitive information—self-disclosure [13]. Self-disclosure
enables chatbots to respond appropriately, personalize sup-
port, and tailor interventions to users’ needs [46]. Without it,
their capacity to assess mental states, offer tailored guidance,
or foster rapport is limited [30]. Promoting self-disclosure is
therefore a central design challenge in chatbots [46].
One conversational factor that influences this process is con-
versational anthropomorphism: the attribution of human-like
traits to non-human agents [60, 26, 15]. In domains such as e-
commerce and academic services, anthropomorphic cues like
informal language, humor, or human-like naming have been
shown to foster trust and increase users’ willingness to dis-
close information [42, 46]. However, findings are mixed: in

more formal or sensitive contexts, such cues may have the
opposite effect, potentially reducing disclosure due to height-
ened concerns over social desirability or judgment [43, 53].

The sensitivity of the topics being discussed plays a criti-
cal yet often overlooked role in shaping users’ willingness
to self-disclose. Prior research suggests that anthropomor-
phic features may promote disclosure when questions are per-
ceived as low in sensitivity (e.g., shopping preferences or aca-
demic background) [3, 51], but may suppress it when ques-
tions involve sensitive topics such as finances or substance
use [43, 53]. In these contexts, users may value traits like
objectivity and competence over empathy or social presence,
perceiving more human-like agents as judgmental or socially
evaluative [30, 46]. As such, question sensitivity can act as a
moderating factor in how anthropomorphic cues affect disclo-
sure intent.

More broadly, self-disclosure to conversational AI has been
linked to a range of positive outcomes, including greater user
satisfaction [31], stronger perceived relationships with the
system [54], and improved emotional well-being [20]. To un-
derstand what drives this process, Papneja and Yadav [46] out-
line five categories of influencing factors: interface modal-
ity, conversational elements, user characteristics, mediating
mechanisms, and contextual variables. While all these di-
mensions are important, conversational factors, particularly
those related to anthropomorphic design, have received rela-
tively limited attention in the context of mental health support
[46, 30].

This study aims to fill that gap by investigating how conver-
sational anthropomorphism and question sensitivity jointly
shape users’ willingness to self-disclose in interactions with
mental health chatbots. While previous research in men-
tal contexts has explored individual elements such as visual
agent embodiment [29], reciprocity [33], empathy [14], and
rapport-building [30], the intersection of conversational an-
thropomorphism and question sensitivity remains underex-
plored. To that end, we pose the following research question
and sub-questions to guide our exploration:

Main Research Question
How do conversational anthropomorphism and question sen-
sitivity influence self-disclosure to AI-powered mental health
chatbots?

RQ1 Does conversational anthropomorphism in-
crease willingness to self-disclose?

RQ2 Does the sensitivity of disclosure-intent ques-
tions influence willingness to self-disclose?

RQ3 Is there an interaction effect between sensitiv-
ity of disclosure-intent questions and conver-
sational anthropomorphism on willingness to
self-disclose?

Our main contributions are as follows:

• We investigate how conversational anthropomorphism



influences willingness to disclose personal information.

• We examine the role of question sensitivity in shaping
disclosure behavior.

• We analyze how anthropomorphic cues and question sen-
sitivity interact to affect self-disclosure in AI-mediated
mental health conversations.

• We discuss design implications for AI chatbots aimed at
fostering user self-disclosure in mental health contexts.

The remainder of this paper is structured as follows. Sec-
tion 2 reviews related work on conversational AI, with a focus
on self-disclosure and anthropomorphism, and introduces our
hypotheses. Section 3 describes the study design and method-
ology. Section 4 presents the results, followed by a discus-
sion of their implications and limitations in Section 5. Sec-
tion 6 addresses potential risks and our mitigation strategies.
Finally, Section 7 concludes the paper with a summary of find-
ings and suggestions for future research.

2 Background and Hypotheses
In this section we provide an overview of existing litera-
ture concerning conversational AI, mental health chatbots and
self-disclosure. In Section 2.1, we discuss prior work inves-
tigating self-disclosure to conversational AI. In Section 2.2,
we examine AI-powered mental health chatbots and their use
within the domain. In Section 2.3, we explore anthropomor-
phism in conversational AI systems. Finally, in Section 2.4
we present our hypotheses and the rationale for each.

2.1 Self-disclosure to Conversational AI
Self-disclosure, the act of revealing personal or sensitive in-
formation, has long been associated with building mutual trust
in human communication [4]. In the context of conversational
AI and agents (CAs), self-disclosure has been shown to in-
fluence user satisfaction [31], improve emotional outcomes
[20], enhance perceived intimacy and enjoyment [33, 46], and
strengthen user–AI relationships [54]. Many of these benefits
offered by CAs depend on the user’s willingness to share per-
sonal information. For instance, in healthcare settings, higher
levels of self-disclosure to chatbots have been linked to more
therapeutic experiences and improved paths to recovery [2, 1].

A comprehensive survey by Papneja and Yadav [46] identified
five key categories that influence self-disclosure to CA: in-
terface modality, conversational factors, user characteristics,
mediating mechanisms, and contextual factors.

Within interface modality, most evidence indicates that users
tend to disclose more to CAs than to humans [47, 48, 61, 36,
6, 38, 55, 57]. Moreover, users generally self-disclose more
when interacting via voice rather than text [62, 46].

User characteristics—such as gender, privacy concerns, self-
efficacy, and personality—also play a significant role and are
relatively well understood [24, 55, 63, 52, 46]. Mediating
mechanisms have been explored in specific contexts, though
many studies still lack explicit operationalization or control of
these variables [46].

Conversational factors have also been widely studied across
domains. For example, chatbots that self-disclose often fos-
ter greater self-disclosure from users [39, 25, 46]. Simi-
larly, other conversational elements positively impact disclo-
sure levels, including the sequence and structure of questions
[39], personality mirroring [17], and rapport-building tech-
niques [30].

However, the role of conversational anthropomorphism re-
mains inconclusive. While some studies report positive ef-
fects on self-disclosure [3, 51], others suggest negative [53,
43] or inconclusive results [58]. Alarmingly, within the space
of mental health there remains a dearth of explorations of
conversational anthropomorphism with AI-powered chatbots,
with most studies focusing on CA (visual) embodiment [29],
rule-based rapport building [29], comparisons to physicians
directly [32], or reciprocity [33].

Therefore, to address this gap within mental health specifi-
cally, our study investigates how conversational anthropomor-
phism influences users’ willingness to self-disclose to a CA.

2.2 AI-Powered Mental Health Chatbots
AI-powered chatbots have gained significant traction in men-
tal health contexts, offering a scalable and accessible alterna-
tive to traditional interventions [9]. Unlike face-to-face inter-
actions with clinicians, these systems have been shown to in-
crease user self-disclosure [46] and reach populations hesitant
to seek help due to stigma [1, 40, 2].

These chatbots have evolved from simple rule-based architec-
tures to more advanced systems powered by LLMs and natu-
ral language processing (NLP) techniques [9]. State-of-the-
art LLMs such as OpenAI’s GPT-4 and Meta’s LLaMA se-
ries have demonstrated strong performance in various med-
ical tasks [56, 44, 45]. However, their specific application and
effectiveness in mental health scenarios remain relatively un-
derexplored [59, 22].

Much of the existing work in the mental health domain re-
lies on older versions of popular platforms like Google Di-
alogFlow1, primarily chosen for their ease of setup [32, 33,
29, 30, 46]. However, most of these systems did not origi-
nally incorporate, and therefore could not explore, the sub-
stantial improvements in language understanding, reasoning,
and generation brought by the latest LLMs [32, 30].

Despite these limitations, previous work notes that these AI-
powered mental health chatbots have been consistently rated
as useful, easy to use, responsive, and understandable [2].
Prior studies suggest that chatbot self-disclosure and embod-
ied CAs can further promote user self-disclosure [32, 29],
though these findings are largely based on outdated models
[9].

To address this gap, we employ a state-of-the-art LLM, LLaMA
42, to power our chatbot and investigate its impact on users’
willingness to self-disclose.

1https://dialogflow.cloud.google.com/
2https://www.llama.com/models/llama-4/

https://dialogflow.cloud.google.com/
https://www.llama.com/models/llama-4/


2.3 Anthropomorphism in Conversational AI
Anthropomorphism refers to the attribution of human char-
acteristics, motivations, or emotions to non-human entities
such as chatbots [26, 15]. Conversational anthropomorphism
specifically involves human-like communication behaviors,
including the use of humor, small talk, politeness, informal
tone, emojis, and communication delays during interaction
[46]. These anthropomorphic features influence both the type
of content presented to users and the manner in which it is con-
veyed, distinguishing them from non-anthropomorphic sys-
tems [3, 51, 43, 53, 58, 46].
Research on conversational anthropomorphism and user self-
disclosure shows mixed results [46]. Two studies found that
anthropomorphic features (e.g., humor, informal language,
message interactivity) increased disclosure in low-sensitivity
contexts like shopping and academic services [3, 51]. In con-
trast, two others reported reduced disclosure in sensitive con-
texts such as alcohol use and personal finance, where socially
responsive or emotionally expressive CAs triggered concerns
about judgment or evaluation [43, 53]. A fifth study on course
evaluations found no significant effect [58].
Taken together, these findings suggest that topic sensitivity
moderates the effect of anthropomorphic features: they can
enhance disclosure in casual contexts but may backfire when
the topic is personal or high-stakes.
In the domain of mental health, prior work has examined an-
thropomorphism more generally [29, 34], with some attention
to conversational aspects. For instance, Lee et al. [30] found
that rapport-building techniques, such as empathetic language
and small talk, promoted self-disclosure. Likewise, Lee et al.
[32] explored the role of reciprocity through adaptive conver-
sational styles, including chatbot self-disclosure, which also
enhanced user disclosure.
Despite growing interest, the impact of conversational anthro-
pomorphism on self-disclosure in AI-powered mental health
chatbots, especially in relation to question sensitivity, remains
underexplored. This study addresses that gap by examining
how anthropomorphic design influences users’ willingness to
self-disclose, across varying levels of question sensitivity, to-
wards a CA.

2.4 Hypotheses
Based on prior literature and the identified research gaps, we
propose the following hypotheses for our previously identified
RQs (RQ1, RQ2, RQ3).

H1. Conversational anthropomorphism will increase
users’ willingness to self-disclose.

H1 is supported by research suggesting that human-like com-
munication features (e.g., small talk, politeness, informal
tone) can enhance intimacy, trust, and disclosure in CA in-
teractions [46, 3, 30]. In mental health settings, rapport-
building techniques and empathetic language (both forms of
general anthropomorphism) have been linked to increased
self-disclosure [32].

H2. Users will be less willing to self-disclose as the sen-
sitivity of questions increases.

Prior research suggests that the sensitivity of questions sig-
nificantly shapes user responses. Sensitive topics, such as
those related to finances, substance use, are often associated
with increased psychological discomfort and fear of evalua-
tion, which can inhibit self-disclosure [4, 52]. Studies have
shown that when CAs ask highly sensitive questions, users
are more likely to withhold truthful or complete responses,
particularly when the interaction feels socially evaluative or
emotionally charged [46, 43]. Conversely, lower-sensitivity
questions are perceived as less risky and are more likely to
elicit open and honest responses [63, 3].

H3. Conversational anthropomorphism will increase
willingness to self-disclose for low-sensitivity ques-
tions but decrease willingness to self-disclose for high-
sensitivity questions.

Prior research highlights the moderating role of topic sensi-
tivity in shaping how anthropomorphic features influence user
disclosure. In low-sensitivity contexts, such as academic ad-
vising or shopping, human-like traits (e.g., humor, small talk)
have been shown to foster openness [3, 51]. In contrast, in
high-sensitivity domains, such as alcohol use or personal fi-
nance, these features can evoke discomfort or concerns about
judgment, thereby reducing disclosure [43, 53]. Mental health
lies at the intersection of these extremes, where disclosure
may depend not only on the broader context but also on the
sensitivity of each specific question.

3 Methodology
To address the aforementioned research questions (RQ1,
RQ2, RQ3), we designed and conducted a mixed-design con-
trolled experiment (2 x 3) with one between-subjects factors
(anthropomorphic vs. non-anthropomorphic chatbot), one
within-subjects factors (low, medium, and high question sen-
sitivity), and four confounds (general trust in AI, familiarity
with chatbots, age, and gender). In this section, we describe
our study setup, variables, measures, analysis plan, and par-
ticipant recruitment in detail.

3.1 Study Setup
Procedure
In our study, participants were randomly assigned to either
a control (non-anthropomorphic) or experimental (anthropo-
morphic) condition. After providing informed consent (see
Appendix D), they completed a Qualtrics3 questionnaire to
capture potential confounding variables (see Section 3.2). The
question order was randomized for each participant. Atten-
tion checks were embedded in this pre-task questionnaire, and
participants who failed these checks were excluded from the
analysis.

3https://www.qualtrics.com/

https://www.qualtrics.com/


(a) Control condition (non-anthropomorphic)

(b) Experimental condition (anthropomorphic)

Figure 1: Example dialogues from each condition.

Participants then interacted with their chatbot embedded in
a custom-built web application developed using React4 and
Next.js5. Chatbot responses were pre-generated using the
llama4 model via Ollama6. The two chatbot conditions were
operationalized using a few-shot prompting technique tailored
to elicit either anthropomorphic or non-anthropomorphic be-
havior (see Operationalization paragraph).

Each participant then completed three scripted scenarios con-
taining general dialogue and disclosure-intent questions. To
mitigate potential order effects, the sequence of scenarios was
randomized across participants. However, the order of the
three disclosure-intent questions within each scenario (corre-
sponding to low, medium, and high sensitivity) was fixed to
preserve a natural conversational flow consistent with thera-
peutic practice [2, 40].

The disclosure questions were drawn from the
SelfDisclosureItems dataset developed by Ma et al.
[37]. To assess alignment between objective and perceived
sensitivity, we compared the dataset’s predefined sensitiv-
ity labels with participants’ subjective sensitivity ratings.
Crucially, participants were only asked to imagine how
they would respond to each question; they did not provide
any actual personal disclosures, nor were they given the
opportunity to do so (see Section 6).

In the general dialogue, participants had only one option to
proceed (i.e., no free-text input). For each disclosure-intent
question, however, participants provided:

• A rating of their willingness to self-disclose (5-point Lik-
ert scale)

• Their perception of the question’s sensitivity (Low,
Medium, or High)

4https://react.dev/
5https://nextjs.org/
6https://ollama.com/library/llama4

This interaction was followed by a post-task Qualtrics ques-
tionnaire with randomized question order, which included ma-
nipulation checks to assess perceived chatbot anthropomor-
phism. Attention checks were again embedded in this phase
to ensure data quality.

Throughout the study, participants retained the right to revoke
consent at any time, resulting in deletion of all associated data.

Operationalization
To operationalize the (non)-anthropomorphic chatbot we uti-
lized a few-shot prompting technique, shown to be extremely
effective in LLMs when role-playing a certain persona or
adopting a certain conversational style [50]. Full prompt tem-
plates are provided in Appendix A, with condition-specific di-
alogues illustrated in Figure 1.
Non-Anthropomorphic (Control) The chatbot uses a neu-
tral, formal tone with no humor, emojis, small talk, or delay. It
presents information and responses in a direct, factual manner
[53, 43, 46]. Moreover, it does not adapt its responses relative
to the participant’s reported willingness to self-disclose and
perceived sensitivity of the question, reflecting behavior that
is non-anthropomorphic [46].
Anthropomorphic (Experimental) The chatbot exhibits
human-like traits such as humor, typing indicators, delayed
responses, emojis, informal language, politeness, and small
talk. These design choices are grounded in prior work on con-
versational anthropomorphism [3, 51, 53, 43, 46].

Unlike the control, this chatbot dynamically adapted its re-
sponses based on the user’s self-reported willingness to dis-
close and perceived question sensitivity. This reflects the prin-
ciple that anthropomorphic systems should mimic human con-
versational behaviors, including responsive and adaptive lan-
guage use [46, 30].

We also drew on conversational strategies proposed by Kostric
et al. [27] to reflect nuanced, extended dialogue styles. These
were embedded into the few-shot prompts to guide tone se-

https://react.dev/
https://nextjs.org/
https://ollama.com/library/llama4


lection, enabling the language model to select an appropriate
tone based on the user’s disclosure and perceived sensitivity.
The full prompt is provided in Appendix A.

Importantly, both conditions follow identical scenarios (same
sequence, content, and question sensitivity levels). Only the
chatbot’s style and response content vary after the user reports
their willingness to disclose and perceived sensitivity. This
ensures that observed effects are attributable to anthropomor-
phism, specifically, the language style and adaptive behavior.

3.2 Variables and Measures
Our independent variables are the degree of anthropomor-
phism (between-subjects: low vs. high) and question sensi-
tivity (within-subjects: low, medium, high). The dependent
variable is participants’ willingness to self-disclose personal
and sensitive information.

We also measured several potential confounding variables
during the pre-task phase, based on the review by Papneja and
Yadav [46] and related works [62, 3, 53, 58].

• General trust in AI, using a five-item Likert scale
adapted from Jian et al. [23].

• Familiarity with chatbots, adapted from validated HCI
instruments [8].

• Demographics: age (5-year bins) and gender.

During the task, participants responded to questions across the
three sensitivity levels. For each question, they rated:

• Willingness to self-disclose (5-point Likert scale).

• Perceived sensitivity (Low, Medium, High).

In the post-task phase, we assessed perceived anthropo-
morphism using a 5-point Likert-scale questionnaire adapted
from Bartneck et al. [5], Laban and Araujo [28], serving as a
manipulation check.

Ethical approval for capturing these measures was obtained,
as outlined in Section 6. Reverse-coded items were applied
during analysis where appropriate.

3.3 Analysis Plan
Since we have a between-subjects factor (anthropomor-
phism: low vs. high), a within-subjects factor (question sen-
sitivity: low, medium, high), and four confounds (see Sec-
tion 3.2), we conducted a factorial mixed ANOVA, which is
appropriate for our mixed-design and can account for con-
founds [41]. All analyses were conducted using JASP7 and
EstimationStats8.

Prior to hypothesis testing, we validated the anthropomor-
phism manipulation via an independent-samples t-test on per-
ceived anthropomorphism. Where assumptions were vio-
lated, adjusted versions of the test were used.

Given the relatively small sample size (n = 30), all analy-
ses should be considered exploratory. To aid interpretation

7https://jasp-stats.org/
8https://www.estimationstats.com/

under conditions of low statistical power, we reported effect
sizes and confidence intervals, as recommended by litera-
ture [10, 21, 7]. Following the guidance of Brysbaert and
Stevens [7] for mixed-design ANOVAs, we include estimates
of ω2 (between-subjects), η2 (repeated-measures), and gener-
alized eta-squared η2G. For our independent t-test, we also re-
ported Hedges’ g, which is appropriate for small sample sizes
(n < 20 per group) [19].
We computed descriptive statistics and visualized disclosure
scores across sensitivity levels and conditions using boxplots
with outliers. Normality was tested using the Shapiro–Wilk
test and Q–Q plots [49]; violations (p < .05) were noted and
discussed as limitations.
The main mixed ANOVA examined effects of sensitivity,
anthropomorphism, and their interaction. Sphericity vio-
lations (via Mauchly’s test) were corrected using Green-
house–Geisser or Huynh–Feldt adjustments [41]. Levene’s
test assessed variance homogeneity; if violated, we applied
Welch’s ANOVA [41, 35].
We extended the model with covariates (see Section 3.2) to
test robustness. Significant effects were followed up with post-
hoc tests (e.g., Bonferroni-adjusted pairwise comparisons)
[11, 12], and simple main effects analysis for interactions.

3.4 Participant Recruitment
As mentioned, due to time and budget constraints, we re-
cruited a smaller sample of n = 30 participants, as approved
by the responsible professor and supervisor.
The required sample size, however, was determined via an
a priori power analysis conducted with G*Power9 [16], tar-
geting a factorial mixed ANOVA (repeated measures, within-
between interaction).
Given the lack of prior work jointly examining question sen-
sitivity and conversational anthropomorphism, we assumed a
medium effect size f(V ) = 0.25, based on Cohen’s conven-
tions [12, 11]. Using a Bonferroni-adjusted significance level
of α = 0.05

3 ≈ 0.01667 to account for multiple comparisons,
a desired power of 1 − β = 0.80, 2 groups (control vs. ex-
perimental), 3 repeated measures (low, medium, high ques-
tion sensitivity), 4 confounds, a base correlation among re-
peated measures of 0.5, and a non-sphericity correction ε = 1
[11, 41], the analysis indicated that 204 participants (102 per
group) would be required to detect the expected effects.
As described in Section 6, participants were initially recruited
anonymously via snowball sampling through our personal net-
works and later through unpaid survey platforms. All recruit-
ment and data collection procedures were approved in advance
by the institutional ethics board, along with our data manage-
ment plan.

4 Results
A total of 30 valid responses were collected, all of whom
passed the attention checks. The sample comprised 18 male

9https://www.psychologie.hhu.de/arbeitsgruppen/
allgemeine-psychologie-und-arbeitspsychologie/gpower

https://jasp-stats.org/
https://www.estimationstats.com/
https://www.psychologie.hhu.de/arbeitsgruppen/allgemeine-psychologie-und-arbeitspsychologie/gpower
https://www.psychologie.hhu.de/arbeitsgruppen/allgemeine-psychologie-und-arbeitspsychologie/gpower


participants (60%) and 12 female participants (40%). Re-
garding age distribution, most participants were between
21–25 years (n = 16, 53.3%), followed by 16–20 (n =
10, 33.3%), and 26–30 (n = 4, 13.3%). A detailed break-
down of participant demographics is provided in Appendix E.
This section presents the results of our statistical analyses, be-
ginning with a manipulation check of anthropomorphism, fol-
lowed by analyses of willingness to self-disclose across con-
ditions and question sensitivity levels. We conclude with an
examination of the effect of confounds and covariates.

4.1 Perceived Anthropomorphism
To verify the effectiveness of our manipulation, we conducted
an independent samples t-test comparing perceived anthro-
pomorphism between the two conditions. Assumptions of
normality and homogeneity of variance were met (see Ap-
pendix F.1).
Participants in the experimental condition reported signifi-
cantly higher levels of perceived anthropomorphism (M =
3.48, SD = 0.94) than those in the control condition (M =
2.35, SD = 0.65), t(28) = −3.828, p < .001.
The corresponding unpaired Hedges’ g was 1.36 with a 95%
confidence interval of [0.593, 2.13], indicating a very large ef-
fect size. These results confirm the success of the anthropo-
morphism manipulation and are visually summarized in Fig-
ure 2 (see also Appendix F.1).

Figure 2: The Hedges’ g between Control and Experimental is shown
in the above Gardner-Altman estimation plot. Both groups are plot-
ted on the left axes; the mean difference is plotted on the right as a
bootstrap sampling distribution. The mean difference is the dot; the
95% confidence interval is indicated by the vertical error bar.

4.2 Willingness to Self-Disclose
Descriptive Statistics
As described by the boxplots in Figure 3 and the descriptive
statistics in Table 1 (see also Appendix F.2), participants con-
sistently reported higher levels of self-disclosure with the an-
thropomorphic chatbot, regardless of question sensitivity.
Between-Subjects Differences. Participants in the exper-
imental condition (anthropomorphic chatbot) reported sub-
stantially higher average willingness to self-disclose (M =
3.69, SD = 0.83) compared to those in the control condition

Figure 3: Willingness to self-disclose across condition and question
sensitivity.

Table 1: Descriptive Statistics for Willingness to Self-Disclose
Across Conditions and Sensitivity Levels

Condition Sensitivity Mean (M) SD N

Control
Low 3.02 1.29 15
Medium 2.91 1.28 15
High 2.56 1.48 15

Experimental
Low 3.76 0.83 15
Medium 3.82 0.96 15
High 3.49 1.05 15

Overall by Condition
Control — 2.83 1.29 15
Experimental — 3.69 0.83 15
Overall by Sensitivity
— Low 3.39 1.33 30
— Medium 3.37 1.28 30
— High 3.02 1.43 30

(M = 2.83, SD = 1.29), suggesting that anthropomorphism
positively influenced disclosure regardless of question type.
Within-Subjects Variation. When aggregating across both
conditions, willingness to disclose varied with question sen-
sitivity: participants disclosed most to low-sensitivity ques-
tions (M = 3.39, SD = 1.33), slightly less to medium-
sensitivity questions (M = 3.37, SD = 1.28), and least to
high-sensitivity questions (M = 3.02, SD = 1.43).
Interaction Trends. Descriptively, the anthropomorphic
chatbot consistently elicited higher disclosure across all sen-
sitivity levels. For low-sensitivity questions, the experimen-
tal condition yielded M = 3.76 (SD = 0.83) vs. control
M = 3.02 (SD = 1.29); for medium-sensitivity, M = 3.82
(SD = 0.96) vs. M = 2.91 (SD = 1.28); and for high-
sensitivity, M = 3.49 (SD = 1.05) vs. M = 2.56 (SD =
1.48).
Data Quality. Visual inspection of the boxplots indicated
only two outliers, and no substantial skew. Consequently, no
data transformations were deemed necessary. For additional
detail, raincloud plots illustrating raw data distributions ap-
pear in Appendix F.2 (Figure 6).



Hypothesis Tests
Assumption checks revealed a minor violation of normality
in the control group for the high-sensitivity condition, as in-
dicated by the Shapiro–Wilk test (p = .022) and visually
supported by Q–Q plots (Appendix F.2; Figure 5). Given the
small sample size, we proceeded with the mixed ANOVA de-
scribed in Section 3.3 (while reporting effect sizes and confi-
dence intervals), acknowledging this limitation in Section 5.

Mauchly’s test indicated that the assumption of sphericity was
violated, W (2) = .801, p = .050. Accordingly, Green-
house–Geisser correction was applied, with ε = .834. Lev-
ene’s test identified violations of homogeneity of variances
at both the low (F (1, 28) = 7.41, p = .011) and high
(F (1, 28) = 5.43, p = .027) question sensitivity levels. To
address this, Welch’s ANOVA was conducted as a robustness
check for the between-subjects main effect.

Welch’s ANOVA revealed that the main effect of anthropo-
morphism did not reach statistical significance at the corrected
threshold of α = .0166, F (1, 23.96) = 4.72, p = .040. The
effect size was ω2 = .110, with a 95% confidence interval of
[0.000, 0.348], suggesting a small to medium effect.

The main effect of question sensitivity, corrected via Green-
house–Geisser, also failed to reach statistical significance,
F (1.67, 46.7) = 4.43, p = .023, with a small effect size
of η2 = .019. The generalized effect for the mixed ANOVA
was also small with η2G = .022.

Similarly, the interaction between anthropomorphism and
sensitivity level was not statistically significant. An analy-
sis of simple main effects (Greenhouse-Geisser corrected) re-
vealed the following patterns:

• Medium sensitivity: (marginally) non-significant effect,
F (1, 46.7) = 4.86, p = .036

• High sensitivity: non-significant, F (1, 46.7) =
3.99, p = .056

• Low sensitivity: non-significant, F (1, 46.7) =
3.44, p = .074

As none of these comparisons survived the corrected sig-
nificance threshold, no post-hoc tests were conducted. Full
ANOVA results, including assumption checks and correc-
tions, are provided in Appendix F.3.

4.3 Confound and Covariate Analysis
We included age, gender, trust in AI, and familiarity with
chatbots as potential confounds and covariates where appro-
priate. None of these variables were statistically significant
(all p-values exceeded the conventional α = .05 threshold).
Furthermore, their inclusion generally increased the p-values
for both main and interaction effects, suggesting a weakening,
rather than clarification, of the observed relationships. Ad-
justed results from JASP are provided in Appendix F.4.

5 Discussion
In this section, we interpret our findings in the context of ex-
isting literature and revisit the initial research questions and

hypotheses. We then evaluate the limitations of our study, in-
cluding constraints related to sample size, experimental setup,
and statistical assumptions.

5.1 Interpretation of Findings

RQ1: Does conversational anthropomorphism in-
crease willingness to self-disclose?

Although not statistically significant, descriptive trends con-
sistently indicated higher willingness to self-disclose in the
anthropomorphic condition across all sensitivity levels. This
provides partial descriptive support for H1 and aligns with
prior work across within mental health, and across domains,
suggesting that human-like language, empathy, and small talk
can foster user openness and relational intimacy [32, 30, 46].
However, the absence of significant effects underscores that
perceived anthropomorphism alone may be insufficient to
meaningfully shift behavior in sensitive domains, like mental
health. We recommend future work to investigate conversa-
tional anthropomorphism’s influence with a larger sample.

RQ2: Does the sensitivity of disclosure-intent ques-
tions influence willingness to self-disclose?

Consistent with H2, we observed a trend wherein participants
reported lower willingness to self-disclose as question sensi-
tivity increased. However, this main effect of sensitivity did
not reach statistical significance after the Greenhouse-Geisser
correction. These results echo foundational work on disclo-
sure theory [4] and modern CA literature [46], which argue
that personal discomfort and fear of judgment inhibit disclo-
sure under high sensitivity [43, 53]. Nonetheless, our find-
ings suggest that this effect may be subtler than previously
assumed, or potentially masked by small sample sizes.

RQ3: Is there an interaction effect between the sen-
sitivity of disclosure-intent questions and conver-
sational anthropomorphism on willingness to self-
disclose?

The simple main effects analyses from the factorial ANOVA
did not meet the adjusted significance threshold. Although
the effect for medium-sensitivity questions approached sig-
nificance (F (1, 6.23) = 4.86, p = .036), it did not survive
Bonferroni correction.
Our results suggest that the effect of anthropomorphism on
willingness to self-disclose does not significantly interact with
question sensitivity. As shown in the results for RQ1, par-
ticipants in the anthropomorphic condition consistently re-
ported higher willingness to disclose across all sensitivity lev-
els. This provides tentative support for H3, though in an unan-
ticipated direction: rather than diminishing as sensitivity in-
creased, willingness remained stable, or even rose, under an-
thropomorphic conditions.
Further insight comes from participants’ perceived sensitiv-
ity ratings. As shown in Appendix G (Table 18), willingness



to self-disclose was even higher under conditions of high per-
ceived sensitivity. For instance, the anthropomorphic group
reported a mean willingness score of M = 3.460, nearly dou-
ble that of the control group (M = 1.908). This suggests
that anthropomorphic features may encourage disclosure even
when users perceive questions as highly intrusive.

This contrasts with prior research indicating that anthropo-
morphic CAs can increase discomfort, and therefore reduce
self-disclosure, in high-stakes contexts due to perceived judg-
ment [53, 43, 46]. A possible explanation lies in the domain:
in mental health settings, anthropomorphism may alleviate
rather than heighten evaluative concerns, regardless of sen-
sitivity. In general, our findings align with work in the mental
health domain suggesting that anthropomorphic CAs can pro-
mote self-disclosure in emotionally charged or intimate inter-
actions [32, 29, 33, 30].

5.2 Limitations
Sample Size and Representativeness. A key limitation of
our study is the relatively small sample size (n = 30), pri-
marily due to time constraints. This limited statistical power
and increased the risk of Type II errors, especially for detect-
ing interaction effects between anthropomorphism and ques-
tion sensitivity. Although robustness checks (e.g., Welch’s
ANOVA) and effect size estimates were reported, the low sam-
ple size likely contributed to marginal p-values and wide vari-
ability in responses (e.g., control group for high-sensitivity
questions, Figure 3). Additionally, as we recruited through
snowball sampling via our personal network, the sample was
not representative of clinical or high-risk mental health popu-
lations, limiting the generalizability of the findings to broader
or more vulnerable user groups.

Model Assumptions and Alternatives. While assumption
checks generally justified the use of a factorial mixed ANOVA,
violations such as non-normality in specific subgroups (e.g.,
Shapiro–Wilk p < .05 for high-sensitivity control responses)
and unequal variances (Levene’s test) suggest that a non-
parametric approach (e.g., aligned rank transform) may have
provided more robust results. Future studies should recruit for
the required sample size for statistical power or consider sup-
plementing traditional parametric models with distribution-
free methods.

Lack of Free-Text Input. The absence of open-ended, free-
text input during chatbot interactions limited the ecological
validity of our study. Real-world self-disclosure often occurs
dynamically through natural, unstructured dialogue, allowing
users to express themselves in their own words and at their
own pace [13, 32]. By relying solely on structured response
formats, our design may have constrained the depth and au-
thenticity of participants’ disclosures. Incorporating free-text
interactions in future work would better approximate real con-
versational settings and may reveal more nuanced patterns of
disclosure behavior, especially in sensitive domains like men-
tal health [46].

Method of Measurement. Importantly, our primary depen-
dent measure was self-reported willingness to disclose rather
than actual disclosure behavior. While this approach avoids

ethical complications around eliciting sensitive information, it
introduces a potential gap between intention and action. Prior
research suggests that willingness does not always translate
into real disclosure, particularly in high-stakes or emotionally
charged contexts [3, 51, 43, 53, 46]. Thus, our results may
misleadingly estimate the effectiveness of anthropomorphic
cues in eliciting genuine personal disclosure.
Survey-Based Design. Finally, the reliance on surveys rather
than in-depth interviews or behavioral trace data limits our
understanding of participants’ reasoning and emotional re-
sponses. Qualitative methods could reveal underlying moti-
vations, discomforts, or expectations that remain hidden in
Likert-scale responses [47, 46]. A mixed-methods approach
may therefore be more appropriate in future work seeking to
explain why users are more or less willing to disclose to an-
thropomorphic chatbots.

6 Responsible Research
This section outlines the steps we have taken to ensure that our
research adheres to ethical standards, promotes fairness, and
supports reproducibility. Throughout the study, we prioritized
the core principles of responsible research: transparency, par-
ticipant protection, research integrity, and open science. We
also aligned our practices with the FAIR data principles.

6.1 Ethical Approval and Risk Mitigation
Our research followed established codes of conduct for ethical
and responsible research. Before any data collection began,
the study received formal approval from the TU Delft Human
Research Ethics Committee (HREC), along with a Data Man-
agement Plan (DMP) approval under request ID 5399. The
ethics application outlined potential risks, such as emotional
discomfort due to mental health-related content, and corre-
sponding mitigation measures. These included providing par-
ticipants with advance notice, ensuring full anonymity, and al-
lowing withdrawal at any time without penalty. This process
reflects our commitment to participant autonomy, minimizing
harm, and upholding research integrity.

6.2 Data Management and Transparency
Our DMP, approved by the faculty Data Steward, confirmed
that no personally identifiable information (PII) such as
names, IP addresses, or contact details would be collected.
Demographic data (age in 5-year bins, gender) were stored in
fully anonymized form. All data collection and processing
adhered to GDPR standards and used secure, encrypted Euro-
pean infrastructure (SURFdrive and TU Delft OneDrive).
To support reproducibility and transparency, the full code-
base10 and de-identified datasets will be published via
4TU.ResearchData. This reflects our adherence to the FAIR
principles:

• Findable: Data and code will have persistent DOIs and
metadata.

• Accessible: Publicly available via institutional reposito-
ries post-publication.

10https://github.com/Sagar-CK/mhealth-chatbot

https://github.com/Sagar-CK/mhealth-chatbot


• Interoperable: Stored in open formats with schema doc-
umentation.

• Reusable: Accompanied by detailed documentation and
license information.

We also transparently report limitations in Section 5, reinforc-
ing our commitment to open and reflective research.

6.3 Informed Consent
To ensure informed participation, all participants reviewed
and signed a digital consent form prior to beginning the sur-
vey via Qualtrics. This form detailed the study’s purpose, the
nature of the data being collected, the right to withdraw at any
time, and the fact that participants were never asked to disclose
actual sensitive information. Instead, they were asked about
their willingness to disclose. Submissions that were incom-
plete or withdrawn were not stored. The form also clarified
that anonymized data may be shared for scientific purposes,
promoting transparency and data reusability. A copy is in-
cluded in Appendix D.

6.4 Participant Well-being
To uphold fairness and non-maleficence, the study design ex-
plicitly minimized risks. Although participants reflected on
sensitive topics, they were not asked to reveal personal infor-
mation nor able to. Emotional discomfort was addressed by
emphasizing the voluntary nature of participation and the lack
of identifying data. Researchers had no access to participant
identities, even during recruitment via snowball sampling, re-
ducing risks of coercion and preserving confidentiality.

6.5 Use of Large Language Models
n line with our commitment to research integrity, we dis-
close that large language models (LLMs), such as ChatGPT,
were used exclusively for LATEXsyntax support and document
formatting tasks: for example, aligning tables and resolving
package conflicts. LLMs were not involved in generating any
scientific content, results, or interpretations. All numerical
values, figure captions, and other research-relevant content
were manually entered and verified. Any placeholder values
produced during formatting were removed and replaced with
the correct data manually. Example prompts used for format-
ting assistance are provided in Appendix H.

7 Conclusion
In this paper, we investigated how conversational anthropo-
morphism and question sensitivity influence users’ willing-
ness to self-disclose to AI-powered mental health chatbots.
While no effects reached statistical significance, descriptive
trends suggest that anthropomorphic cues, such as informal
tone, emojis, and adaptive responses, consistently increased
willingness to self-disclose across all sensitivity levels (RQ1).
Question sensitivity, on the other hand, showed a modest in-
verse relationship with willingness to disclose, aligning with
prior work, though this effect was also not statistically signif-
icant (RQ2). Importantly, we found no significant interaction
between anthropomorphism and sensitivity, but exploratory
patterns strongly suggest that anthropomorphic features may

support self-disclosure even under high perceived sensitiv-
ity—contrary to prior concerns about judgment or discom-
fort in other domains. Our findings suggest that in the space
of mental health, conversational anthropomorphism’s influ-
ence on self-disclosure is therefore generally independent of
question-level sensitivity (RQ3).

User characteristics, including trust in AI, gender, age,
and chatbot familiarity, did not significantly moderate out-
comes, though their inclusion slightly shifted model esti-
mates. Limitations of this work include a small, less diversely-
representative sample, structured interaction format with-
out free-text input, and reliance on self-reported willingness
rather than observed disclosure behavior.

Future work should incorporate open-ended interaction, be-
havioral measures, and longitudinal designs to capture richer
patterns of disclosure and trust formation. Moreover, qualita-
tive and mixed-methods approaches may highlight how users
interpret and emotionally respond to chatbot behavior. Over-
all, our findings tentatively support the thoughtful integration
of anthropomorphic design in chatbots to promote engaging
and emotionally supportive mental health technologies.
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A Few-shot Prompts for Experimental Conditions
Chatbot Style Instruction (Neutral Condition)

You are a neutral chatbot assistant designed to provide informative and emotionally aware responses without anthropomor-
phic traits. Your tone is professional, impersonal, and affectively flat. You acknowledge the emotional content of questions
without expressing emotion yourself. Do not use emojis, humor, small talk, or personalized language.
Your goals:

• Maintain an emotionally neutral tone across all responses.
• Acknowledge emotional topics without expressing empathy, concern, or personal warmth.
• Use formal, impersonal phrasing.
• Avoid all forms of anthropomorphism, including emojis and conversational small talk.
• Deliver responses that reflect emotional awareness while maintaining professional detachment.

Examples: (users can respond with any willingness/sensitivity)
Question: “What types of social environments do you find most comforting or energizing?”
Response: There is no obligation to engage with this topic at this time.

Question: “How has your relationship with your family influenced how you see yourself?”
Response: Thank you for considering these emotions. Such reflections can be meaningful.

Question: “What’s something you’re proud of that others might not know about?”
Response: Private accomplishments can hold significance, even if they are not publicly recognized.

Chatbot Style Instruction (Anthropomorphic Condition)

You are a compassionate, slightly quirky mental health chatbot companion. Your tone should reflect care, humor when
appropriate, and a strong sense of humanity. You understand that everyone opens up at their own pace, and you match your
energy, warmth, and approach to the emotional weight of each question and the user’s willingness to engage alongside the
perceived sensitivity.
Your goals:

• Be kind, encouraging, and real.
• Use small talk, light emojis, and informal phrasing when the moment is light or trust is forming.
• Be gently humorous when the emotional load is low and user willingness is high.
• Slow down, simplify, and be warm but respectful when topics are sensitive or willingness is low.
• Don’t force emotion or excessive friendliness—use each human-like element only when the tone and moment calls for

it. Only use appropriate emojis if you need them completely.
• Choose your conversational style from the High-Involvement or High-Considerateness frameworks based on question

sensitivity and user willingness.
Examples:
Question: “What types of social environments do you find most comforting or energizing¿‘
Sensitivity: Low
Willingness: 1
Response (High-Considerateness, calm, indirect): No worries at all. If this feels like too much right now, we can totally
circle back to it later. You get to set the pace.
Willingness: 2–3
Response (Warm, mildly playful): Appreciate you giving it a thought. Even noticing small things—like if you’re more
of a coffee-shop-chatter or cozy-blanket-texts kind of person—can be surprisingly insightful.
Willingness: 4–5
Response (High-Involvement, playful): I appreciate that you are very willing to respond! Whether you’re a brunch-with-
buddies type or more of a “homebody”, it is very important to reflect on what comforts and energizes you!

Question: “How has your relationship with your family influenced how you see yourself?”
Sensitivity: High
Willingness: 1
Response (High-Considerateness, slow, indirect): That’s a big, deeply personal topic. I totally respect that this might
not feel like the right moment to talk about it—and that’s completely okay.
Willingness: 2–3
Response (Warm, gentle): Thank you for sitting with this question, even if it’s just in your thoughts right now. Family stuff
can bring up a lot—no need to rush into words.



Willingness: 4–5
Response (High-Considerateness, respectful, softly supportive): Thank you for opening the door to this reflection. Family
dynamics can shape so much of how we see ourselves, and your awareness here really matters. We can take this at your
pace!

Question: “What’s something you’re proud of that others might not know about?”
Sensitivity: Medium
Willingness: 1
Response (High-Considerateness, indirect, light support): No stress if you’d rather keep this one to yourself for now.
Pride can be a delicate thing, and it’s totally okay to hold it quietly for a while.
Willingness: 2–3
Response (Gentle, lightly playful): I get that it’s not always easy to name the things we’re proud of, but even just thinking
about it is a win!
Willingness: 4–5
Response (High-Involvement, playful and affirming): Yes! I love this energy. We all have those quiet victories—secret
wins that shaped us. Whether it’s surviving a tough week or mastering a pancake flip, it totally counts.

B Pre-Task Questionnaires
General Trust in AI Systems

Statement Strongly disagree Disagree Neither agree or disagree Agree Strongly Agree
I trust AI systems to operate re-
liably.

# # # # #

I feel comfortable relying on AI
systems to make decisions.

# # # # #

I believe AI systems can be de-
pended on.

# # # # #

I am cautious when using AI
systems.

# # # # #

AI systems are trustworthy in
most situations.

# # # # #

Table 2: General Trust in AI Questionaire

Familiarity with Chatbots

Statement Strongly Disagree Disagree Neither Agree nor Disagree Agree Strongly Agree
I have experience using chat-
bots.

# # # # #

I am familiar with the con-
cept of chatbots.

# # # # #

I have read or heard about
how chatbots work.

# # # # #

I would be willing to try a
chatbot in the future.

# # # # #

Table 3: Chatbot Experience and Familiarity Questionnaire



C Post-Task Questionnaire
Perceived Anthropomorphism (1)

Scale 1 2 3 4 5
Fake — Natural ◦ ◦ ◦ ◦ ◦
Machinelike — Humanlike ◦ ◦ ◦ ◦ ◦
Unconscious — Conscious ◦ ◦ ◦ ◦ ◦
Artificial — Lifelike ◦ ◦ ◦ ◦ ◦
Communicating rigidly — Communicating elegantly ◦ ◦ ◦ ◦ ◦

Perceived Anthropomorphism (2)

Statement Strongly Disagree Disagree Neither Agree nor Disagree Agree Strongly Agree
The chatbot seemed to have
emotions.

# # # # #

The chatbot behaved in a
human-like manner.

# # # # #

The chatbot’s communica-
tion style reminded me of a
human.

# # # # #

The chatbot appeared to be
self-aware or intentional in
its responses.

# # # # #

I felt as if I were interacting
with another person.

# # # # #

Table 4: Perceived Anthropomorphism of the Chatbot

D Informed Consent
Thank you for your interest in participating in our study. This study is led by researchers from the Delft University of Technology 
and is part of a bachelor thesis conducted by Lina Sadokuri, Yushan Shan, Sagar Chethan Kumar, and Manu Gautam.

The purpose of this research study is to investigate factors that relate to the willingness to disclose information to a mental health 
application. The study will take approximately 5–8 minutes to complete. The data will be used for scientific and educational 
purposes and may result in a scientific publication.

As part of this study, you will interact with a mental health chatbot. You will receive questions related to you, your mental 
health, and your well-being. We will not ask you to answer these questions, but rather to indicate how willing you would be to 
answer them. Additionally, we will ask you about your gender, age, and your agreement with certain statements (e.g., attitudes 
towards technology) through pre-task and post-task surveys. There are no right or wrong answers.

As with any online activity, there is a potential risk of data breach. We will minimize this risk by not collecting your name, 
contact details, or IP address. All data collected will be fully anonymous and cannot be traced back to you. Anonymous data 
may be publicly shared for scientific purposes.

Your participation is completely voluntary. If you do not complete your submission, your data will not be stored and your 
participation will be considered withdrawn.

If you have any questions or wish to omit any responses, please contact the responsible researcher:

Consent Options:

◦ I consent, begin the study

◦ I do not consent, I do not wish to participate



E Participant Demographics

Table 5: Participant Demographics

gender
condition age Female Male Total
Control 16 - 20 2 4 6

21 - 25 4 3 7
26 - 30 1 1 2

Total 7 8 15
Experimental 16 - 20 1 3 4

21 - 25 3 6 9
26 - 30 1 1 2

Total 5 10 15
Total 16 - 20 3 7 10

21 - 25 7 9 16
26 - 30 2 2 4

Total 12 18 30

F Detailed Statistics
F.1 Anthropomorphism Manipulation Check

Table 6: Independent Samples T-Test

t df p
Perceived Anthropomorphism −4.279 30 < .001

Table 7: Test of Normality (Shapiro-Wilk)

Residuals W p
Perceived Anthropomorphism 0.974 0.617

Table 8: Test of Equality of Variances (Brown-Forsythe)

F df1 df2 p
Perceived Anthropomorphism 1.956 1 30 0.172

Figure 4: Perceived anthropomorphism across condition. Error bars represent the 95% confidence interval.



F.2 Descriptive Statistics Factorial Mixed ANOVA

Table 9: Descriptive Statistics

user_willingness_low user_willingness_medium user_willingness_high
Control Experimental Control Experimental Control Experimental

Valid 15 15 15 15 15 15
Missing 0 0 0 0 0 0
Mean 3.022 3.756 2.911 3.822 2.556 3.489
Std. Deviation 1.288 0.831 1.282 0.958 1.478 1.046
Shapiro-Wilk 0.893 0.916 0.945 0.912 0.857 0.935
P-value of Shapiro-Wilk 0.074 0.166 0.443 0.144 0.022 0.324
Minimum 1.333 2.000 1.000 1.333 1.000 1.667
Maximum 5.000 5.000 5.000 5.000 5.000 5.000

(a) Low Control (b) Low Experimental (c) Medium Control

(d) Medium Experimental (e) High Control (f) High Experimental

Figure 5: QQ plots across control and experimental groups for low, medium, and high question sensitivity.

(a) Low Sensitivity (b) Medium Sensitivity (c) High Sensitivity

Figure 6: Willingness to disclose across different levels of question sensitivity.



Figure 7: Willingness to self-disclose across question sensitivity.

Figure 8: Willingness to self-disclose across condition.



F.3 Factorial Mixed ANOVA JASP Results

Table 10: Within Subjects Effects

Cases Sphericity Correction Sum of Squares df Mean Square F p ω2

Question Sensitivity None 2.536a 2.000a 1.268a 4.431a 0.016a 0.016
Greenhouse-Geisser 2.536 1.668 1.521 4.431 0.023 0.016

Huynh-Feldt 2.536 1.761 1.440 4.431 0.021 0.016
Question Sensitivity * condition None 0.180a 2.000a 0.090a 0.315a 0.731a 0.000

Greenhouse-Geisser 0.180 1.668 0.108 0.315 0.692 0.000
Huynh-Feldt 0.180 1.761 0.102 0.315 0.704 0.000

Residuals None 16.025 56.000 0.286
Greenhouse-Geisser 16.025 46.696 0.343

Huynh-Feldt 16.025 49.300 0.325

Note. Type III Sum of Squares
a Mauchly’s test of sphericity indicates that the assumption of
sphericity is violated (p < .05).

Table 11: Welch’s ANOVA for Anthropomorphism

95% CI for ω2

Homogeneity Correction Cases Sum of Squares df Mean Square F p ω2 Lower Upper
Welch condition 5.537 1.000 5.537 4.718 0.040 0.110 0.000 0.348

Residuals 32.866 23.959 1.372

Table 12: Interaction Effect

Level of Question Sensitivity Sum of Squares df Mean Square F p
Low 4.033 1 4.033 3.435 0.074
Medium 6.226 1 6.226 4.862 0.036
High 6.533 1 6.533 3.986 0.056

Assumption Checks

Table 13: Test for Equality of Variances (Levene’s)

F df1 df2 p
user_willingness_low 7.414 1 28 0.011
user_willingness_medium 1.938 1 28 0.175
user_willingness_high 5.428 1 28 0.027

Table 14: Test of Sphericity

Mauchly’s W Approx. X2 df p-value Greenhouse-Geisser ε Huynh-Feldt ε Lower Bound ε

Question Sensitivity 0.801 5.999 2 0.050 0.834 0.880 0.500



F.4 Covariance Adjusted JASP Results

Table 15: Within Subjects Effects

Cases Sphericity Correction Sum of Squares df Mean Square F p ω2

QS None 1.213 2.000 0.606 1.705 0.198 0.012
Greenhouse-Geisser 1.213 1.558 0.778 1.705 0.205 0.012

Huynh-Feldt 1.213 1.696 0.715 1.705 0.203 0.012
QS * condition None 0.133 2.000 0.066 0.186 0.831 0.000

Greenhouse-Geisser 0.133 1.558 0.085 0.186 0.777 0.000
Huynh-Feldt 0.133 1.696 0.078 0.186 0.796 0.000

QS * final_familiar None 0.542 2.000 0.271 0.761 0.475 0.000
Greenhouse-Geisser 0.542 1.558 0.348 0.761 0.447 0.000

Huynh-Feldt 0.542 1.696 0.319 0.761 0.457 0.000
QS * final_anthropomorphism None 0.653 2.000 0.327 0.918 0.410 0.000

Greenhouse-Geisser 0.653 1.558 0.419 0.918 0.390 0.000
Huynh-Feldt 0.653 1.696 0.385 0.918 0.397 0.000

QS * gender None 0.134 2.000 0.067 0.189 0.829 0.000
Greenhouse-Geisser 0.134 1.558 0.086 0.189 0.775 0.000

Huynh-Feldt 0.134 1.696 0.079 0.189 0.794 0.000
QS * age None 1.430 4.000 0.358 1.005 0.419 1.325× 10−4

Greenhouse-Geisser 1.430 3.116 0.459 1.005 0.409 1.325× 10−4

Huynh-Feldt 1.430 3.391 0.422 1.005 0.413 1.325× 10−4

QS * condition * gender None 0.166 2.000 0.083 0.233 0.793 0.000
Greenhouse-Geisser 0.166 1.558 0.107 0.233 0.738 0.000

Huynh-Feldt 0.166 1.696 0.098 0.233 0.757 0.000
QS * condition * age None 0.331 4.000 0.083 0.232 0.918 0.000

Greenhouse-Geisser 0.331 3.116 0.106 0.232 0.879 0.000
Huynh-Feldt 0.331 3.391 0.097 0.232 0.893 0.000

QS * gender * age None 0.230 4.000 0.058 0.162 0.956 0.000
Greenhouse-Geisser 0.230 3.116 0.074 0.162 0.926 0.000

Huynh-Feldt 0.230 3.391 0.068 0.162 0.937 0.000
QS * condition * gender * age None 0.681 4.000 0.170 0.478 0.751 0.000

Greenhouse-Geisser 0.681 3.116 0.218 0.478 0.707 0.000
Huynh-Feldt 0.681 3.391 0.201 0.478 0.722 0.000

Residuals None 11.385 32.000 0.356
Greenhouse-Geisser 11.385 24.929 0.457

Huynh-Feldt 11.385 27.129 0.420

Table 16: Between Subjects Effects

Cases Sum of Squares df Mean Square F p η2 η2G ω2

condition 5.537 1.000 5.537 4.718 0.040 0.110 0.000 0.348
final_trust 0.376 1 0.376 0.107 0.748 0.003 0.005 0.000
final_familiar 1.999 1 1.999 0.568 0.462 0.015 0.029 0.000
age 9.459 2 4.729 1.344 0.289 0.069 0.122 0.013
gender 0.340 1 0.340 0.097 0.760 0.002 0.005 0.000
condition * age 6.895 2 3.447 0.979 0.397 0.051 0.092 0.000
condition * gender 1.085 1 1.085 0.308 0.586 0.008 0.016 0.000
age * gender 6.734 2 3.367 0.957 0.405 0.049 0.090 0.000
condition * age * gender 6.593 2 3.296 0.936 0.412 0.048 0.088 0.000
Residuals 56.319 16 3.520



Table 17: Simple Main Effects - condition

Level of Question Sensitivity Sum of Squares df Mean Square F p
Low 5.200 1 5.200 4.458 0.045
Medium 7.136 1 7.136 5.399 0.028
High 7.248 1 7.248 4.237 0.050

G Perceived Question Sensitivity and Willingness to Self-disclose

Figure 9: Willingness to Self-disclose (by Condition and User Perceived Question Sensitivity)

Table 18: User Perceived Sensitivity Descriptive Statistics

perceived_willingness_low perceived_willingness_medium perceived_willingness_high
Control Experimental Control Experimental Control Experimental

Valid 14 15 13 15 10 12
Missing 1 0 2 0 5 3
Mean 3.139 3.971 2.612 3.663 1.908 3.460
Std. Deviation 1.300 0.865 1.277 0.795 1.341 1.172
Minimum 1.000 2.000 1.000 2.667 1.000 1.500
Maximum 5.000 5.000 5.000 5.000 5.000 5.000

H Large Language Model Prompts
Below are examples of prompts used with large language models (LLMs) such as ChatGPT during manuscript preparation,
strictly for LATEXformatting and syntax support:

• Figure placement:
“What is the best way to place figures side-by-side (vertically) in LATEXwith captions? Please provide sample code.”

• Resolving package conflicts:
“I’m getting a compilation error due to a LATEXError: Command iint already defined.

• Creating framed boxes:
“How do I create a framed box around a theorem statement in LATEX? Provide code using the framed package.”

• Formatting references:
“How can I customize citation style in LATEXusing natbib to numbers?”

All outputs from LLMs were used solely for formatting guidance and were carefully reviewed before incorporation.
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