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Tiger got to hunt,
Bird got to fly;

Man got to sit and wonder, ’Why, why why?’

Tiger got to sleep,
Bird got to land;

Man got to tell himself he understand.

the Books of Bokonon
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When we take a shower, make coffee, drive a car, use a computer, travel by train,
or use a phone; all the time we use some sort of energy. Without sources of energy
modern life would be impossible, and with the further development of the world the
amount of energy used by humans continues to increase [1]. Currently, almost all the
energy used in the world is generated by fossil fuels, which has led to a large increase
in CO2-concentration in the earth’s atmosphere. The high CO2-concentration causes
an enhanced greenhouse effect, leading to an increase in global temperature, rising
sea levels, and changing weather patterns all over the world [2]. In the coming century
the combination of these effects will considerably change the environment, plants, and
animals among which we live.
In order to prevent these changes (as much as possible) the Paris climate agreement
has been made. The aim of this agreement is to limit the temperature increase to 1.5◦C
above pre-industrial levels [2], which, hopefully, is enough to keep the climate changes
due to the greenhouse effect manageable. Ultimately, this will require the world to
produce all the energy from sources which do not cause CO2-emissions. This can be
done by harvesting energy from processes powered by the earth (geothermal power),
moon (tidal power), sun (biomass, solar-, wind- and hydro-power), supernovas (which
form the heavy nuclei required for nuclear fission), or by using the same energy source
as stars (nuclear fusion).
Currently the global energy use is approximately 17 terawatt (15*1017 Watt-hour per
year), and shifting the energy production of the entire world to renewable sources
will require a huge effort. But considering that 17 terawatt is less than 0.02% of the
amount of energy the earth receives from solar radiation [3], and considering that other
processes can also be used to produce energy, this is definitely possible.

1.1. The need for batteries
Changing to sustainable energy will require a lot of changes. The way of generating
electricity must change; but the fuels used to power cars, trucks and other mobile
applications must also be replaced. And simply generating all the required electricity
is not necessarily enough. The fluctuating nature of many sustainable energy sources
throughout the day and year [3], in combination with the variable demand of electricity,
will also make storage of the produced energy a necessity.
For day-night cycles and grid balancing, devices which can react quickly to a change
in supply and demand are needed, for which capacitors and batteries are a good option
[4]. The large scale energy storage necessary to cope with the seasonal changes in
supply and demand is not feasible using current battery technology, because of the high
price per kWh of current batteries [3]. Cheaper options for energy storage, which are
also easily scalable, are therefore necessary. The development of very cheap batteries
might solve this problem, but converting electricity to a liquid fuel will probably be a
better solution [5].
For mobile applications different considerations play a role, and other properties are
required for such an energy storage device. The most important requirements are a high
volumetric and gravimetric (weight) energy density; otherwise the energy source will
be too large or too heavy, making it impossible to carry it around, and thus ill-suited
for mobile applications. Different energy storage technologies are being developed for
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mobile applications, such as bio-fuels, hydrogen fuel cells, batteries, and capacitors.
Which of these technologies is the best will depend on the application, location, price,
and how each of the technologies will develop in the future.
Currently, of the above mentioned energy storage technologies batteries are most
widely used. They are used for powering almost all small mobile devices, such as cell
phones and laptops. At the same time the use of batteries in transport applications is
growing rapidly [6], and the first aeroplanes powered by batteries are being developed
[7].
All the different applications mentioned will put distinct demands on a battery. For
large-scale storage the price of batteries (Wh/e) will be most important, while small
electronic devices require small batteries (Wh/L), for transport applications weight
(Wh/kg) will be an important factor, and car-owners demand batteries which can charge
quickly. While factors such as safety, efficiency and life-time will also play a role in
deciding which battery is best suited for a certain application.
The many different applications for batteries have led to a large range of materials

Figure 1.1: Battery chemistries currently being developed [6].

and types of batteries being investigated, most of which are shown in Figure 1.1. Each
type of battery and material has its own advantages and disadvantages, making them
suitable for different kinds of applications.
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The range of demands on batteries means that there will not be a single type of battery
which can cater to all the different requirements, so it is likely that in the future several
different types of batteries will be used alongside each other. Predicting which battery
type will be successful is nearly impossible, as all have their merits, and future success
will strongly depend on the further development of each type. However, we can be
sure that some of the batteries shown in Figure 1.1 will find widespread application,
while others might never leave the research stage.
But before looking at future developments, first let’s have a look at the history and
working principles of batteries.

1.2. History of batteries
In the year 1800 Allessandro Volta reported on a device which could generate a con-
stant flow of electricity [8], which became known as the voltaic pile. This invention
was the first electrical battery. It consisted of a copper and zinc plate, between which
an acidic solution was placed [6]. Placing an acidic solution between the metal plates
was the essential step which lead to Volta’s breakthrough, since this allowed zinc
and hydrogen ions to move from the zinc plate to the copper plate. This enabled the
electrochemical reaction in this battery, which involves the dissolving of zinc-ions, and
the formation of hydrogen gas or copper oxide.1 The movement of ions between the
electrodes allows for the transfer of electrons through an external circuit, or in other
words, electricity!
Scientists were enthusiastic about Volta’s invention since it was the first device capable
of delivering a constant flow of electricity. Many experiments which were impossible
before now became possible, and the knowledge about electricity and related phe-
nomena quickly increased during the 19th century [9]. Around 1830 this led to the
invention of several electric motors and generators [10], which in 1835 made the con-
struction of the first electric vehicle possible, although on model scale, by professor
Stratingh in the Dutch city of Groningen [10].
The large interest in the battery invented by Volta caused improvements to be made
quickly, by using different materials and improved designs. In 1854 an important type
of rechargeable battery was invented by Wilhelm Josef Sinsteden [6]: the lead-acid
battery. A few years later an improved design by Gaston Raimond Planté lead to the
first commercially viable lead-acid battery [6], which has been widely used since then.
Over the next century hundreds of combinations of materials were tested for batteries
[11]. The most successful combinations were Ni-Fe, Ni-Cd, Zn-MnO2 and nickel-metal
hydride (Ni-MH), each having their own advantages and drawbacks.
A big step forward in battery technology was made when the Li-ion battery was com-
mercially introduced by Sony in 1991 [6]. The high voltage of Li-ions allowed for
an energy density of 200 Wh/L at the cell level, which is twice as high as lead-acid
batteries [12]. The higher energy densities made it possible to power mobile electronic
devices using a battery, thus enabling the development of mobile phones, laptops, etc.
1Although Volta’s invention did what he intended, it was unknown to him that an electrochemical reaction
was occurring in the device he made, or even that the movement of ions was happening. Volta believed
that the electricity was generated by the contact tension at the interface of the two metals [8], but this
theory was proven wrong years later.
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In turn, the widespread use of these devices gave a strong incentive to further improve
Li-ion batteries, and the energy density at the cell level has increased to nearly 700
Wh/L in current batteries [6].
With the advent of electric vehicles, the incentive to improve Li-ion batteries will grow
further, considering that electric cars typically have a battery pack of tens of kilowatt
hours, which is equal to a couple of thousand mobile phone batteries. Currently, the
amount of Li-ion batteries used for the production of electric vehicles is already equal
to the amount of Li-ion batteries used for electronic devices [6], even though electric
vehicles are still a rare sight on the road. When electric cars, buses, and trucks become
more common the amount of required batteries will increase rapidly.
To enable the storage of electrochemical energy required for these applications study-
ing the fundamental aspects of materials and energy is necessary. Via a thorough
investigation of the fundamental aspects, the problems facing current battery technol-
ogy can be understood, and ideas can be developed to make further improvements.

1.3. Working principles of batteries
Batteries store electrical energy via a chemical reaction, and by reversing the chem-
ical reaction the stored electrical energy can be used to power electrical devices.2
As shown schematically in Figure 1.2, this is done by transporting a certain atomic
species, lithium in Li-ion batteries, between two materials. The flow of atoms from

Figure 1.2: Schematic picture of a battery.

2Capacitors work in a similar manner as batteries, but the ions and electrons are stored at the surface of a
material, while in batteries the ions and electrons chemically react with a material. Storing the ions and
electrons at the surface of a material has the benefits of short charging times and a high power output,
but the downsides are a lower voltage and lower energy density.
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one material to another is caused by the difference in chemical potential, which is a
measure for the ’eagerness’ of atoms to be in a certain place.3
In a charged battery the ions and electrons are in the material with the highest chem-
ical potential (lowest voltage), commonly known as the anode material, but they would
rather be in the material with the lower chemical potential (higher voltage), which is
commonly referred to as the cathode material. When the two materials are in contact
with each other, the ions and electrons will flow towards the material with the lower
chemical potential, similar to water flowing downhill. This reaction will occur sponta-
neously, so making a direct contact between the two electrode materials is equal to
creating a short circuit, and does not give electric power which can be used to light a
bulb, for example.
To make a battery work, a third material is therefore necessary: the electrolyte. The
electrolyte allows ions to flow through it, but blocks the flow of electrons. By placing
an electrolyte between the two electrodes the electrons must go through the external
circuit to make the chemical reaction happen, enabling use of the electron’s energy to
power electrical devices or light a bulb, as shown schematically in Figure 1.2.
The amount of energy, which can be stored in a battery, is determined by the differ-
ence in chemical potential, and the amount of electrons which can be transferred from
the anode to the cathode. The difference in chemical potential determines how much
energy can be extracted from each electron, measured in Volts, which depends on the
combination of materials used for the anode and the cathode. The amount of electrons
being transferred defines the capacity of the battery, and is typically reported in mil-
liampere hours per gram (mAh/g).
When the chemical potential of the two electrodes is equal, the flow of electrons
and ions will stop. For primary (non-rechargeable) batteries this is the end of the
story. Secondary batteries, more commonly known as rechargeable batteries, can be
recharged. This is done by applying an electrical force using an external circuit,4
which pushes the ions and electrons towards the anode material.

Unfortunately, the battery described so far is an idealisation. In reality, a differ-
ence in chemical potential is not necessarily enough to make atoms move from the
anode to the cathode. This is caused by several hurdles which the atoms have to
overcome when moving between the electrodes.
In order to leave the anode, the atom first has to move towards the surface of the anode
material, then separate into an ion and an electron, after which the electron needs to
reach the current collector connected to the external circuit, and the ion has to move
through the electrolyte. On the other electrode, all these steps need to be traversed
in reverse to make the battery work correctly.
When the battery is charged and the electrical circuit is closed, all these steps will
occur spontaneously, lowering the chemical potential as thermodynamic principles dic-
tate. But spontaneous does not mean instantaneous. If the atoms could move infinitely

3The thermodynamic definition of the chemical potential of an atomic species is: the rate of change of the
free energy of a system as a function of the number of atoms added to a system.

4At least until photo-rechargeable batteries [13] have overcome the challenges currently associated with
them.



1.3. Working principles of batteries

1

7

fast such a naive picture would be correct. But each of the hurdles described above
slows an atom down. This is because on the atomic scale the chemical potential is not
flat, as shown schematically in Figure 1.3, energy barriers need to be overcome during
each step. Around room temperature the activation energy necessary to cross these

Figure 1.3: Schematic picture of the energy landscape on the atomic scale around the electrode-electrolyte
interface.

barriers is, usually, higher than the kinetic energy of the average atom, so the crossing
of a barrier is a relatively rare event. Luckily, an atom typically attempts to cross a
barrier roughly 1013 times a second [14], so within one second it is still likely that an
atom crosses many barriers. However, the finite speed of atoms can limit the amount
of ions which can be transported through a battery within a certain time, leading to
kinetic limitations in a battery, which must be taken into account when determining
how fast a battery can be (dis)charged.
The number of ions being transported through the battery can be controlled via the
electronic current drawn from the battery. At low currents the spontaneous movements
of ions might be enough to supply the amount of current demanded, and the resistance
of the battery will be negligible. When demanding higher currents this will not be the
case, and an extra force will be required to overcome the resistance caused by all the
energy barriers. This extra force is known as the overpotential, and leads to a lower
output voltage of the battery, thus lowering the power output of a battery.
Each process in a battery contributes to the total overvoltage, so many different battery
properties can affect its performance [15–17]. Material properties such as the particle
size, electronic and ionic conductivity of the used materials, as well as electrode prop-
erties like the porosity (the amount of ’empty’ space) and tortuosity (a measure for the
average curvature of the diffusion paths), and external factors such as temperature and
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the applied C-rate.5

The perfect battery?
To see how to make the perfect battery let’s consider the properties of a perfect
battery: small, lightweight, with a high capacity and long cycle-life, consisting
of cheap and abundantly available materials, able to charge fast, and very safe.
Clearly, this is a long list of demands, and whether it is possible to make a
battery which satisfies all these criteria simultaneously is doubtful.
For example, how can a small, fast charging battery with a high capacity be
made? A fast charging battery can be made using several approaches: thin
electrodes can be used, the porosity of the electrodes can be made high, or
electrode particles can be nano-sized. All of these three approaches allow for
fast ionic diffusion through the battery, making fast charging possible. But, all
these approaches also reduce the volumetric capacity of the battery, and the
same amount of power will thus require a larger battery. By using approaches
opposite to the ones mentioned above, a battery with a high volumetric capacity
can be constructed, but this one can not be charged quickly.
In practice compromises thus have to be made between the different demands,
after which a battery can be designed with the most suitable properties. The
’best’ battery can then be made, which is ’perfect’ for the chosen application.

To make the optimal battery a lot of research is being performed. New battery
materials are being discovered [18–21], while known ones are being improved through
nano-sizing [22–25], doping [26–28] and improved synthesis procedures [29, 30]. At
the same time, in situ methods are being developed [31] to study the complex interplay
between the different processes occuring in a battery, allowing for a better under-
standing and improved battery designs [32].
Complementary to experiments, computational studies are playing an increasingly im-
portant role in battery research. Using simulations, a large amount of possible battery
designs can be compared [33], making optimisation efforts more focused. Computa-
tional studies can also be used to easily sample a broad range of possibly interesting
materials [34, 35] to determine which ones are most promising. Furthermore, computa-
tional studies lead to insights into atomic scale processes [36, 37] which are difficult to
investigate experimentally. Using models to investigate batteries and materials thus
enables a better understanding and allows more focused experimental efforts.
Several models have been developed to simulate an entire battery [38–41], which make
it possible to study the complex interplay between processes in a battery. Using a bat-
tery model, the processes limiting a battery’s performance can be determined, showing
which improvements will be most successful, or enabling battery management systems
to prevent the circumstances under which problems might occur.
Unfortunately, the battery models presented in literature use one or more parameters

5The C-rate is used to describe the amount of time in which a battery is completely (dis)charged. It is
defined as the reciprocal of the number of hours it takes to (dis)charge the full capacity of a battery, thus
C/5 equals a complete (dis)charge in 5 hours, 1C in one hour, and 2C in half an hour.
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which are fitted to experimental data. Since it is questionable whether values of fitted
parameters have a physical meaning, or just fit a particular set of experiments,6 using
a model with fitted parameters to predict battery behaviour is therefore questionable
[16]. When modelling a battery which is similar to those of the fitted experiments
under similar conditions, the model will probably give satisfactory results. But under
different conditions, or with different battery properties, the results become unreliable
[16]. To be sure that the model is correct under the modelled conditions, the fitted
parameters must be redetermined, which will require new experiments. However, this
undermines the ultimate goal of a model, namely predicting the outcomes of (possible)
experiments.
Since a battery’s behaviour can be described using thermodynamic principles, it
should be possible to construct a model without fitted parameters, if all relevant
effects are properly taken into account. To determine whether this assumption is
correct, in Chapter 2 a model is developed in which all parameters depend on ma-
terial properties, thus removing the need for fitted parameters.
The material chosen for the thermodynamic model was TiO2-anatase, a material which
has been well studied for over 20 years. The large amount of literature available
on TiO2-anatase made all the necessary parameters available in literature, and gave
ample experimental results for comparison between the model and experiments. This
example shows that fitted parameters are not necessary when making a battery model,
thus improving the reliability of battery models.

1.4. All-solid-state batteries
One of the many kinds of batteries currently being investigated are all-solid-state
batteries (ASSB’s). In comparison to conventional batteries, the main difference of
ASSB’s is that the liquid electrolyte is replaced by a solid electrolyte. In this way the
most volatile component of a battery is removed, thus significantly increasing battery
safety [43–45]. When a battery consists entirely of solid state materials, the packag-
ing of a battery can also be simplified, as shown in Figure 1.4. As a consequence,
less packaging is required for the same amount of active material, and ASSB’s are
therefore expected to have a higher volumetric energy density than current batteries
[43, 46]. Besides increased safety and energy density ASSB’s are also expected to
have the benefits of a longer cycle life [45, 47, 48], more flexibility in designs [44],
and higher voltages through the use of high voltage electrode materials and Li-metal
anodes [45, 46].
The increased volumetric energy density and safety of ASSB’s are especially interest-
ing for mobile applications and electric cars. Toyota plans to use ASSB’s in electric
cars in 2022 [49], and although this may be a bit optimistic, the promises of ASSB’s
are also seen by several other big companies and car manufacturers who have invested

6When using a large number of fitted parameters their physical meaning will become increasingly question-
able, and the likelihood that it is just a set of random parameter values which fits the given experimental
results will increase. For example, the shape of an elephant can be fitted using just four complex numbers,
and by adding a fifth a wiggling trunk can be added [42]. Clearly, the parameters fitting an elephantine
shape do not have any physical meaning, but why would this be different for other parameters fitted to a
certain line/shape?



1

10 1. Introduction

Figure 1.4: Comparison between batterie cells using liquid and solid electrolyte [6].

in ASSB start-ups [46].
However, currently the performance of ASSB’s is poorer than those of batteries using
liquid electrolytes, especially at ’high’ C-rates [50]. For many years the poor high
rate behaviour was attributed to the low ionic conductivity of solid state electrolytes
(SSE’s). However, in recent years a range of SSE’s with ionic conductivities com-
parable to liquid electrolytes have been discovered [43, 45, 50]. High-rate behaviour
comparable to liquid electrolyte batteries might thus be expected of ASSB’s, but this
is not yet the case [48, 51]. Several phenomena have been blamed for the differ-
ence in performance between solid and liquid electrolytes: low contact area at the
electrode-solid electrolyte interface, (electro)chemical reactions at the interface, and
space-charge layers.
One important difference between the two types of electrolyte is that liquid electrolytes
will automatically wet the entire surface of electrode particles, which is not the case for
solid electrolytes. This means that in ASSB’s the amount of contact area between the
electrode and electrolyte is significantly lower, causing larger interface resistances.
Fortunately, several approaches show promise to overcome this problem. Nano-sizing
the electrode and electrolyte material can reduce the interface resistance by an order
of magnitude [51], but applying pressure to the ASSB also increases performance [52],
as well as coating electrode particles with a solid electrolyte [53].
A problem which both solid and liquid electrolytes face is (in)stability at the electrode-
electrolyte interfaces. To have a stable interface at both electrodes, the electrolyte
must be stable in combination with both electrode materials, even when large voltage
differences are present and the ion concentration changes. A property which few of
the currently known solid electrolytes have [35, 54]. Instability at the interfaces will
lead to the formation of solid electrolyte interphases (SEI). Although the formation of
decomposition products is not ideal, SEI layers are not necessarily bad [35], as long
as this layer has a low electronic conductivity in combination with a reasonable ionic
conductivity.
Since the interface stability depends on the materials which can be formed, the stabil-
ity of an electrolyte depends on the electrode material it is in contact with [35, 54] and
the electrode voltage [55]. To further complicate matters, the kinetics of the decompo-
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sition reactions must also be taken into account to predict which materials will form
in the interphase [55]. However, in liquid electrolytes the stability at the electrode
interfaces also used to be a problem, but this has been overcome [56]. Given the large
amount of research on electrode-solid electrolyte interfaces, this problem is also likely
to be overcome.
In literature there is consensus that the two phenomena discussed above play an im-
portant role in the interfacial problems currently facing ASSB’s. A third phenomenon
occurring at the electrode-solid electrolyte interface is the creation of a space-charge
layer. Space-charge layers are caused by the large difference in chemical potential
over the interface, in combination with the (practically) immobile electrons in the solid
electrolyte. This causes ions to transfer over the interface, while the electrons cannot,
leading to an electric field over the interface and changes in the ion concentration.
But whether space-charge layers play a role in ASSB performance is still under de-
bate. Some reports on space-charge layers suggest that they are several micrometres
in thickness [57, 58], which would cause a large interface resistance, and measures to
prevent them would be required. On the other hand, there are also reports that the
space-charge layer is only a few nanometres thick [59, 60], making it unlikely that
they would give a significant contribution to the interface resistance.
To determine whether space-charge layers play an important or negligible role in
ASSB’s, in Chapter 3 a thermodynamic model has been made, which is applied to
several electrode-solid electrolyte combinations. The thickness of the space-charge
layers on the electrode-solid electrolytes interfaces was determined, and the re-
sistance over the space-charge layer is calculated to asses their impact on ASSB
performance.

1.5. Solid state electrolytes
To further develop ASSB’s solid electrolytes (SSE) with suitable properties are of prime
importance. As shown in Figure 1.5, nowadays several classes of solid electrolyte ma-
terials are known that show ionic conductivities in the order of 10−3 Siemens/cm (S/cm)
at room temperature [45, 50], which is comparable to ionic conductivities in currently
used liquid electrolytes. However, for successful ASSB’s the SSE’s must also meet
several requirements related to fabrication, environmental friendliness, and economic
viability of the ASSB. Since the ideal SSE has not been discovered yet, research in
this area remains important.

Unfortunately, recently it has been shown that there is a correlation between high
ionic mobility and low electrochemical stability [61], which implies that creating a very
stable, highly conductive SSE will be difficult. But luckily, a solid electrolyte can
also be successful if its decomposition products are stable, have a reasonable ionic
conductivity and a low electronic conductivity [35], similar to the functioning of solid-
electrolyte interphase (SEI) layers at electrodes in liquid electrolytes. It is essential
to improve understanding of which properties of SSE’s govern high ionic conductivity,
otherwise research will be grasping in the dark.
It is clear that an essential feature for fast ion diffusion is an energy landscape which
is as flat as possible, preferably in combination with a high ion concentration, which
gives a material with high ionic conductivity. But how such a material can be obtained
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Figure 1.5: Li-ion conductivities of materials from several classes of solid state electrolytes [45].

remains vague. Over the years many material properties have been proposed as pre-
dictors for high ionic diffusivity, such as low-energy phonons [62], the polarisability
of the rigid lattice [63], lattice volume [45], the percentage of empty Li-sites [64], and
many others.
Although most of these predictors have their merits, and have increased the under-
standing of factors impacting high ionic conductivity, they are certainly not perfect.
In the argyrodites [65] for example, crystalline Li6PS5Cl and Li6PS5Br show Li-ion
conductivities of 7*10−4 S/cm, while a value of 5*10−7 S/cm is measured for crys-
talline Li6PS5I. A thousandfold difference, even though the crystal structures of these
materials are practically similar, iodine has a higher polarisability and larger volume
than the other two, the phonon properties are comparable [66], and the percentage of
empty Li-sites is equal. The processes causing high ionic conductivity are thus not
completely understood yet, and further studies into the mechanisms remain necessary.

Since ionic conduction is caused by processes on the atomic scale, atomistic simu-
lations are a perfect tool for understanding ionic diffusion, and what causes the orders
of magnitude difference in conductivity within a class of SSE’s. Furthermore, atomic
scale simulations allow great control over the structure of the studied materials, and
easy manipulation of the structure. This makes studying a range of structures compu-
tationally much easier than experimentally, and new structures can easily be made to
verify a hypothesis on how to improve a material.
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A complicating factor when studying diffusion in SSE’s is the high concentration of dif-
fusing atoms, in β-Li3PS4 for example it is 31 mol/L (or equivalently: 19 Li-ions/nm3).
With so many atoms moving around in close proximity, complex interactions and dif-
fusion behaviour are to be expected. And it has been shown that diffusion can involve
collective jumps [67] or lattice vibrations [64], both of which are caused by the inter-
actions between atoms.
To study diffusion in SSE’s molecular dynamics (MD) simulations are therefore an
ideal tool, because all possible motions of atoms, and interactions between them, are
naturally included. A prerequisite for studying atomic motion is that the atomic motion
under study occurs on the time-scale and temperature which is simulated. Luckily for
MD simulations, in typical solid electrolytes the ionic diffusion is fast and the ion
concentration is high. Usually MD simulations of short time-scales (approximately
100 picoseconds) and small systems (approximately 1 nm3) at ’moderate’ temperatures
(300-700 K) thus suffice to obtain useful information about ionic diffusion in SSE’s.
The short times and small size of the simulations allow the use of density functional
theory (DFT) to calculate the forces between atoms. This has the advantage that the
electronic structure of the material is taken into account, giving more reliable results
than methods which do not calculate the electronic structure.
In Chapter 4 the sodium ion solid electrolyte Na3PS4 is investigated using DFT
MD simulations. Analysis of MD simulations gives an understanding of the origin of
fast Na-diffusion in the cubic and tetragonal phase, based on which possible ways
of improving the Na-conductivity are investigated.
The large differences in Li ion conductivity of the argyrodite solid electrolytes is
investigated in Chapter 5. The diffusion paths in the different structures are vi-
sualised, clearly revealing the origin of the large differences in Li-ion conductivity.
Possibilities for further improving the argyrodite solid electrolytes are then explored
based on these results.
The analysis method developed for MD simulations in Chapters 4 and 5 is further
expanded upon in Chapter 6. The presented method is generally applicable to the
analysis of MD-simulations of solid electrolytes, and it can be used to obtain ac-
tivation energies, attempt frequencies, diffusion paths and several other properties
related to ionic diffusion. As an example, Li-ion conductivity in β-Li3PS4 is investi-
gated. This example shows how the analysis method can be applied to gain a better
understanding of ionic diffusion in SSE’s, and how this can lead to improvement of
the material.
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The improvement of Li-ion battery performance requires development of models that
capture the essential physics and chemistry in Li-ion battery electrode materials.
Phase-field modelling has recently been shown to have this ability, providing new
opportunities to gain understanding of these complex systems. In this paper a novel
electrochemical phase-field model is presented that captures the thermodynamic and
kinetic properties of lithium-insertion in TiO2-anatase, a well-known and intensively
studied Li-ion battery electrode material. Using a linear combination of two regular
solution models the two phase transitions during lithiation are described as lithiation
of two separate lattices with different physical properties.
Previous elaborate experimental work on lithiated anatase TiO2 provides all param-
eters necessary for the phase-field simulations, giving the opportunity to gain funda-
mental insight in the lithiation of anatase and validate this phase-field model. The
phase-field model captures the essential experimentally observed phenomena, ratio-
nalising the impact of C-rate, particle size, surface area, and the memory effect on
the performance of anatase as a Li-ion battery electrode. Thereby a comprehensive
physical picture of the lithiation of anatase TiO2 is provided.
The results of the simulations demonstrate that the performance of anatase is limited
by poor Li-ion diffusion in the Li1TiO2 phase at the surface of the particles. Unlike
other electrode materials, the kinetic limitations of individual anatase particles limit
the performance of full electrodes. Hence, rather than improving the ionic and elec-
tronic network in electrodes, improving the performance of anatase TiO2 electrodes
requires preventing the formation of a blocking Li1TiO2 phase at the surface of parti-
cles.
Additionally, the qualitative agreement of the phase-field model, containing only pa-
rameters from literature, with a broad spectrum of experiments demonstrates the ca-
pabilities of phase-field models for understanding Li-ion electrode materials, and its
promise for guiding the design of electrodes through a thorough understanding of
material properties and their interactions.

2.1. Introduction
High energy densities realised by Li-ion batteries have enabled mobile applications
scaling from mobile phones, tablets, and laptops, up to electrical vehicles. The appli-
cation of batteries in electric vehicles in particular has driven the demand for faster
and more efficient electricity storage. Different mechanisms may limit battery per-
formance [1–3]: the electronic wiring in the electrodes, ionic transport through the
electrolyte, the charge transfer reaction, and the solid state transport process. Which
of these mechanisms is limiting depends on the applied current and the morphology of
the electrodes [3].
To understand the complex interplay of the processes in batteries and to enable im-
proved battery design, various models have been developed [4–10]. Using these models
it is possible to design better battery management systems [4], decrease charging times
[5], estimate the effect of side-reactions on performance [6], and study what limits the
performance of a battery [7].
The challenge for models describing batteries is taking into account microscopic pro-
cesses, such as phase transitions and interfaces, in combination with macroscopic phe-
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nomena such as many particle effects [11] and charge transport. The non-equilibrium
conditions in complete electrodes will lead to macroscopic gradients in diffusing species,
and the associated potential gradients can change phase-transition kinetics, as has
been demonstrated for LiFePO4 [11]. Even when a model is obtained which reasonably
describes the processes, it often involves a number of unknown physical parameters,
which require fitting to experimental data. Although this may result in an appropriate
model for conditions similar to those of the fitted experimental data, extrapolation to
other operating conditions is uncertain [2], making accurate model validation under
different conditions vital.
The introduction of phase-field modelling to the battery field [9, 12–14] has enabled
accurate prediction of the phase transitions both in individual electrode particles and
multi-particle systems [11] representing entire electrodes. This is computationally
feasible because the phase-interface is taken implicitly into account [9], making it un-
necessary to evaluate the phase transition kinetics in every position in an electrode
particle.
Using phase-field models for LiFePO4 the observed decreasing miscibility and spin-
odal gap in nano-particles [15] has been explained [13, 16], the observed transition
from a first order phase transition to a solid solution reaction at high overpotentials
[17, 18] has been predicted, and the transition from particle-by-particle to a con-
current mechanism was predicted [11] consistent with observations [19]. Recently a
three-dimensional phase-field model has been presented for LiFePO4 [16], and crack
formation and the effects this causes have also been incorporated [20].
The phase-field method has also been used to describe the lithiation of graphite elec-
trodes [21, 22], requiring the introduction of two first-order phase-transformations,
which is relatively straight forward in a phase-field model, resulting in good agree-
ment with experiments [21].
These results demonstrate the success of phase-field modelling of battery electrodes,
and anatase TiO2 is another ideal candidate for applying phase-field modelling. It has
been extensively studied for more than two decades, in which all parameters required
for the phase-field model have been measured experimentally. This will allow com-
parison of a parameter free phase-field model towards a broad range of experimental
results available in literature.
Anatase TiO2 is an attractive Li-ion battery electrode material, based on its cheap and
abundant elements, high theoretical capacity of 335 mAh/g, small volume expansion
during lithiation [23], and good electronic conductivity [24]. The TiO2-anatase lattice
consists of stacked one dimensional zigzag chains of TiO6 octahedra sharing distorted
edges, as shown in Figure 2.1. This stacking leads to empty zigzag channels with
octahedral and tetrahedral interstitial sites that can accommodate lithium.
A typical voltage profile for lithiation of anatase is shown in Figure 2.1. At low Li-
concentrations a solid solution is formed (region A), the length of which depends on the
particle size [25–27]. Past the solid solution limit, phase separation occurs, reflected
by the plateau in region B, where half of the octahedral sites are filled to form the
Li-titanate phase (Li0.5TiO2). This is followed by a pseudo-plateau (region C) during
which the remaining octahedral sites are filled, forming Li1TiO2. Even though this
phase transition usually does not show a voltage plateau, it is reported to occur via a
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Figure 2.1: The crystal structure [23] and typical voltage profile of anatase during lithiation.

phase separation mechanism [26, 28].
In bulk anatase roughly 0.6 lithium per formula unit is reversibly inserted in most ex-
periments [26, 27], leading to capacities of approximately 200 mAh/g. However, many
parameters have been shown to affect the capacity drastically, including the prepa-
ration method [29], removing water from the anatase crystals before assembling the
battery [30], the atmosphere during annealing [31], the morphology of the crystals [32],
and the cut-off potential used during cycling [33]. However, the most decisive factor
appears to be the particle size [26, 27, 34, 35]. By nano-sizing anatase particles the
Li1TiO2-phase can be obtained at room temperature, realising the theoretical capacity
of 335 mAh/g [23, 34].
For bulk samples complete lithiation via electrochemical experiments has been re-
ported, but only when kinetic restrictions were removed, either by lithiating at 120◦C
[36, 37], or by allowing the anatase electrode to equilibrate during galvanostatic inter-
mittent titration technique (GITT) measurements [25, 27]. Computational results also
indicate that full lithiation is energetically favourable [28, 38], and attribute the fact
that experimentally only small particles can fully lithiate to the slow Li-diffusion in
the lithium rich phase (LixTiO2, x >0.5) [38, 39], which has also been measured by
NMR spectroscopy [40]. It has been suggested that the slow Li-diffusion makes the
Li1TiO2-layer act as a blocking layer, preventing further lithiation [40].
Despite the large amount of research regarding anatase, a comprehensive explanation
for its complex behaviour during lithiation is absent. In the present study, a phase-
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field model free of fitted parameters for the lithiation of anatase TiO2 is presented,
based on microscopic parameters from the literature, describing both first-order phase-
transitions.
The phase-field model for anatase consistently explains the experimentally observed
phenomena, improving the understanding of TiO2-anatase during Li-intercalation, and
shedding light on the limitations and possibilities for anatase as an electrode mate-
rial. Considering that this is achieved with a model that only contains parameters
from the literature, this provides important validation for the physical foundation of
phase-field modelling, especially considering the complex behaviour of anatase during
lithiation. Furthermore, our work strengthens the background of simulating materials
that undergo multiple phase transitions during lithiation, which poses a considerable
challenge for conventional computational models.

2.2. Phase-field model for anatase
In this section the phase-field model for lithiation in anatase-TiO2 is presented. For
a thorough background on phase-field modelling the reader is referred to several
comprehensive publications [9, 41]. The most important macroscopic output variable
for phase-field modelling of batteries is the measured cell voltage (Vcell) given by:

Vcell =−∆µ
e

+ηcell (2.1)

where ∆µ is the change in chemical potential, e the electron charge, and ηcell is the
total cell overpotential.
The change in chemical potential is the difference in free energy of lithium at the
solid-electrolyte interfaces of the anode and cathode material. For the simulated Li-
metal/anatase system ∆µ is the change in free energy for the reaction:

x Li+TiO2 ←−→ Lix TiO2 (2.2)

Li-metal is defined as the reference electrode, and consequently its chemical potential
is defined as zero. Furthermore, the overpotential of the Li-metal electrode is assumed
to be zero, which appears to be a good approximation given the small overpotentials
experimentally observed for Li-metal electrodes [42]. These simplifications lead to a
phase-field model in which only the lithiation of anatase needs to be taken into ac-
count to describe Vcell.
The two first-order phase-transitions occurring upon lithiation of anatase can be con-
sidered as two independent chemical reactions, since (locally) the two reactions cannot
occur simultaneously, and can therefore be described by two independent lattices hav-
ing their own free energy functional. The first lattice represents the reaction:

TiO2 + 0.5Li+ + 0.5e– ←−→ Li0.5TiO2

and the second lattice represents the reaction:

Li0.5TiO2 + 0.5Li+ + 0.5e– ←−→ Li1TiO2
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Similar to the phase-field model for graphite [43] this requires the introduction of
two parameters (c1 and c2) that describe the Li-concentration in the first and second
lattice, respectively. In both lattices the Gibbs free energy (g (c̃i )) is described by a
Cahn-Hilliard regular solution model [9]:

g (c̃i ) = kBT (c̃i ln(c̃i )+ (1− c̃i ) ln(1− c̃i ))+Ωi c̃i (1− c̃i )+ 1

2

κi

cmax
|∇c̃i |2 + c̃iµ

Θ
i (2.3)

where kB is Boltzmann’s constant, T the temperature in Kelvin, c̃i the normalised
concentration in lattice i (c̃i = ci

cmax
), Ωi the enthalpy of mixing, µΘi the reference

potential versus. Li/Li+, and κi the gradient penalty parameter.
The first term in Equation 2.3 describes the entropy change upon adding Li-ions
(c̃i ) and removing Li-vacancies (1− c̃i ). The enthalpy of mixing (Ωi ) describes the
interactions between Li-atoms in an intercalation material. Positive values for Ωi

correspond to attractive forces between Li-atoms, favouring phase separation into the
end member phase (a Li-rich and a Li-poor phase). The κi -term represents the energy
penalty for the existence of concentration gradients when phase-separation occurs,
with larger values for κi leading to a wider interface region between Li-rich and Li-
poor phases.
Large entropy and κi -terms in Equation 2.3 promote solid solution behaviour, while
a large Ωi -term will promote phase-separation. Which term dominates, and thus
determines the phase-behaviour of a material, not only depends on the values of the
parameters, but also on C-rate, temperature, and particle size [3, 17, 44, 45].
The diffusional chemical potential (µi ) of lithium in anatase is given by the variational
derivative of the free energy with respect to concentration [41]:

µi = ∂gi

∂c̃i
−∇· ∂gi

∂∇c̃i
(2.4)

Using Equation 2.3 this gives:

µi = kBT ln(
c̃i

1− c̃i
)+Ω(1−2c̃i )− κi

cmax
∇2c̃i +µΘi (2.5)

From the diffusional chemical potential the flux of lithium (Fi ) through the particle can
be determined based on the gradient of the diffusional chemical potential (∇µi ) [9]:

Fi =−Mi ci∇µi =−Di cmaxc̃i

kBT
∇µi (2.6)

where Mi is the mobility and Di is the tracer diffusivity.
It is known that the lithium diffusion in TiO2 anatase is dependent on the lithium
concentration, but the effect of the Li-concentration on Li-diffusion is unclear. Papers
with calculations show contradicting results, with some reporting a large [38] or small
[46] increase in activation energy for Li-diffusion with increasing Li-concentration,
while others show a large [47] or small [39] decrease in activation energy at higher
Li-contents. Experiments by Sussman et al. [48] show a decrease in Li-diffusivity with
increasing Li-content, although the magnitude of this effect strongly depends on the
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synthesis procedure.
The simplest approximation for the tracer diffusivity on a lattice is proportional to
the vacancy concentration, Di ∼ (1− ci ), in order to account for site exclusion [9, 14]
and for thermodynamic consistency with binary species mixing [49], but we find that
this model is not able to reproduce the general features of the experimental voltage
profiles. On the other hand, ab initio calculations predict a much stronger concentration
dependence, where the chemical diffusivity drops by many orders of magnitude between
the TiO2-, Li0.5TiO2- and Li1TiO2-phases [38], thus indicating stronger cooperative
diffusion barriers. As a first approximation of such effects, we introduce a simple
power-law correction:

Di = D∗
i

(1− c̃i )

c̃i
(2.7)

where D∗
i is the reference tracer diffusivity in lattice i at ci = 0.5. Despite the unphys-

ical divergence at ci = 0, the diffusivity effectively saturates at realistic values in our
phase-field simulations, since the regular solution model only allows small, but finite,
concentrations. Combining Equations 2.6 and 2.7, the flux of lithium is given by:

Fi =−D∗
i cmax(1− c̃i )

kBT
∇µi (2.8)

which is simply proportional to the vacancy concentration. The implied chemical dif-
fusivity Dchem

i = D∗
i

(
(1−c̃i )

c̃i
−2Ωi (1− c̃i )2

)
, is negative in the spinodal regions of ther-

modynamic instability, while capturing the strongly decreasing trend across the solid
solution phases [38], similar to the experiments of Sussman et al. [48]. We find that
this model is also capable of providing a good fit of the experimental voltage profiles.
Using Equation 2.5 and 2.8 the behaviour of lithium inside anatase particles can be de-
scribed, but to determine the battery voltage and influx of lithium the charge-transfer
reaction at the electrode-electrolyte interface must also be described. This can be
done using the Butler-Volmer equation [41]:

Ii =
k0ne(aO an

e )1−αaαR,i

γ‡
i

(
exp

(
−αeηeff,i

kBT

)
−exp

(
(1−α)eηeff,i

kBT

))
(2.9)

where Ii is the current density in lattice i , k0 the reaction rate constant per surface
area of the particle, α the reaction symmetry factor (assumed to be 0.5), n the number
of electrons participating in the reaction (one in this case), and e the electronic charge.
The charge-transfer overpotential (ηeff,i ) is defined as: eηeff,i = µR,i −µO , where µR,i

(the chemical potential of the reduced state of Li) is obtained from Equation 2.5, µO

(the chemical potential of the oxidised state of Li) depends on the Li-concentration
in the electrolyte (clyte) and is approximated using a dilute electrolyte model as:
µO = kBT l n(clyte). The activity of the oxidised state (aO) is equal to clyte, the ac-
tivity of the electrons ae is taken to be unity, thus assuming that the Fermi level is
unaffected by the changing lithium concentration [9]. The activity of the reduced state
(aR,i ) depends on the diffusional chemical potential (µi ) of lithium inside the particle:
aR,i = exp

(
µi−µΘ

kBT

)
, and the activity of the transition state (γ‡

i ) depends on the concen-
tration of lithium-vacancies [44]: γ‡

i = 1
1−c̃i

. During constant current simulations the
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applied current (Iapplied = (I1 + I2)∗Area) is known, thus ηeff,i can be calculated.
The charge-transfer overpotential given by Equation 2.9 describes the thermodynamic
driving force for a lithium-ion to enter/leave the electrode particle. All the terms in
Equation 2.9 depend on the diffusional chemical potential or concentration of lithium,
i.e. the size of the charge-transfer overpotential is determined by the Li-concentration
of the electrode and electrolyte near the electrode-electrolyte interface. Using the
equations given above, the diffusional chemical potential of Li in the particles (Equation
2.5), the Li-flow through the particle (Equation 2.8), and the Li-flow into the anatase
particles (Equation 2.9) can be described. Using the appropriate set of boundary
conditions this set of equations can be solved [50], ultimately giving the cell voltage
(Equation 2.1), and the Li-concentration inside the anatase particles.
In contrast to the graphite phase-field model [21, 22], which directly couples the two
phase transitions, the anatase model consists of two independent lattices. The reason
for this are the very different physical properties of the first and second phase transition
in anatase, while in graphite the only difference between the two phase transitions
(relevant to the phase-field model) is the voltage. To describe the two phase tran-
sitions in anatase different parameters are necessary, which can be implemented by
introducing two independent lattices with different physical properties, schematically
shown in Figure 2.2. At the start of the lithiation process the first phase transition
will occur due to its higher intercalation potential, filling the first lattice with Li-ions.
When the first lattice fills the charge-transfer overpotential will increase (lowering the
voltage), because it gradually becomes harder to add more Li-ions. When the interca-
lation potential of the second lattice is reached lithiation of the second lattice becomes
favourable, and the second phase transition will start. There are no interaction terms
between the two lattices, since the effect the first lattice has on the second is already
incorporated by the different parameters that are used. In Table 2.1 all parameters
and their values from literature are listed, as well as what each one is based on.

Normally, several physical parameters necessary for phase-field modelling are not
available, either experimentally or computationally, and are therefore fitted by opti-
mising the phase-field model towards experimental voltage profiles. Intensive research
towards lithiation of anatase TiO2 during the last decades makes it possible to quantify
all parameters necessary for the present phase-field model. Thus providing a unique
opportunity to validate a phase-field model, using only parameters from the literature,
with micro- and macroscopic observations.
The reference potentials µΘ1 and µΘ2 are based on literature data which are closest
to equilibrium conditions at room temperature. µΘ1 is based on GITT measurements
[25, 27] performed at room temperature, but for the second phase transition equilibrium
is not even reached during the reported GITT measurements. Therefore the value for
µΘ2 is taken from experiments performed at 120◦C, in which the second plateau indi-
cates that equilibrium was reached [36, 37].
For anatase electrodes electrochemical experiments have reported diffusivities in the
first lattice between 5∗10−10 and 4∗10−20 cm2/sec [48, 51–53, 56–59], and changes of
2 orders of magnitude during charging have been reported [48]. Furthermore, calcula-
tions on Li-diffusion in anatase also show strongly differing results [38, 39, 46, 47], and
NMR experiments indicate that diffusion over the interface between the anatase and
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Figure 2.2: Schematic representation of the two lattice phase-field model for lithiation in anatase TiO2.

Parameter Value Units Based on
µΘ1 1.82 V GITT experiments [25, 27]
µΘ2 1.56 V Electrochemical experiments at 120◦C [36, 37]
D∗

1 1∗10−16 cm2/sec Electrochemical experiments [51–53]
D∗

2 1∗10−17 cm2/sec Force-field molecular dynamics simulations [39]
Ω1 0.6∗10−20 J/Li DFT calculations [28, 38]
Ω2 1.6∗10−20 J/Li DFT calculations [28, 38]
κ1 5.3∗10−8 J/m Phase diagram (see text) [26]
κ2 0.8∗10−8 J/m Phase diagram (see text) [26]

cmax 1.419∗1028 Li/m3 Neutron diffraction [54]
k0 0.049 A/m2 NMR experiments [55], see Supporting Information

Table 2.1: Values for the model parameters and on what information they are based.
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Li-titanate phases [60, 61] is the limiting step. For the second lattice no experimental
value for the diffusivity has been reported, but NMR experiments [40] and calculations
[38, 39] have shown that it is smaller than in the first lattice .
Given the large range of values in the literature for Li-diffusion in TiO2 anatase sev-
eral values from the literature were used for testing, after which the simulated voltage
profiles were compared to experimental ones. The best agreement with experiments
was obtained using a value of 1∗10−16 cm2/sec for D∗

1 , which has been reported by
several experimental studies [51–53]. For D∗

2 a value of 1∗10−17 cm2/sec gave the best
results, which is obtained from molecular dynamics simulations [39].
Since it is impossible to experimentally measure the enthalpy of mixing the values for
Ω1 and Ω2 are based on DFT calculations [28, 38], the values were determined by
the difference between the convex hull and the configurational energies. Values of κ1

and κ2 are based on the particle size at which two phase coexistence inside a particle
no longer occurs [26]. This means that for the radial 1D-model presented here the
interface width (λi ) corresponds to half of the particle size [15], which gives interface
widths of 25 and 6 nm for lattice 1 and 2, respectively. Using these interface widths
κi can be calculated using [9]:

κi =λ2
i cmaxΩi (2.10)

The maximum Li-concentration (cmax) is calculated based on the four Li-sites per unit
cell upon complete lithiation and the volume [54] of the unit cell of Li0.5TiO2 divided
over the two lattices. There is a small volume change (3%) upon lithiation from TiO2
to Li0.5TiO2, but given that the volume differs by just 0.1% between Li0.5TiO2 and
Li1TiO2, the volume of Li0.5TiO2 is the best approximation over the range of possible
Li-concentrations.
The equilibrium charge transfer constant (k0) is typically not known because it is very
hard to experimentally distinguish the Li reaction between electrolyte and electrode
from other processes occurring simultaneously. However, using NMR this has been
shown to be possible by Ganapathy et al. [55], reporting k0 for the Li0.5TiO2 phase,
which is at present assumed to be representative for both lattices. Please note that
physically the second phase transformation can only occur after the first phase trans-
formation has happened (locally), and although this is not formally implemented in the
model the 0.26 V lower insertion potential satisfies this condition during the simula-
tions. To keep the model simple all properties of anatase were assumed to be isotropic,
a reasonable assumption given the 3D-diffusion pathway [39] and small changes in lat-
tice parameters upon lithiation [23]. During lithiation of anatase TiO2 the interfaces
with the Li-rich phase are predicted to occur along strain invariant planes [38]. For
this reason it was assumed that the role of strain and of stress assisted diffusion can
be neglected in the present 1D-simulations.
The simulations were performed using a modified version of the publicly available
MPET code [62], in which the coupled differential equations are solved using the DAE
tools package [63]. A 1D-model along the radial direction of the particles is used for
the simulations, and unless stated otherwise simulations were performed on a single
particle with a radius of 20 nm., a C-rate of 0.5C, a temperature of 298 K, and a cut-off
voltage of 1 V vs. Li/Li+. For the single particle simulations the Li-concentration in
the electrolyte was assumed to be constant, in multi-particle simulations the dilute
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electrolyte model as implemented in the MPET code [41] was used to describe the
Li-concentration in the electrolyte.

2.3. Results
The results of the phase-field model for lithiation of anatase TiO2 are compared to a
broad spectrum of experimental results available in literature. The aim here is quali-
tative validation of the phase-field model and understanding of the physical processes
that determine the performance of anatase electrodes. A qualitative validation rather
than a quantitative validation is motivated by the many experimental parameters that
affect the performance of anatase electrodes, resulting in a wide distribution of per-
formances, even for equivalent electrochemical conditions [29].

2.3.1. Impact of lithiation rate
Similar to other electrode materials the (dis)charge rate, expressed in the C-rate (a
2C rate corresponds to (dis)charge of the full theoretical battery capacity in 1/2 hour,
1C in 1 hour, 0.5C in 2 hours, etc.) has a large impact on the voltage profile of
anatase electrodes. Typically the capacity drops by approximately 25% when going
from cycling at 0.5C to 1C [59], and at higher C-rates a significant drop of the plateau
voltage is detected [64].
The drop in capacity and voltage with increasing lithiation rate are both consistently

reflected in the simulated voltage profiles for a single anatase particle with a radius of
20 nm shown in Figure 2.3a. At 5C the simulation leads to a maximum composition of
Li0.45TiO2, increasing to Li0.7TiO2 at 0.5C, and at 0.01C the anatase particle is almost
completely lithiated. With increasing lithiation rate the increasing charge-transfer
overpotential results in a voltage drop in Figure 2.3a, driven by limited Li transport
away from the surface. The significant decrease in voltage upon increasing the current
from 0.01C to 0.1C indicates poor Li-ion kinetics in anatase, in particular considering
the small particle radius of 20 nm. Generally, 0.1C results in close to equilibrium
conditions in most nano-structured electrode materials, whereas in anatase TiO2 Li-
ion kinetics still restricts the capacity at this rate.
The large voltage drop at high C-rates for the second voltage plateau indicates that the
formation of the Li1TiO2 phase limits the charge transport away from the surface, thus
increasing the charge-transfer overpotential. An estimate for the time it takes a Li-ion
to reach the center of the particle can be obtained by calculating the characteristic
diffusion time [65], tD, defined as:

tD = R2

D
(2.11)

where R is the particle radius and D the diffusion constant. For a particle with a
radius of 20 nm, the characteristic time for diffusion in the Li0.5TiO2 and Li1TiO2 are
approximately 4∗104 and 4∗105 seconds, respectively. For the first voltage plateau,
the phase transition towards Li0.5TiO2, this roughly corresponds to 0.1C. Therefore, at
this rate the entire voltage plateau associated with the first phase transition should
be observed, consistent with Figure 2.3a.
For the second voltage plateau, the phase transition towards Li1TiO2, the characteristic
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(a)

(b)

Figure 2.3: (a) Voltages profiles versus average concentration (X̃ ) and (b) final concentration profiles in the
particle at different C-rates.



2.3. Results

2

33

time roughly corresponds to 0.01C, consistently reflected by the complete appearance
of the second voltage plateau at this C-rate in Figure 2.3a. At time-scales shorter than
tD the lithium ions are unable to reach the centre of the particle within the given time,
i.e. kinetic limitations will restrict the capacity and decrease the cell voltage, as visible
at higher C-rates in Figure 2.3a. This is confirmed by the Li-ion concentration profiles
shown in Figure 2.3b, in which at 0.01C most of the particle is transformed to the
Li1TiO2-phase. At 0.5C only a thin layer at the surface approaches the maximum com-
position Li1TiO2, and the inner 10 nm is only transformed to the Li0.5TiO2-phase. At
5C this effect is augmented, with a large part of the particle having a Li-concentration
below x = 0.5, and only near the surface the Li-concentration exceeds x = 0.5.
For experimental electrochemical lithiation at room temperature only the onset of the
second voltage plateau is observed, as consistently predicted by the simulation at
0.5C in Figure 2.3a. Raising the temperature to 120 ◦C will significantly enhance
Li-diffusion, largely lifting the diffusional limitations of the second lattice, resulting
in a clear experimental observation of the second voltage plateau at 120 ◦C [36, 37].
The simulation at a very slow lithiation rate, 0.01C, predicts that particles with a 20
nm. radius can also be fully lithiated at room temperature. Although no experimental
evidence showing this appears present (to the best of our knowledge), GITT measure-
ments on particles with a diameter of 130 nm have been shown to reach full lithiation
[25].
As shown in Figure 2.4 the increasing voltage at 0.01C is caused by simulating only a
single particle, and repeating the same simulation with 10 particles gives a flat volt-
age profile. For a single particle the voltage follows the spinodal potential, giving an
upwards slope in the voltage profile [66]. The difference is caused by the fact that a
single particle will always follow the spinodal line, which is inherently unstable [44],
but a single particle cannot depart from the spinodal line. When multiple particles
are present interparticle phase-separation can occur, which smooths the voltage curve
[21, 66].

In order to gain understanding of the rate limiting kinetic mechanism in anatase
TiO2 electrodes, multi-particle simulations were performed. A 50 µm porous electrode
was separated into five volumes connected in series reflecting different depths inside
the electrode, and each volume contained five particles with a 20(±2) nm radius. The
chosen rate is 2C, since at this rate the performance of the material already results in
a significant decrease in the capacity and voltage, as shown in Figure 2.3. The results
of the multi-particle simulations in Figure 2.5 demonstrate that the lithiation process
proceeds concurrently at any given depth of the electrode. All particles are transform-
ing simultaneously, which implies that the Li-ion diffusion in a single anatase grain
is rate limiting, even when the particles are nano sized. In an actual electrode the
consequence is that all grains are actively participating in delivering the current, thus
electrode performance can be improved significantly by increasing the Li-diffusivity in
the anatase lattice. For comparison, in the simulation shown in Figure 2.5 the typical
diffusion time (tD) through the electrolyte is 10 seconds (using an ambipolar diffusivity
of 2.5∗10−6 cm2/sec), three orders of magnitude below the tD inside the particles.
Furthermore, Singh et al. [24] have shown that TiO2 anatase without electron con-
ducting additives has excellent cycling behaviour. Thus electrode performance of TiO2
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Figure 2.4: Voltage profiles for simulations with 1 and 10 particles at 0.01C.

Figure 2.5: Li-ion concentration profiles in the electrolyte and in electrode particles at different electrode
depths at different times during 2C discharge. The filling fraction in the displayed particles is the average
of that in the simulated particles in each volume.
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anatase can primarily be improved by increasing the Li-diffusivity in the anatase lat-
tice, and only slightly by enhancing the ionic and electronic wiring. This behaviour
differs from other electrode materials, such as LiFePO4, Li4Ti5O12, and LiCoO2, where
it has been shown that for full electrodes the ionic and electronic wiring dominate the
internal resistance from small to large (dis)charge rates [67–71].
Interestingly, in LiFePO4 the increasing overpotential when increasing the C-rate
widens the interface between the coexisting phases, at some critical rate leading to a
solid-solution reaction as predicted by phase-field modelling [44] and observed exper-
imentally [17–19]. In anatase TiO2 the phase interface also widens when increasing
the C-rate; however, even at large C-rates the Li1TiO2 phase forms at the particle
surface, because of the poor Li-ion diffusivity. Thus the model predicts that anatase
TiO2 will undergo phase separation regardless of the imposed current.

2.3.2. Impact of Li-diffusion coefficient
The impact of the C-rate on the capacity and voltage for anatase TiO2 electrodes
reveals that the Li-ion diffusivity in the anatase lattice is the key limiting factor.
Experimentally the Li-diffusivity has been increased by annealing in argon [31], by
hydrogen treatment [56], and by Ti3+ doping [72], which all increase the amount of
oxygen vacancies in TiO2. Impedance measurements have shown that this can increase
the Li-diffusivity by one order of magnitude [56]. To capture the effects of a higher
Li-diffusivity, simulations were performed at 0.5C and 2C, where the Li-diffusion in
both lattices is increased by a factor of 2, 5 and 10 compared to the values given in
Table 2.1.
As should be anticipated, this results in larger capacities and higher voltages with
increasing diffusivity, as shown in Figure 2.6, consistent with experimental observations
[31, 56, 72]. For the lithium concentrations in the particle the higher diffusivity results
in an extension of the Li1TiO2 phase from the surface into the particle. At 0.5C the
inside of the particle transforms completely to the Li0.5TiO2 phase, even for the original
diffusivity. Transformation of the inside of the particle to the Li0.5TiO2 phase at 2C
does not occur when using the original diffusivity. To achieve this transformation at
2C the diffusivity must be increased by a factor of at least 5. These results confirm
that increasing the diffusivity is a promising way to increase the capacity of anatase
electrodes, especially when aiming at high (dis)charge rates.

2.3.3. Impact of surface area
The simulations shown in Figure 2.3 and 2.6 predict large charge-transfer overpoten-
tials during the lithiation of anatase particles. These large overpotentials are caused
by a high Li-concentration near the surface of anatase particles, making it hard for
Li-ions to enter into the anatase particles. A reduction in the surface Li-concentration
can be achieved by increasing the surface area, which will lead to smaller charge-
transfer overpotentials. An additional advantage is that a larger surface areas also
lowers the current density, which further decreases the charge-transfer overpotential.
This leads to larger capacities, as has been demonstrated by various experimental
studies on high surface area anatase particles [73–75]. To capture the surface area
effect simulations were performed on a spherical and a cylindrical particle (infinitely
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(a) (b)

(c) (d)

Figure 2.6: Voltage profiles versus average concentration (X̃ ) for different increases in diffusivity at (a) 0.5C,
and (b) 2C, and final concentration profiles inside the particles at (c) 0.5C and (d) 2C.
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long, i.e. neglecting the top and bottom surface of the cylinder). The spherical parti-
cle has a surface to volume ratio of 3

R , whereas the cylindrical particle has a smaller
surface to volume ratio of 2

R .
The concentration profiles in Figure 2.7b show that when the cut-off voltage is reached

(a) (b)

Figure 2.7: (a) Voltage profiles versus average concentration (X̃ ) and (b) final concentration profiles of a
spherical and a cylindrical particle at 0.5C and 2C.

the Li-concentration near the surface is comparable in the spherical and cylindrical
particle. However, the larger surface area of the spherical particle allows for a larger
Li-ion flux into the anatase TiO2 particle, resulting in a final Li-fraction approximately
20% larger compared to the cylindrical particle. As shown in Figure 2.7a, at 0.5C
relatively small differences for the first voltage plateau are predicted, the difference
in capacity being primarily caused by the second phase transition. This is because
the slower diffusion in the second phase leads to high Li-concentrations near the sur-
face more quickly, and thus high charge-transfer overpotentials at an earlier stage.
Increasing the C-rate to 2C significantly augments this effect, raising the difference in
charge-transfer overpotential between the spherical and cylindrical particle, although
the decrease in final Li-composition is similar when compared to 0.5C.
Experimentally similar observations are reported upon increasing the surface area [73–
75]. However, higher surface areas are usually achieved by reducing the particle size
[73, 74], which has a similar impact on the voltage profiles, as shown in Figure 2.8 and
discussed below, making it hard to distinguish between the effects of nano-sizing and
particle shape.

2.3.4. Impact of particle size
When Li-ion diffusion limits the electrode performance, decreasing the diffusion dis-
tance through the electrode material by particle size reduction is a well-established
strategy to reach improved rate performance. Smaller particles increase the surface to
volume ratio, which has been shown to be beneficial in the prior section. Additionally,
particle size reduction has been shown to change the thermodynamics by increasing
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the solubility limits, which in small particles can even lead to suppression of phase
separation, as shown for anatase TiO2 [26, 76] and LiFePO4 [13, 15].
A solid solution reaction can be expected to enhance Li-ion kinetics, in anatase specif-
ically by suppressing the phase transition towards Li1TiO2 at the particle surface,
thereby promoting Li-ion transport and resulting in higher voltages and larger capac-
ities at high C-rates. Indeed for anatase TiO2 particle size reduction has been shown
to improve performance drastically, for instance resulting in complete lithiation of 7
nm particles at C/20 [23], whereas large particles cannot practically be lithiated to
compositions exceeding Li0.6TiO2 [26, 34]. Consistently, phase-field simulations for
different particle sizes, shown in Figure 2.8, predict that decreasing the particle size
diminishes kinetic limitations, resulting in nearly complete lithiation of 5 nm radius
particles at 0.5C.
Experimentally it has been reported that only the first few nanometres near the sur-

(a) (b)

Figure 2.8: Voltage profiles versus average concentration (X̃ ) for particles with different radii at (a) 0.5C
and (b) 2C.

face transform to the Li1TiO2 phase [26, 40, 77], explaining why only nano-particles
are able to reach the theoretical Li1TiO2 composition [23, 26]. This is fully supported
by the predicted concentration profiles in Figure 2.9. At 0.5C and 2C particles with
a 5 nm radius transform completely to the Li1TiO2 phase, while in bigger particles
only the first few nanometres at the surface transform to the Li1TiO2 phase. As a
consequence decreasing the particle size increases the capacity, in particular because
of the increasing utilization of the second phase transition.

Increasing the C-rate makes these effects more pronounced. For example, the final
Li-composition of a 50 nm radius particle decreases from Li0.39TiO2 to Li0.25TiO2 when
increasing the rate from 0.5C to 2C, while it only drops from Li0.98TiO2 to Li0.94TiO2 in
a 5 nm particle. In the first place improved performance upon particle size reduction can
be understood through the trivial effect of reducing the diffusion distance. The phase-
field simulations also demonstrate that the non-trivial size effect, the destabilization
of the first order phase transition, plays a crucial role in the enhanced performance
of the smaller particles. As shown in Figure 2.11 the thickness of the Li1TiO2-layer
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Figure 2.9: Final concentration profiles at the end of a simulation at 0.5C and 2C for particles with a radius
of (a) 5 nm, (b) 20 nm, and (c) 50 nm.
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depends on particle size, with smaller particles having thicker Li1TiO2-layers. When
the particle size approaches the width of the interface between the coexisting phases,
phase separation is suppressed as previously shown for LiFePO4 [13, 15].
For the TiO2-Li0.5TiO2 and Li0.5TiO2-Li1TiO2 transitions the interface widths are ap-
proximately 40 nm and 5 nm, respectively [26], directly related to the gradient penalty
(κ). This explains the evolution of the Li-ion concentration throughout the 5 and 50 nm
particles shown for 0.5C in Figure 2.10. The 5 nm particle completely lithiates through
a solid solution reaction in which both phase transitions are suppressed due to the
small particle size. In the 50 nm particle the first transformation from TiO2 to Li0.5TiO2
is largely suppressed because it approaches the interface width of approximately 40
nm. However, at this particle size the second transition from Li0.5TiO2 to Li1TiO2 is
not suppressed.
The consequence of the particle size induced solid solution behaviour is that the for-

(a) (b)

Figure 2.10: Concentration profiles during a 0.5C simulation at different lithiation stages for particles with
a radius of (a) 5 nm and (b) 50 nm.

mation of the blocking Li1TiO2 phase at the particle surface is prevented, as observed
in Figure 2.9, resulting in higher voltages and larger capacities for small particles.
In larger particles phase separation will occur, and Li-concentrations near the surface
will approach Li1TiO2. The poor Li-diffusivity in the Li1TiO2 phase prevents moving
of the phase boundary away from the surface, and the Li1TiO2 surface layer will block
further lithiation of the particle.
To show how this affects battery capacity, the final capacity vs. C-rate and final thick-
ness of the Li1TiO2-layer vs. C-rate are shown for different particle sizes in Figure
2.11. Figure 2.11 shows that the thickness of the blocking Li1TiO2 layer strongly
depends on the particle size and C-rate, and that this is strongly correlated with the
final capacity. As shown in Figure 2.11 to obtain high capacities small particles or
low C-rates are required, otherwise the layer of Li1TiO2 forming at the surface will
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block Li-intercalation.
To obtain a general prediction of the maximum obtainable capacity as a function of

(a) (b)

Figure 2.11: For different particle sizes and C-rates the (a) final Li-concentrations and (b) final thickness
of the Li1TiO2 layer (defined as the depth at which Li0.6TiO2 occurs), the lines are a guide to the eye.

applied current the concept of Sand’s time [78] could be used. However, to incorpo-
rate the non-linear Li-flux through the anatase particles, which also depends on the
particle size, modifications to the formulation of Sand’s time are necessary. For small
particles the simulations show good agreement with experiments, but for large par-
ticles (>35 nm.) the simulated maximum particle composition is significantly smaller
than Li0.6TiO2 at moderate C-rates (>0.5C), underestimating experimental observa-
tions [26, 34].
We propose two arguments for this. First, in experiments the surface area is larger
compared to that of spherical particles assumed in the simulations. As a consequence
the present simulations underestimate the amount of Li1TiO2 formed, explaining the
smaller capacities predicted. Second, although the phase-field calculations predict
the extended solubility limits, the subsequently enhanced Li-ion diffusivity is not im-
plemented. Implementing this would require a diffusion term which depends on the
local Li-concentration and the gradient of the Li-concentration, which requires further
research outside of the scope of this study. Therefore the Li-ion diffusivity in particles
where the solubility limits are significantly affected will be underestimated. This will
be relevant for particle sizes comparable to the interface width, where in particular
the larger interface width of the first phase transition enhances the Li-ion solubility
limits. Thus explaining why for particles larger than 35 nm the present phase-field
calculations underestimate the capacities as compared to experiments.

2.4. Discussion
As summarised in Figure 2.12, the second phase transformation towards the Li1TiO2
phase at the surface of anatase TiO2 particles is primarily responsible for the per-
formance of anatase as Li-ion battery electrode. During lithiation TiO2-anatase is
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Figure 2.12: Overview of Li-intercalation in anatase.

transformed to Li0.5TiO2, and this is followed by the formation of a thin layer of
Li1TiO2 at the particle surface. Because the Li-diffusion is poor in the Li1TiO2-layer,
the thickness of this layer primarily depends on the applied C-rate, as shown in Figure
2.11.
When applying small C-rates the entire anatase particle is able to transform to the
Li1TiO2-phase, electrochemically represented by a second voltage plateau. At moder-
ate C-rates only the onset of the second plateau will occur, as consistently predicted
by the present phase-field simulations. For large C-rates and/or large anatase parti-
cles the lower voltage will drive the formation of a thin layer of the Li1TiO2 phase. The
slow Li transport through this layer prevents transformation of the complete particle
towards the Li1TiO2 phase. This is the origin of the observed large charge-transfer
overpotentials, causing a shortening of the first voltage plateau, followed by a sloped
tail in the voltage profile, thus rationalising the decreasing capacities with increasing
lithiation rates and increasing particle size.
The strongly concentration dependent Li-diffusion provides an explanation of the mem-
ory effect observed for anatase electrodes [75], which presents itself through an de-
crease in the voltage in the charge-cycle (lithiation) following upon an incomplete
charge/discharge cycle. The memory effect is caused by particles that are not com-
pletely delithiated before they are lithiating again, and thus more regions with poor
diffusivity will remain in comparison to a complete charge/discharge cycle. In the
memory-cycle the regions with poor diffusion will increase the charge-transfer over-
potential in comparison to completely delithiated particles, explaining the observed
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memory effect. The phase-field simulations show that the charge-transfer overpoten-
tial strongly depends on the applied C-rate and the surface to volume ratio, explaining
the experimental observations [75] of a larger memory effect at high C-rates and with
smaller surface to volume ratios.
The blocking mechanism through the Li1TiO2 phase formation at the surface of anatase
particles, as predicted by the present simulations, indicates that the single grain lithia-
tion limits the rate performance of complete electrodes. This is explicitly demonstrated
by the multi-particle phase-field simulation, where all particles transform concurrently.
All grains are active, implying that the electrode is unable to provide a higher current
due to the single particle limitations. This is unlike other electrode materials, such
as LiFePO4, Li4Ti5O12, and LiCoO2, in which ionic and electronic wiring dominate
the internal resistance [67–71]. The phase-field model predicts that the applied over-
potential is unable to induce solid solution behaviour through widening of the phase
interface regions, which has been shown for LiFePO4 [17], because at high overpo-
tentials a layer of Li1TiO2 phase will form at the surface, after which the poor Li-ion
diffusivity in this phase consumes the applied overpotential.

2.5. Conclusions
The present phase-field model with parameters from literature is able to qualitatively
explain practically all experimental phenomena observed during lithiation of anatase
electrodes. This includes the impact of particle size, C-rate, Li-ion diffusivity, surface
area, and the observed memory effect. The kinetic restrictions of the Li1TiO2 phase
forming at the surface of anatase particles is the origin of the performance restrictions,
and prevents fast transformation of anatase particles, even under high current. The
simulations reveal that the transformation of single anatase particles limits the per-
formance of the complete electrode, rather than the ionic and electronic wiring that
appears to be rate limiting for other electrode materials.
This demonstrates that the limitation of anatase can only be addressed if the formation
of a blocking Li1TiO2 layer can be suppressed. This can be achieved by particle size
reduction, where the reduction of the Li-ion diffusion distance as well as the suppres-
sion of the phase transitions enhances the Li-ion transport, increasing the capacity
at high C-rates. A second strategy is to improve the Li-ion diffusivity in the anatase
TiO2 lattice by doping. The simulations give detailed insight on the impact of both
approaches, providing a rational strategy towards improved performance.
Thus, a comprehensive model for lithiation of anatase TiO2 has been presented. The
good agreement with literature provides deep insight into the lithiation mechanism of
anatase, and validation of the physical description of the phase-field model. This fur-
ther motivates developing phase-field models for electrode materials, which will provide
fundamental understanding of the limitations of battery materials, necessary for the
formulation of strategies towards improved battery materials, design, and performance.
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Supporting Information
The charge transfer coefficient (k0) used for the simulations is based on the diffusion
coefficient between anatase Li0.5TiO2 and electrolyte as measured by NMR experi-
ments [55]. The measured diffusion coefficient is between 1*10−12 and 5*10−12 cm2/sec
at room temperature, depending on the electrolyte.
The diffusivity can be related to jump rates using the Einstein-Smulochowski relation:
D = τa2

2d . Assuming a diffusion distance (a) equal to the particle size of 40 nm., and 1
dimensional diffusion (d ) perpendicular to the surface, leads to a Li-jump frequency (τ)
between 0.125 and 0.625 sec−1. Combining this with the Li-density of 2.45*1018 Li/m2

for Li0.5TiO2 at (101)-surfaces, which are the most stable facets of anatase crystals
[79], this gives a charge transfer between 0.31*1018 and 1.53*1018 Li sec−1 m−2, which
is equal to 0.049 and 0.245 A/m2, respectively.
To be on the safe side the lower value of 0.049 A/m2 is chosen for the simulations.
However, as shown in Figure 2.13 the difference between the voltage profiles for k0-
values of 0.049 and 0.245 is negligible. In the first plateau there is a tiny difference in
voltage that is below 0.01 V, and during the second phase transformation no differences
are visible.

Figure 2.13: Voltage profiles with high (0.245 A/m2) and low (0.049 A/m2) values for the charge transfer
coefficient at 0.5C.
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All-solid state batteries have the promise to increase the safety of Li-ion batteries. A
prerequisite for high performance all-solid-state batteries is a high Li-ion conductivity
through the solid electrolyte. In recent decades several solid electrolytes have been
developed which have an ionic conductivity comparable to that of common liquid elec-
trolytes. However, fast charging and discharging of all-solid-state batteries remains
challenging. This is generally attributed to poor kinetics over the electrode-solid elec-
trolyte interface, either due to poorly conducting decomposition products, small contact
areas, or space-charge layers.
To understand and quantify the role of space-charge layers in all-solid-state bat-
teries a simple model is presented which allows to asses the interface capacitance
and resistance caused by the space-charge layer. The model is applied to LCO
(LiCoO2) and graphite electrodes in contact with an LLZO (Li7La3Zr2O12) and LATP
(Li1.2Al0.2Ti1.8(PO4)3) solid electrolyte at several voltages. The predictions demon-
strate that the space-charge layer for typical electrode-electrolyte combinations is
about a nanometre in thickness, and the consequential resistance for Li-ion transport
through the space-charge layer is negligible, except when layers completely depleted
of Li-ions are formed in the solid electrolyte. This suggests that space-charge layers
have a negligible impact on the performance of all-solid-state batteries.

3.1. Introduction
Batteries are becoming increasingly important in modern society by enabling mobile
electronic applications, such as smart-phones, laptops and electric cars. For transport
applications batteries are the most sustainable alternative for replacing fossil fuels
[1], but there are concerns whether the safety and energy density of current battery
technology is sufficient. All-solid-state batteries (ASSB’s) are expected to overcome
these concerns [2, 3], and even promise to have higher energy densities on the cell
level, lower self-discharge rates and significantly improved safety.
For many years the low ionic conductivity of solid state electrolytes was the main
concern for the development of ASSB’s, but in recent years many solid state elec-
trolytes with ionic conductivities comparable to those of liquid electrolytes have been
discovered [2]. Although the ionic conductivity of solid state electrolytes is compara-
ble to their liquid counterparts nowadays, ASSB’s typically show low capacities at
high (dis)charge rates [4, 5], which is attributed to the electrode-electrolyte interface.
Possible causes for the poor ionic diffusion over the electrode-electrolyte interface are
suggested to be [6]: a small effective contact area for charge transfer, poorly conducting
interphases caused by chemical and electrochemical decomposition, and space-charge
effects, which change the conductivity by redistributing the ions near the interface.
Ways of increasing the contact area and its effects are being investigated [4, 7, 8], and
research towards thermodynamic (in)stabilities has resulted in better understanding
[8–11]. In comparison, relatively little is known about space-charge effects, and as a
consequence the importance of space-charge layers in ASSB’s remains unclear.
Space-charge layers in ASSB’s have been suggested to be several micrometers in
thickness [12, 13], which would cause a large interface resistance. However, recent
NMR results on Li-ion kinetics show interface resistances of only a few Ω cm2 over
pristine electrode-electrolyte interfaces [4], in thin film batteries interface resistances
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below 10 Ω cm2 have been reported [14]. Both of which seem incompatible with reports
on micrometre thick space-charge layers. Reports indicating that the thickness of the
space-charge layer is on the nanometre scale [15, 16] seem more compatible with these
results, since such a thickness is unlikely to lead to an interface resistance that has a
noticeable effect on the performance of ASSB’s.
Furthermore, it is being debated if space-charge layers play a role in the beneficial
effects of coatings at the electrode-solid electrolyte interface [16–18]. Some authors
claim that coating layers reduce the space-charge effect at the interface due to a higher
permittivity (dielectric constant) of the material used for the coating [16, 19–21]. This
is expected to lead to thinner space-charge layers at the electrode-solid electrolyte
interface, thus decreasing the interface resistance. Other authors suggest that coatings
increase ASSB performance by preventing decomposition of the electrode and elec-
trolyte at the interface. In this case the coating allows Li-ion diffusion, but blocks the
diffusion of other atomic species over the interface, thus preventing chemical reactions
between the electrode and the solid electrolyte [22–24].
Since several effects simultaneously play a role at the electrode-electrolyte interface,
experimental studies on space-charge effects are challenging. Modelling the space-
charge layer is therefore an important approach to gain a better understanding of its
effects, and models to calculate the lithium concentrations and potentials in solid elec-
trolytes have been developed [25, 26]. These models indicate that the space-charge
layer is about a nanometre in thickness, and that the Li-concentration near the in-
terface can change by 100% in comparison to the bulk concentration. However, these
models neglect the Coulomb interactions between charged Li-defects, which are cre-
ated in the space-charge layer when the Li-ions migrate towards the material with the
higher voltage. In AgI the interaction energy between defects is reported to be 0.68
eV [27], which represents a significant contribution to the total energy of the material
at high defect concentrations. It has been reported that the Coulomb interaction starts
to have an impact at a defect concentration of 0.1% already [28], and the validity of the
previous models should therefore be evaluated to comprehend the impact in all-solid-
state batteries.
In the next section a model for space-charges is presented which takes the Coulomb in-
teraction between defects into account. The model is used to predict the space-charge
at the interface of LCO and graphite electrodes in contact with an LLZO and LATP
solid electrolyte at several voltages. Because space-charges are driven by the voltage
difference between two materials, which changes during cycling, the space-charges
are also determined at different electrode voltages. Using the model the thickness of
the space-charge layer at the electrode-electrolyte interfaces is determined, and in
addition how much interface resistance this causes. Knowledge of the interface re-
sistance triggered by the space-charge layers provides valuable understanding of its
contribution to the internal resistance of ASSB’s.
The model is available as supplemental information to the published article in the form
of Matlab-code in combination with a short manual. Interested readers can apply the
model to the combination of materials they are interested in, provided that the material
properties required for the model are known.
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3.2. Space-charges
Space-charges have been studied for many years and in numerous materials. They
can have beneficial effects, such as increased ionic diffusion in solid-solid dispersions
[29–32] and in SEI-layers of liquid electrolytes [33]. But space-charge layers have
also been suggested to have detrimental effects on battery performance by increasing
the resistance [16, 17, 34, 35].
A space-charge layer is formed when two materials with different chemical potentials
are brought in contact with each other, and the atoms or electrons are unable to mi-
grate to establish local charge neutrality. Near the interface the atoms and electrons
are driven towards the material with the lowest chemical potential (highest voltage).
But if only one charged species, either electrons or ions, is able to migrate this will
create a region in which charge builds up, the so-called space-charge layer.
The insulating nature of solid electrolytes means that the electrons are (practically)
unable to conduct, so the amount of electrons transferring over the interface will be
negligible. On the other hand, the ionic conduction is several orders of magnitude
higher in the solid electrolyte. The potential difference, of several volts, between the
electrolyte and electrode will thus drive the mobile ions near the electrolyte-electrode
interface towards the material with the lowest chemical potential. This process stops
when equilibrium is reached, meaning that the electrochemical potential is constant,
which implicates that the attractive chemical potential is balanced by the repulsive
electric field build up by accumulation of charge.
The thickness of the space-charge layer and the deviation of the ion concentration
from the bulk equilibrium concentration is determined by the properties of the materi-
als which are in contact, including the electric permittivity, ion concentration, and the
potential difference between the materials. For a thorough thermodynamic description
of the space-charge effect we refer the reader to the work of Maier and co-workers
[36–38].
Whether the space-charge layer is beneficial or detrimental for ionic conductivity de-
pends on the diffusion mechanism in the solid electrolyte. When Li-vacancies increase
the Li-conductivity the space-charge layer is beneficial for Li-conduction over the
cathode-solid electrolyte interface [31], although the magnitude of the effect depends
on the cathode material and the cathode voltage. Detrimental effects of space-charges
are observed when an increase in Li-vacancies reduces the Li-conduction in the solid
electrolyte [35]. Note that space-charges occur under open-circuit conditions, i.e. there
is no charge transfer between the anode and cathode. The formation of the space-
charge layer thus starts at the moment an electrode and solid electrolyte make contact
with each other.

3.2.1. Electrochemical potential
To describe the behaviour of ions in a battery material the electrochemical potential
(µ̄) is used, which consists of the chemical potential (µ) and the electric potential (ϕ)
[39]:

µ̄=µ+ zeϕ (3.1)
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where z is the ionic charge, and e the elementary charge. In equilibrium the electro-
chemical potential throughout the material is constant [37, 39]:

∂

∂x
µ̄ j = 0 (3.2)

where x is the distance from the interface. By combining equations 3.1 and 3.2 the
change in electric potential can be linked to the change in the chemical potential:

∆µ j (x) =−z j e∆ϕ(x) (3.3)

Since the chemical potential depends on the ion concentration, this equation makes it
possible to determine the ion concentration as a function of the electric potential.

3.2.2. Chemical potential
To describe the chemical potential the solid solution model is used at present, similar
to previous models of solid electrolytes [25, 26] and electrodes [40]. The Coulomb
interactions between charged defects are taken account for as proposed by Maier and
co-workers [28, 41], which is required in particular at high defect concentrations. This
results in the following relation between the chemical potential and the ion concen-
tration [27]:

µ(c̃) =Ω(1−2(c̃0 + c̃d ))+kT ln

(
c̃0 + c̃d

1− (c̃0 + c̃d )

)
− J 3

√
|c̃d | (3.4)

where c̃ is the normalised ion concentration (c/cmax ), c̃0 is the normalised bulk ion
concentration (c0/cmax ), c̃d is the normalised ionic defect concentration (negative val-
ues for vacancies, positive values for interstitials), Ω is the solid solution parameter, J
is the strength of the Coulomb interaction between defects, k is Boltzmann’s constant,
and T is the temperature in Kelvin.
The strength of the Coulomb interaction can be estimated by the Madelung con-
stants and Madelung energy of a material [27]. Unfortunately, for many materials the
Madelung constants and energies are not reported in the literature. However, it has
been shown that the Madelung constant of a material is closely related to its voltage
[42, 43]. Therefore the Madelung constants are replaced by the voltages of the mate-
rial phases which are filled with ions (V f ) and emptied of ions (Ve ). The interaction
energy between defects is then obtained using [27]:

J = 4

3

EM

ε

Ve

V f
(3.5)

where EM is the Madelung energy per Li-equivalent of the structure, and ε is the
relative permittivity of the material.

3.2.3. Potential drop
To determine the concentration profile near the surface and the thickness of the in-
terface layer the potential as a function of the distance must be determined, which
requires solving the Poisson equation. Since the electric potential is linked to the
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chemical potential and ion concentration via Equations 3.3 and 3.4, the electric poten-
tial can be calculated at different ion concentrations (ci ). By doing this for a range of
concentrations the change in distance (∆x) from the bulk with changing concentration
can be determined numerically [44]:

∆x = ε

ci−1 + ∆c
3

(
−Ei−1 ±

√
E 2

i−1 −
2

ε
∆ϕ

(
ci−1 + ∆c

3

))
(3.6)

where ci is the total ion concentration (c0+cd ) at step i , ∆c the concentration difference
between step i and i −1, and Ei the electric field at step i . The electric field Ei is
calculated by [44]:

Ei =−
√

2kT

ε

(
∆c − c0

kT
ϕ

)
(3.7)

Summation over Equation 3.6 results in the concentration (and electric potential) as
a function of distance from the bulk. In combination with the boundary conditions
presented in the next section this enables determination of the thickness of the space-
charge layer at the electrode-solid electrolyte interface.

3.2.4. Boundary conditions
To determine what happens when two materials are in contact specific boundary con-
ditions are applied. The first boundary condition is that the created space-charge
layer must obey the law of mass conservation. Hence, the number of ions entering one
material must be equal to the number of ions that leave the other material:∫ bulk

x=0
c l y te

d d x =−
∫ bulk

x=0
c tr ode

d d x (3.8)

where c l y te
d is the defect concentration in the electrolyte, and c tr ode

d is the defect
concentration in the electrode (cd has a negative value for vacancies and a positive
value for interstitials).
Furthermore, the total voltage difference over the interface region must be equal to
the voltage difference between the bulk phases of the two materials. This provides
the second boundary condition, which states that the total voltage difference over the
interface (∆Vtot ) must be equal to the combined potential change in the interface
region of the electrode (∆Vtr ode ) and electrolyte (∆Vl y te ):

∆Vtot =∆Vl y te +∆Vtr ode (3.9)

Using the equations and boundary conditions described a 1D-model of the space-
charge layer is obtained, under the assumptions that only the ions are mobile, the
two materials are chemically stable towards each other, and the presence of a perfect
interface contact.

3.2.5. Space-charge resistance and capacitance
To determine the effect of the space-charge layer on the performance of ASSB’s the
resistance and capacitance of the space-charge layer are calculated. The capacitance
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(C ) is determined by the number of Li-ions transferred towards the high voltage side
divided by the change in voltage of these Li-ions:

C =
∫ bulk

x=0

cd (x)

∆Vtot −∆ϕ(x)
d x (3.10)

To determine the resistance caused by the space-charge layer the large changes in
Li-concentration must be taken into account, since this leads to large changes in the
lithium diffusivity [45, 46]. In LCO [46] the Li-diffusivity (D) shows a minimum at a frac-
tional Li-concentration (c̃) of 0.5, the concentration dependence is thus approximated
by:

D = D∗|c̃ −0.5|+Dmi n (3.11)

where D∗ is the tracer diffusivity, and Dmi n is the minimal diffusivity, which is intro-
duced to avoid infinitely small values near c̃ = 0.5.
The Li-diffusivity in graphite [45] shows two minima, around c̃ = 1

3 and c̃ = 2
3 , the

concentration dependence is thus approximated by:

D = D∗|c̃ − 1

3
||c̃ − 2

3
|+Dmi n (3.12)

For the solid electrolytes the concentration dependence of the lithium diffusivity is not
reported over a wide concentration range in literature, but a reasonable assumption is
that a 50% site-occupancy displays the highest lithium diffusivity [47]. Therefore, the
lattice diffusion model [40], showing a maximum diffusivity at c̃ = 0.5, is applied for the
solid electrolytes:

D = D∗c̃(1− c̃)) (3.13)

The conductivity (σ) of a material can then be calculated using the Nernst-Einstein
relation:

σ= e2z2

kT
cD (3.14)

where c is the total Li-concentration. The conductivity in the space-charge layer
changes with concentration, so the resistance in the space-charge layer (Rsc ) is ob-
tained by:

Rsc A =
∫ bulk

x=0

l

σ(x)
d x (3.15)

where l is the distance through which diffusion occurs, A the surface area, and σ(x)
the conductivity at x . To determine the effect of the space-charge layer the resistance
which would be caused by the same diffusion distance in the bulk material (Rbulk )
is subtracted from the resistance in the space-charge layer (Rsc ), resulting in the
additional resistance (R) in the all-solid-state battery caused by the space-charge
layer:

R = Rsc −Rbulk (3.16)
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3.3. Results
Using the model described in the previous section the space-charge layers occur-
ring at the interfaces of a high voltage LiCoO2 electrode (LCO) and a low voltage
graphite electrode in contact with the solid electrolytes Li7La3Zr2O12 (LLZO) and
Li1.2Al0.2Ti1.8(PO4)3 (LATP) are calculated. The material properties used for the sim-
ulations are provided in Table 3.1, for all the calculations a temperature of 300 Kelvin
was used.
The voltage of LLZO has been determined by measuring the open circuit potential of

Property LCO graphite LATP LLZO
cmax (Li/nm3) 31.6 [48] 16.93 [48] 13.06 [49] 54.97 [50]
c0 (Li/nm3) variable variable 5.37 [49] 25.65 [50]
Voltage (vs. Li/Li+) 3.8 to 4.4 [51] 0.1 to 0.2 [40] 2.5 [52] 2.85 [53]
ε (relative to ε0) 12.9 [54] 11 [55] 15 [56] 60 [57, 58]
Ω (eV) 0.026 [59] 0.088 [40] 0.0 0.0
EM (eV/Li) 7.0† [60] 4.5 [61] 10.6‡ 10.6† [62]
D∗ (cm2/sec) 2*10−10 [46] 1*10−8 [45] 3*10−9 [63] 4*10−9 [26]
Dmi n (cm2/sec) 1*10−12 [46] 1*10−11 [45] - -

Table 3.1: Material properties used in the space-charge model. †Formation enthalpy instead of Madelung
energy. ‡Formation enthalpy of LLZO (see text).

an LLZO electrode versus lithium metal [53]. To determine the Coulomb interaction in
equation 3.5 for the solid electrolytes it was assumed that Ve =V f . A value of 0.0 was
chosen for the Ω-parameter based on a previous model for solid electrolytes [26]. To
determine the Coulomb interaction between defects the Madelung energy is required,
but in literature the Madelung energy is only reported for lithiated graphite. For LCO
and LLZO the formation enthalpy is used as an approximation to the Madelung energy,
which appears to be a reasonable appropriximation since the Madelung energy is the
largest contributor to the formation enthalpy in ionic crystals [43, 64]. In the case of
LATP the Madelung energy and the formation enthalpy are unavailable, and therefore
the formation enthalpy of LLZO was used as an approximation, making it possible to
compare the effects of the other material properties of the two solid electrolytes.
With the parameters shown in Table 3.1 the Coulomb interaction between defects (J )
results in 0.84, 1.09, 0.94 and 0.24 eV for LCO, graphite, LATP and LLZO, respectively.

3.3.1. Interfaces of cathode and solid-electrolyte materials
At the positive electrode lithium ions near the interface of the cathode and electrolyte
material are driven towards the cathode material by its larger voltage (lower chemical
potential), thus reducing the lithium concentration in the solid electrolyte. At higher
applied voltages during charging the driving force for Li-ions to move from the solid
electrolyte to the cathode material increases, and the declining Li-concentration upon
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charging will facilitate accommodation of the extra Li-ions in the cathode material.
For the LCO-LLZO interface this increases the spatial extend of the space-charge layer
with increasing potential of the LCO, as shown in Figure 3.1. At an LCO potential of

Figure 3.1: Lithium concentration at the LLZO-LCO interface at different voltages (vs. Li/Li+) of LCO: blue
= 4.3 V (Li0.5CoO2), green = 4.0 V (Li0.7CoO2), red = 3.9 V (Li0.9CoO2). Where the lines end the bulk
lithium concentration is reached.

3.9 V the space-charge region is approximately 0.25 nm wide, but at 4.3 V the space-
charge region has almost doubled in thickness. The effect on the Li-concentration at
the LLZO interface is even more dramatic, at 3.9 V the Li-concentration drops by 35%,
while at 4.3 V it decreases by more as 95 %.
As shown in Figure 3.2 the effect of space-charges on the Li-concentration are signif-

icantly smaller at the LCO-LATP interface. Although with a thickness of 0.3 to 0.5 nm
the size of the space-charge region is comparable to that at the LCO-LLZO interface,
the amount of Li-ions inserted in the LCO is much smaller. The smaller change in
Li-concentration in LCO at the LATP interface compared to LCO at the interface of
LLZO is caused by the stronger Coulomb interaction between defects in LATP, a con-
sequence of the lower relative permittivity of LATP. This makes it energetically more
expensive to remove lithium-ions from LATP, and therefore less lithium ions migrate
towards the LCO to compensate for the difference in chemical potential. Although less
Li-ions move over the LCO-LATP interface, the lower bulk Li-concentration in LATP
means that a larger percentage of Li-ions is removed, over 60% at 3.9 V and 100% at
4.3 V.
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Figure 3.2: Lithium concentration at the LATP-LCO interface at different voltages of LCO: blue = 4.3 V
(Li0.5CoO2), green = 4.0 V (Li0.7CoO2), red = 3.9 V (Li0.9CoO2). Where the lines end the bulk lithium
concentration is reached.
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The differences in capacitance of the LCO-LLZO and LCO-LATP interfaces shown in
Table 3.2 reflect the differences in migrated Li-ions. With increasing voltage more
Li-ions move into the LCO, thus increasing the capacitance of the space-charge layer.
At the LCO-LATP interface this leads to a capacitance of 4 to 11 µF/cm2, while the

LATP LLZO
Capacitance Resistance Capacitance Resistance

(µF/cm2) (Ω cm2) (µF/cm2) ( Ω cm2)
3.9 V 4 5*10−4 12 -3*10−5

4.0 V 8 2*10−2 29 -2*10−4

4.3 V 11 17 49 3*10−3

Table 3.2: Space-charge layer capacitance and resistance at the LCO-solid electrolyte interfaces.

capacitance at the LLZO interface is between 12 and 49 µF/cm2. The calculated ca-
pacitances at the interfaces of the LCO and solid electrolytes are comparable to the
capacitance reported at the interface of LCO in contact with a liquid electrolyte [65].
Landstorfer et al. have calculated a capacitance of 370.81 µF/cm2 at the interface
of LLZO with an unspecified cathode material, which is significantly larger compared
to the results presented here. This large value can be explained by the fact that the
Coulomb interaction was not taken into account and a larger maximum Li-concentration
in LLZO was assumed, which both contribute to a higher capacitance.
Based on the present model an increasing potential leads to a rising Li-conductivity in
LCO, because of an increased Li-concentration and an increased Li-diffusivity. In both
solid electrolytes the Li-conductivity decreases, because of a lower Li-concentration
and a decreasing Li-diffusivity. At the LCO-LLZO interface the increase in Li-conductivity
through LCO is larger than the decrease in Li-conductivity through the LLZO at 3.9
and 4.0 V, and consequentially the space-charge layer decreases the resistance for
Li-ion transport over the interface. When increasing the LCO voltage to 4.3 V the
LLZO becomes almost depleted of Li-ions, which leads to an increased resistance over
the interface, as shown in Table 3.2.
At the LCO-LATP interface the removal of Li-ions from LATP causes larger problems,
reflected in the orders of magnitude rise in interface resistance upon increasing the
voltage. At 3.9 V the resistance is small, but at 4.0 V the Li-concentration drops signif-
icantly, raising the resistance by two orders of magnitude. At 4.3 V a Li-depleted layer
of 1 Ångström is formed, in which the Li-conductivity is negligible, and as a result a
further increase in the space-charge resistance is observed. However, the resistance
of 17 Ω cm2 reported in Table 3.2 is doubtful, because it quadratically depends on
the lower limit of the Li-concentration allowed in the model via Equations 3.13 and
3.14, which is (arbitrarily) set at 0.015 Li/nm3.1 Currently, it is unknown which value
is realistic for the lower limit for the Li-concentration in LATP, and it could be that
1Defining a lower limit for the Li-concentration is necessary because a Li-concentration of zero would cause
the resistance to reach an infinite value, which seems unrealistic over distances below a few Ångström.
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a value of 0.15 Li/nm3 is a more realistic limit, which would reduce the space-charge
resistance to 0.3 Ω cm2, but determining the lower limit of the Li-concentration will
require a thorough experimental investigation. In addition, the depletion of Li-ions at
the interface may induce local structural changes that have additional consequences
on the resistance, not taken into account here.
However, this example does show an advantage of solid electrolytes with high Li-ion
concentration, such as LLZO. Although more Li-ions are removed from LLZO than from
LATP, the high Li-concentration prevents the formation of a layer depleted of Li-ions,
thus leading to a smaller interface resistance due to the space-charge layer.

3.3.2. Interfaces of anode and solid-electrolyte materials
At the negative electrode Li-ions near the interface of the electrolyte and the anode
material are driven towards the higher Li-voltage (lower chemical potential) of the
solid electrolyte. When graphite is in contact with LLZO this leads to a space-charge
region in graphite where lithium is completely depleted, while there is a significant
increase of Li-ions in the LLZO, as shown in Figure 3.3.
The thickness of the space-charge layer strongly depends on the voltage applied to

Figure 3.3: Lithium concentration at the LLZO-graphite interface at different voltages for graphite: blue
= 0.1 V (Li0.9C6), green = 0.15 V (Li0.5C6), red = 0.2 V (Li0.1C6). Where the lines end the bulk lithium
concentration is reached.

the graphite, being approximately 0.4 nm at 0.1 V, increasing to approximately 1 nm.
when graphite is at 0.2 V. Even though less Li-ions transfer towards the LLZO at 0.2 V
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as compared to 0.1 V, a more extensive space-charge layer is formed due to the lower
Li-concentration in the graphite bulk.
In Figure 3.4 it is shown that at the LATP-graphite interface the thickness of the
space-charge layer is smaller compared to the LLZO-graphite interface. The lower
maximum Li concentration in LATP in combination with its lower permittivity, com-
pared to LLZO, makes it energetically more expensive to change the Li-concentration
in LATP, leading to a smaller space-charge layer in the graphite.

The larger Coulomb interaction in LATP in combination with the small change

Figure 3.4: Lithium concentration at the LATP-graphite interface at different voltages for graphite: blue
= 0.1 V (Li0.9C6), green = 0.15 V (Li0.5C6), red = 0.2 V (Li0.1C6). Where the lines end the bulk lithium
concentration is reached.

in graphite voltage causes the amount of Li-ions transferring over the interface to
be almost equal in all three cases, as demonstrated by the nearly overlapping Li-
concentration profiles in the LATP in Figure 3.4. In the graphite the space-charge layer
changes considerably with voltage, due to the large changes in bulk Li-concentration
with voltage. When graphite is at 0.1 V the Li-concentration is large and Li-ions can
easily be extracted, leading to a space-charge layer of 0.3 nm. At higher voltages
the Li-concentration in graphite is much lower, and extraction of the same amount of
Li-ions leads to a thicker space-charge layer, growing to 0.6 nm when the graphite is
at 0.2 V.
In Table 3.3 the interface capacitances and resistances at the graphite interfaces are
shown. In both cases the capacitance increases upon lowering the graphite voltage,
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LATP LLZO
Capacitance Resistance Capacitance Resistance

(µF/cm2) (∗10−2 Ω cm2) (µF/cm2) (∗10−2 Ω cm2)
0.1 V 12 2 19 6
0.15 V 11 4 16 10
0.2 V 8 15 9 29

Table 3.3: Space-charge layer capacitance and resistance at the graphite-solid electrolyte interfaces.

because the voltage difference increases, it thus becomes more favourable for Li-ions
to migrate towards the solid electrolyte.
In all the presented cases the interface resistance is in the order of 10−1 Ω cm2, even
though there is always a Li-depleted layer present in the graphite. Although the resis-
tance shows a significant increase when thickness of the Li-depletion layer increases,
in comparison to the Li-depleted layer at LATP-LLZO interface, it has a small effect.
This can be explained by the high Li-diffusivity in graphite at low Li-concentrations
(Equation 3.12), while the Li-diffusivity drops dramatically in the solid electrolytes at
low Li-concentrations (Equation 3.13). As a result the formation of a layer depleted of
Li-ions leads to a large interface resistance in LATP, while in graphite the interface
resistance remains small. This shows that the resistance caused by space-charge lay-
ers strongly depends on the diffusion mechanism, as has been shown experimentally
[31, 35].

3.3.3. Impact of Coulomb interaction
As discussed, the high defect concentrations in the space-charge layer of ASSB’s
implies that the Coulomb interaction between defects must be taken into account. To
demonstrate the impact of the Coulomb interaction Li-concentration profiles with and
without taking the Coulomb interaction into account are shown in Figure 3.5 for the
LCO-LLZO interface at 4.3 V. Without the Coulomb interaction a steeper and larger
change in lithium concentration is predicted, similar to the results of previous models
[25, 26]. This results in a layer which is completely depleted of Li-ions in the solid
electrolyte, a thicker space-charge layer in the LCO, and a larger region in which the
maximum lithium concentration is reached.
By neglecting the Coulomb interaction between Li-defects the thickness of the interface
layer is almost doubled. In comparison to the results with the Coulomb interaction in
Table 3.2 the interface capacitance increases almost twofold to 90 µF/cm2, and the
interface resistance increases by two orders of magnitude to 2 Ω cm2, caused by
the low Li-conductivity in the LLZO layer depleted of lithium ions. Neglecting the
Coulomb interaction thus has a significant impact on the space-charge layer and its
properties, and this demonstrate that the Coulomb interactions between Li-defects
cannot be neglected when describing space-charge layers and their effects in ASSB’s.
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Figure 3.5: Lithium concentration at the LCO-LLZO interface at 4.3 V with and without Coulomb interactions.
Where the lines end the bulk lithium concentration is reached.
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3.4. Discussion
The presented space-charge model for electrode-solid electrolyte interfaces in ASSB’s
indicates that the space-charge layer has a thickness in the order of one nanometre,
consistent with previous models [25, 26] and experiments [15, 16]. The resistance, ca-
pacitance, and thickness of the space-charge layer are shown to strongly depend on the
electrode-solid electrolyte combination and electrode voltage. Taking the Coulomb in-
teraction between defects into account is shown to have a significant effect. It severely
reduces the amount of Li-defects formed in the space-charge layer, which in turn leads
to a smaller interface capacitance. Comparing the calculations with and without the
Coulomb interaction shows that it also has a large effect on the calculated interface
resistance.
It should be realised that the current approach has a number of uncertainties. First of
all, the Coulomb interaction energy term used here is based on the lattice energy of
the crystal times the average distance between Li-defects, giving only a rough approx-
imation of the interactions between charged defects. At high defect concentrations this
approach might also break down when other effects, such as the transfer of electrons
over the interface to reduce the Coulomb repulsion, might become more favourable as
further increasing the ionic defect concentration.
Furthermore, a simple relation between ionic diffusion and ion concentration (Eq. 3.13)
was used to calculate the resistance. As shown by Kozinsky et al. [66] the ionic con-
duction in a solid electrolyte can strongly vary with ion concentration, which influences
the resistance over the space-charge layer. Implementing more complex equations to
describe the ionic diffusion with changing ion concentration might therefore be neces-
sary to improve the description of the space-charge resistance.
The space-charge model indicates that the Li-concentration in the solid electrolyte
can change by 100% at the interface. With such large changes in Li-concentration it
is unlikely that the solid electrolyte retains its original structure and properties. On
the other hand, the model suggests that the changes in Li-concentration only occur
in the first few atomic layers at the interface, whose structure may be stabilised by
the underlying bulk crystal. In addition, the permittivity of the materials will depend
on the Li-concentration, which has not been accounted for. Nevertheless, we believe
that the presently used approximations allow a prediction that results in space-charge
layer properties in the correct order of magnitude.
A comparison between experimental results [4, 14] and the model shows large differ-
ences in the interface resistance for most cases. Although the LCO-LATP interface at
4.3 V shows a similar interface resistance compared to experiments, in the other cases
the differences are most likely caused by the approximation of a perfect and stable
interface in the model, which is unlikely to hold for real interfaces.
At the moment electrode and solid electrolyte are brought into contact the high ionic
conductivity will cause a transfer of ions over the interface within seconds. This is
likely to cause a topotactic phase transition, for which indications have been found
experimentally [11]. This will be the starting point of solid electrolyte decomposition,
although it is unlikely that the phase formed via the topotactic transition is the ther-
modynamically most stable phase. More stable phases are likely to form [11], and even
though their growth is kinetically limited [67] experiments have been able to observe
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these phases grow within a day [68, 69]. Extrapolation of the decomposition rate for
Li10GeP2S12 (LGPS) shows an expected thickness of the decomposition layer of 370
nm after one year [68]. But this is without considering the effects of cycling the battery,
which will lead to further growth of the decomposition layer [70]. In this decomposition
layer different phases with differing potentials can occur, thus explaining experimental
observations of potential drops at the interface spread out over roughly a micrometer
[12, 13]. Especially considering the results of the model presented here, the potential
drop over the decomposition layer seems to be a more plausible explanation of the
experimental observations than a space-charge layer of a micrometre.
The current results also shed light on the effect of coatings at the electrode-electrolyte
interfaces. Since the space-charge layers are on the scale of a nanometre it is un-
likely that they improve battery performance by reducing space-charge effects, as has
been suggested [16, 19–21], although space-charge layers can become smaller when
applying coatings [71]. Instead, the prediction that space-charge layers are small in
extend supports the suggestion that coatings improve the performance of ASSB’s by
preventing interface decomposition of the electrode and electrolyte [22–24], which un-
derlines that creating a stable electrode-electrolyte interface is essential for creating
high-rate ASSB’s.
The formation of decomposition products on the electrode-electrolyte interface changes
the properties of the materials on the interfaces, new phases might be formed, and the
presented space-charge model breaks down. Incorporating the effects of the insta-
bility at the interfaces requires the determination of all the relevant parameters for
the newly formed phases, which may be an important next step for modelling specific
electrode-solid electrolyte interfaces when sufficient data is available.
The nanometre scale of space-charge layers implicates that these will only form when
the electrode and solid electrolyte are in contact with each other on the atomic scale,
which is essential for charge-transfer over the interface. The space-charge capacitance
can thus be used as a measure for the amount of contact area between solid electrolyte
and electrode on the atomic scale, which is an important parameter for increasing the
performance for ASSB’s.
Here we have shown results for a number of electrode and solid electrolyte combina-
tions, but we have not studied the important class of sulphide solid electrolytes. Since
the ion concentration, potential and dielectric constant are not vastly different between
oxide and sulphide solid electrolytes, we expect space-charge layers in the order of a
nanometre. But the effects caused by the space-charge layer could be quite different,
for example if thick Li-depleted layers cause a large resistance over the space-charge
layer. Applying the model to other electrode and solid electrolyte materials would
therefore be an interesting path for future research.

3.5. Conclusion
The space-charge effect in all-solid-state-batteries is shown to lead to space-charge
layers with a thickness in the nanometre regime, causing resistances below one Ω cm2

at the interfaces investigated, thus having a negligible effect on the performance of
ASSB’s. A significant increase to the interface resistance is only expected to occur
when the solid electrolyte becomes completely depleted of Li-ions in the space-charge
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layer.
These results suggest that space-charge layers do not stand in the way of high-rate all-
solid-state batteries. Instead formation of poorly conducting decomposition products,
as well as small contact areas are expected to induce the large interface resistances
observed experimentally.
Furthermore, the Li-concentration in the space-charge layer can change by 100%,
although it strongly depends on the combination of materials and the electrode voltage.
Taking Coulomb interactions between charged defects into account is shown to have a
large impact, and therefore appears to be essential for a correct description of space-
charge layers and their effects in ASSB’s.
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DFT MD-simulations were performed on cubic and tetragonal Na3PS4. The MD-
simulations show that the Na-conductivity based on the predicted self-diffusion is
high in both the cubic and tetragonal phase. Higher Na-ion conductivity in Na3PS4

can be obtained by introducing Na-ion vacancies. Just 2% vacancies results in a
conductivity of 0.2 S/cm, which is an order of magnitude larger than the calculated
conductivity of the stoichiometric compound.
MD-simulations of halogen doped cubic Na3PS4 suggest a practical route to introduce
vacancies, where Br-doping is predicted to result in the highest bulk conductivity.
Detailed investigation of the Na-ion transitions during the MD-simulation reveals the
role of vacancies and phonons in the diffusion mechanism. Furthermore, the orders
of magnitude difference between the MD-simulations and experiments suggest that
macroscopic conductivity can be significantly increased by reducing the grain boundary
resistance.

4.1. Introduction
Nowadays the application of Li-ion batteries is widespread, powering mobile phones,
laptops and electric cars. With the current growth rate the world’s lithium resources
could be depleted within 65 years [1], not yet considering the potential use of Li-ion
batteries for large-scale storage of renewable energy sources. Already decades ago
the larger sodium abundance has motivated the development of materials for Na-ion
batteries [2–5]. Especially for static large scale application, as required for the storage
of renewable energy, the lower costs of Na-batteries may outweigh the lower energy
density [2].
Both for Li-ion and Na-ion batteries the flammability of liquid electrolytes poses a
safety risk, encouraging the development of solid electrolytes [6–9]. An additional
advantage of solid electrolytes is a potentially higher percentage of active material
in the battery increasing the specific energy density, the ability to develop versatile
geometries [10], and stability in excess of 10000 cycles [11].
At present Na-ion solid state batteries, applied for static large scale storage, typically
use β”-alumina as solid electrolyte operating at temperatures above 270◦C [4]. For
this material conductivities between 0.1 and 0.001 S/cm have been reported at room
temperature [4]. However, the synthesis of β”-alumina requires temperatures above
1200◦C, and even higher temperatures to lower the grain boundary resistance, making
these systems inherently expensive.
Recently Udovic et al. [12] have reported on Na2B12H12, which is synthesised more
easily, resulting in conductivities in the order of 0.1 S/cm above 270◦C, however, with
a relatively low room temperature conductivity of 10−6 S/cm. Sulphur based Na-
ion solid electrolytes offer promising room temperature conductivities [13], of which
glass-ceramic Na3PS4 doped with Si currently has the highest reported conductivity
reaching 7.4∗10−4 S/cm at room temperature [14].
The tetragonal phase of Na3PS4 has been known as a sodium-conductor for more than
20 years [15]. But Na3PS4 has gained renewed attention since Hayashi et al. [13]
synthesised a room temperature stable glass ceramic phase showing a Na-conductivity
of 2∗10−4 S/cm. Since then the highest reported conductivities for this material are
4.6∗10−4 S/cm [16], and 7.4∗10−4 S/cm with 6% Si-doping [14].
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Although high conductivity is an important prerequisite for electrolyte materials, good
electrolyte-electrolyte and electrode-electrolyte contacts are an additional prerequi-
site for efficient charge transport in solid state batteries. For Na3PS4 it has been
shown that good electrode-electrolyte contact can be obtained using cold pressing
[13], in contrast to β”-alumina that requires sintering at 1800◦C to obtain good solid-
solid contacts [13]. Yubuchi et al. demonstrated that Na3PS4 can be prepared via a
liquid-phase reaction [17], which can lead to even better electrode-electrolyte contacts.
The present work aims at revealing the diffusion mechanism in Na3PS4, based on which
potential routes to increase the Na-ion conductivity are investigated by modelling the
diffusion using density functional theory molecular dynamics (DFT MD) simulations.
For both the cubic and tetragonal phases of Na3PS4 high bulk self-diffusion is pre-
dicted, in both phases uncovering a vacancy mediated Na-ion transport mechanism.
The modelling indicates that increasing the amount of vacancies, for instance achieved
by halogen doping, may further enhance the Na-ion conductivity of this promising
Na-ion solid electrolyte material.

4.2. Methods
DFT-calculations were performed using the GGA approach with the PAW-PBE basis
set of VASP [18] and a cut-off energy of 280 eV. For the minimisation of Na3PS4 a
single unit cell was used, and a k-point mesh of 4x4x4. For the minimisation of the
other compositions a 2x2x2 super cell was used, with a k-point mesh of 2x2x2. For all
the MD-calculations a 2x2x2 super cell was used, and a k-point mesh of 1x1x1 was
used to reduce calculation time. The time between MD-steps was 2 femtoseconds, and
the total simulation time was between 40 and 100 picoseconds. The MD-simulations
were performed in the NVT-ensemble, with velocity scaling at every time-step. In all
cases an equilibration time of 2.5 picoseconds was applied, to allow the system to
reach equilibrium during the MD-simulations.
Based on the MD-simulations the jump rates between the different crystallographic
sites in the cubic crystals has been determined. To locate the crystallographic position
of a Na-ion during the MD-simulation the distance of a Na-ion to crystallographic
distinct Na1(6b) and Na2(12d) sites was calculated. If the distance between the Na-
ion and a crystallographic position is smaller than 1/8 of the unit cell length (∼ 0.875
Å), corresponding to half the distance between neighbouring Na1- and Na2-sites, the
Na-ion is assigned to the crystallographic position. In this way the crystallographic
position of each Na-ion during the MD-simulation is known, and any transition towards
another site can be distinguished.

4.3. Results
For Na3PS4 two crystal phases are known, a tetragonal phase [15], and a cubic phase
[19]. However, the differences between the two phases are small, the tetragonal phase
being tetragonal distorted with respect to the cubic phase. The tetragonal phase of
Na3PS4 crystallises in the space group P4̄21c (no. 114) with lattice parameters a =
6.9520 Å and c = 7.0757 Å [15], while the cubic phase of Na3PS4 crystallises in the
space group I4̄3m (no. 217) with lattice parameter a = 6.9965 Å [19]. The largest
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difference between the lattice parameters is 1.1%, and the volume difference is less as
0.2%. The only significant difference is in the positions of the Na-ions.
In the tetragonal cell the cubic Na1(6b)-site splits into two Na-ion sites Na(2a) and
Na(4d), where the latter is shifted approximately 0.5 Å with respect to its position in
the cubic phase. For the cubic phase Na2(12d)-site occupancy is reported [19], which
are positioned between the Na1(6b)-sites, but present energy minimisations of this
structure indicate that the Na2(12d)-sites are not stable.
For both phases conductivities in the order of 10−6 S/cm have been reported in case

(a) (b)

Figure 4.1: (a) The unit cell of cubic Na3PS4, the P, S, Na1(6b)- and Na2(12d)-sites are represented
by purple, yellow, red and orange, respectively, the proposed Na-pathway [19] is shown with arrows. (b)
The unit cell of tetragonal Na3PS4, the P, S, and Na-sites are represented by purple, yellow, and red,
respectively.

of poor inter-particle contacts [15, 17]. When the two phases are prepared in a sim-
ilar way the two phases show similar conductivities [20]. Going from crystalline to
glass-ceramic samples for the cubic phase results in a 30 times higher conductivity
[19], which if applicable to the tetragonal phase should also make Na-conductivities
in the order of 10−4 S/cm possible.
To test whether the small differences in crystal structure of the cubic and tetragonal
phase have an influence on the Na-diffusivity MD-simulations where performed on
both phases. As a starting point for the calculations on the cubic phase the crystal
structure reported by Tanibata et al. [19] was used, shown in Figure 4.1a.
Relaxation of the reported structure, including a mixed Na1/Na2 occupancy [19], re-
sulted in migration of the Na-ions on the Na2(12d)-sites towards the nearest vacant
Na1(6b)-site. Apparently, at zero Kelvin in stoichiometric Na3PS4 Na-ion occupancy
of the Na2-site is unstable in comparison to the Na1-site, therefore further energy
minimisations were performed with all Na-ions occupying the Na1-sites.
For the tetragonal phase the crystal structure reported by Jansen et al. [15] was used
as a starting point, shown in Figure 4.1b. After minimisation the energy of the tetrag-
onal structure is 2 meV/atom lower compared to the energy of the cubic structure, in
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close agreement to the value of 5 meV/atom recently reported [21]. The lower energy
of the tetragonal phase is consistent with experiments that have shown that the tetrag-
onal structure is the stable phase at low temperatures, and that the cubic phase is
more stable at high temperatures [13].
The only significant difference between the two phases at the start of the MD-
simulations is the 0.5 Å displacement from the center of each face of 2

3 of the Na-ions
in the tetragonal phase. The slightly different Na-positions do not lead to significant
differences in the Na-ion distributions during the MD-simulations, as shown in Figure
4.2.
In Figures 4.2a and 4.2b the Na-ion distribution during a 100 ps. MD-simulation
for stoichiometric Na3PS4 are shown, reflecting almost no Na-ion mobility between
different Na1(6b)-sites at the time-scale of the MD-simulation. The Na-ions mostly
vibrate around their original positions, and no transition paths between neighbouring
Na-sites are observed.
Calculations on defect formation energies in the closely related compound Na3PSe4

have shown that the formation energy of Na-vacancies is two times lower than forma-
tion energies of other common defects [22]. This in combination with the small amount
of impurities present in the starting compounds [14, 16] suggests that small amounts
of Na-vacancies are present in Na3PS4, the impact of which will be investigated by
introducing Na-vacancies in the MD-simulations.
When one Na-atom is removed from the 2x2x2 super cell, corresponding to a composi-
tion of Na2.94PS4, the Na-ion mobility increases drastically as demonstrated in Figures
4.2c and 4.2d. For both the cubic and tetragonal phases the Na2.94PS4 composition
shows a broad Na-ion distribution around the Na1(6b)-sites, which are interconnected
through the Na2(12d)-sites, consistent with the proposed pathway based on the Max-
imum Entropy Method applied to powder XRD data [19].
The effect of the vacancy concentration on Na-ion conductivity was studied by system-

atically varying the vacancy concentration as shown in Table 4.1. For all stoichiome-
tries NaxPS4 with x <2.94 the super cell was optimised resulting in minor changes
of the lattice parameters, all within 1% from the experimental value. For both phases
the crystal structure became unstable during MD-simulations at the composition of
Na2.25PS4, indicating the maximum vacancy concentration that can be achieved while
keeping a stable crystal structure is less than 25%.

4.3.1. Diffusivity
From MD-simulations the tracer diffusivity (D∗) can be calculated using the definition
for the tracer diffusion coefficient [23]:

D∗ = 1

N 2d

N∑
i=1

(
dri (t )

d t

)2

(4.1)

where N is the total number of diffusing particles, d the dimensionality of the diffusion
path (3 in this case), d t the simulation time, and dri (t ) the displacement of a single
diffusing particle. By using the Nernst-Einstein equation the diffusivity can be related
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(a) (b)

(c) (d)

Figure 4.2: The Na-distribution during a 100 ps. MD-simulation at 525 K for (a) cubic Na3PS4, (b)
tetragonal Na3PS4, (c) cubic Na2.94PS4, and (d) tetragonal Na2.94PS4.
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to the conductivity (σ) [24]:

σ= ne2z2D

kT
(4.2)

where n is the particle density, e the elementary charge, z the ionic charge, D the
diffusivity, k is Boltzmann’s constant, and T the temperature in Kelvin.

Composition Phase D∗ σ∗

(∗10−6 cm2/sec) (S/cm)

Na3PS4
cubic 0.3 0.02

tetragonal 0.1 0.01

Na2.94PS4
cubic 3.3 0.20

tetragonal 2.3 0.14

Na2.88PS4
cubic 5.0 0.30

tetragonal 5.4 0.33

Na2.75PS4
cubic 5.0 0.29

tetragonal 8.1 0.47

Na2.50PS4
cubic 8.0 0.42

tetragonal 8.2 0.43

Table 4.1: Na-diffusivity and -conductivity for different compositions of Nax PS4 at 525 Kelvin based on the
tracer diffusivity.

The results shown in Table 4.1 and Figure 4.3 show that introducing Na-vacancies
has a large influence on the conductivity. This is illustrated by comparing the Na-
densities for Na3PS4 and Na2.94PS4 in Figure 4.2 where a vacancy concentration of
2% (Na2.94PS4) shows to have a large impact on the Na-diffusion. This is reflected by
the large increase in the MSD when vacancies are introduced, for the cubic (Figure
4.3a) as well as the tetragonal phase (Figure 4.3b).
Without vacancies the conductivity in the cubic and tetragonal phase are 0.02 and
0.01 S/cm, respectively, while a vacancy concentration of 2% (Na2.94PS4) results in
an order of magnitude larger conductivity of 0.20 and 0.14 S/cm for the cubic and
tetragonal phase, respectively. Further increasing the vacancy concentration to 17%
(Na2.50PS4) raises the conductivity to 0.42 and 0.43 S/cm for the cubic and tetragonal
phase, respectively.
For the glass ceramic cubic Na3PS4 experimental conductivities in the order of 10−4

S/cm have been reported [13, 14, 16, 25]. The results from the MD-simulations are
two orders of magnitude higher in both phases. However, the experimentally measured
macroscopic bulk conductivity includes diffusion over the grain boundaries and the
electrode-electrolyte interface.
Recently Nose et al. have shown that improving the contact between Na3PS4 particles
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(a)

(b)

Figure 4.3: The MSD of Na during simulations with different compositions of Nax PS4 at 525 K in the (a)
cubic and (b) tetragonal phase.
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can increase the conductivity by a factor of 2 [26]. The 30 times increase in conductivity
between crystalline and glass-ceramic samples [13] also indicates that diffusion over
grain boundaries is more sluggish than bulk diffusion in Na3PS4. This indicates that
the large differences between simulated and experimental conductivities are primarily
caused by grain boundary and interface resistivity. This suggests that improving the
contacts between Na3PS4 particles could significantly increase the performance of
electrolytes of this material.
Although there are differences in the conductivities of the cubic and tetragonal phases,
these are small and of the same order of magnitude as the error margin in the MD-
calculations. The results shown in Figure 4.2 and in Table 4.1 predict that the cubic
and tetragonal phases are equally good Na-ion conductors, and that the properties
relevant to Na-diffusion are similar in both phases.
This was confirmed by comparison of the mean jump rates and activation energies of
the two phases, shown in Table 4.2, the crystallographic sites of the cubic phase were
used for both to be able to make a comparison between the jump rates. For brevity
we will only describe the results for the cubic phase in the rest of this chapter.

Composition Phase mean Na1→Na1 mean Na1→Na2 Na1→Na1
jump rate (*1010 Hz) jump rate (*1010 Hz) ∆EA (eV)

Na3PS4
cubic 0.09 41.56 0.28

tetragonal -† 42.95 -†

Na2.94PS4
cubic 1.57 50.10 0.16

tetragonal 1.51 51.17 0.16

Na2.88PS4
cubic 3.28 60.60 0.13

tetragonal 3.03 56.52 0.13

Na2.75PS4
cubic 5.83 63.27 0.11

tetragonal 6.20 66.78 0.11

Na2.50PS4
cubic 7.97 79.38 0.10

tetragonal 8.08 79.92 0.10

Table 4.2: Mean jump rates for the Na1→Na1-transition, mean jump rates for the Na1→Na2-transition,
and the activation energy for Na1→Na1-transitions for different compositions of the cubic and tetragonal
phase at 525 K. † In the simulation of tetragonal Na3PS4 no Na1-Na1 jumps occurred, thus the jump rate
and activation energy could not be calculated.

4.3.2. Temperature dependence
The temperature dependence of the Na-ion diffusion was investigated by performing
MD-simulations between 300 and 525 Kelvin for cubic Na2.94PS4 and Na2.50PS4. For
Na2.94PS4 increasing the temperature showed to have a small effect, with the con-
ductivity increasing from 0.17 S/cm at 300 K to 0.20 S/cm at 525 K. The effect of
temperature is larger for Na2.50PS4, the conductivity went from 0.27 to 0.42 S/cm
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when increasing the temperature from 300 to 525 K.
Because the lattice expansion with increasing temperature was not taken into account
a MD-simulation with increased lattice parameters was also performed. The thermal
volumetric expansion coefficient of Na3PS4 is unknown, however, for the related com-
pound γ-Li3PS4 the volume expansion has been measured to be approximately 1.2%
upon heating from 297 to 543 Kelvin [27]. Based on this we assume that the ther-
mal volumetric lattice expansion of Na3PS4 is also small. Therefore MD-simulations
were performed with 1% increased lattice parameters (3% volume expansion) for cubic
Na2.50PS4 and Na2.94PS4 at 525 K.
The expanded lattice resulted in an increased conductivity, for Na2.94PS4 σ

∗ amount-
ing 10% and for Na2.50PS4 σ∗ amounting 17%. Clearly, the lattice expansion upon
increasing temperature has a significant effect on the conductivity, also shown by the
large effect of introducing bigger dopant atoms [21].

4.3.3. Detecting transitions
Using the method described in the Methods section jumps between distinct crystallo-
graphic Na-sites can be extracted from the MD-simulations. Using equation 4.3 the
mean jump rate (τ) of the Na-ions can be determined:

τ= J

N t
(4.3)

where J is the number of jumps between Na-sites, N the number of Na-ions in the
super cell, and t the total simulation time.
The mean jump rates for Na1→Na1-transitions and Na1→Na2-transitions are shown
in Table 4.3. The most striking observation is the order of magnitude difference between
the Na1→Na2 and Na1→Na1 mean jump rates, even when vacancies are present. This
implies that in more than 90% of the cases a Na1→Na2 transition is followed by a
backward Na2→Na1 transition, thus not contributing to (macroscopic) diffusion.
Transition state theory can be used to calculate the activation energy (∆EA) with [28]:

∆EA =−kT ln(
Γ

v0
) (4.4)

Where Γ is the hopping frequency and v0 is the attempt frequency. Since macroscopic
diffusion is caused by the Na1→Na1 transitions the Na1→Na1 jump rate is used as
the hopping frequency and the Na1→Na2 jump rate as the attempt frequency.
Although it is possible to determine the attempt frequency based on the lattice vibrations[29],
this is not a trivial procedure, and typically it is assumed to be on the order of 1013

sec−1 [23]. With the method of detecting transitions used at present, estimating the
attempt frequency is straightforward, assuming the position of the transition state is
known and sufficiently separated from the starting state and final state. In this case
the attempt frequency is 12 to 25 times smaller than the typically assumed 1013 sec−1,
where the latter would lead to severe overestimation of the activation energy.
Table 4.3 shows that the introduction of vacancies results in an increased mean jump

rate for both transitions. However, upon introducing 2% vacancies the mean Na1→Na1
jump rate increases by a factor of 17, while the mean Na1→Na2 jump rate only in-
creases by a factor of 1.2.
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Composition mean Na1→Na1 mean Na1→Na2 ∆EA Na1→Na1
jump rate (*1010 sec−1) jump rate (*1010 sec−1) (eV)

Na3PS4 0.09 41.56 0.28
Na2.94PS4 1.57 50.10 0.16
Na2.88PS4 3.28 60.60 0.13
Na2.75PS4 5.83 63.27 0.11
Na2.50PS4 7.97 79.38 0.10

Table 4.3: Mean jump rates for the Na1→Na1-transition, mean jump rates for the Na1→Na2-transition,
and the activation energy for Na1→Na1-transitions for different compositions of the cubic phase at 525 K.

This effect is reflected in the activation energies for Na1→Na1 transitions, which
show a reduction of 0.12 eV on going from no vacancies (Na3PS4) to 2% vacancies
(Na2.94PS4). By adding more vacancies the activation energy decreases further, al-
though the effect per vacancy becomes smaller.
Experimentally activation energies between 0.20 and 0.28 eV have been reported, de-
pending on the preparation procedure [14, 16], with more crystalline phases showing
lower activation energies. The activation energies from the MD-simulations are very
similar to the experimentally determined values, where the activation energy of Na3PS4

corresponds to the highest experimental value, and the activation energy based on 2%
Na-vacancies is close to the lowest experimental activation energy.
Using the mean jump rates the diffusivity (DJ) can be calculated using the Einstein-
Smoluchowski equation:

DJ = τa2

2d
(4.5)

Where τ is the mean jump rate, a is the distance between the sites (3.5 Å between
Na1(6b)-sites), and d is the number of dimensions of the diffusion pathway.
Since only the Na1→Na1-transitions contribute to macroscopic diffusion, the diffusivity
is calculated based on the mean jump rate of this transition. Using Equation 4.2 the
conductivity based on the mean jump rates (σJ) can also be calculated.
When comparing the conductivities in Figure 4.4 significant differences are observed

between the conductivities based on the tracer diffusivity and the mean jump rate. This
can be explained by the back and forth transitions that contribute to the jump rates,
thereby increasing the conductivity, whereas for the calculation of the tracer diffusivity
these cancel out.
This can be quantified by the correlation factor ( f ), which is defined as f = D∗

DJ
[23].

For the vacancy rich compositions both diffusivity and conductivity are larger when
calculated based on the jump rates, therefore f <1, indicating that in the presence of
vacancies Na-ions often jump back and forth between Na1(6b)-sites.
Figure 4.4 suggests a relation between f and the vacancy concentration, however, we
anticipate that this has no physical origin. At low vacancy concentrations on average
the Na-ions perform only a few jumps during the simulations. Because the number of
jumps is small, a jump to a previously visited site becomes less likely, and f will be
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Figure 4.4: The conductivity, based on the tracer conductivity (σ∗) and on the mean Na1→Na1 jump rate
(σJ), versus vacancy concentration for the cubic phase at 525 K.

overestimated.
This effect is smaller at high vacancy concentrations since then more jumps occur,
increasing the chance of back and forth jumps, explaining the dependence of f on the
vacancy concentration. In order to obtain reliable values of f at low concentrations
much more jumps should be sampled. This was not attempted here because of the
significantly longer computational times this would require.

4.3.4. Metastability of the Na2-site
Tanibata et al. [19] report partial occupancies in the cubic phase, the Na2(12d)-site
having an occupancy of 10% and the Na1(6b)-site having an occupancy of 80%, deter-
mined by refinement of room temperature X-ray diffraction data.
Because the multiplicity of the Na2(12d)-sites is twice that of the Na1(6b)-sites this
implies that Na-ions on average spent 20% of their time on Na2-sites, and 80% of
their time at Na1-sites. As mentioned earlier, relaxing a cubic structure with partial
Na2-site occupancy towards its minimal energy results in migration of the Na-ions
from the Na2-sites towards the Na1-sites, indicating that at zero Kelvin the Na2-site
is unstable and thus unoccupied.
At room temperature therefore, the Na2-occupancies must be due to transitions be-
tween neighbouring Na1-sites connected via Na2-sites, as indicated by the electron
density derived from the maximum entropy method [19] and the average Na-ion density
from the present MD-simulations in Figures 4.2c and 4.2d.
The average Na2-site occupancies at finite temperatures can be extracted from the
MD-simulations, the results of which are shown in Table 4.4. These indicate that an
increasing number of vacancies, or equivalently a larger conductivity, induces a larger
time spend on the Na2-site, consistent with the increasing Na1→Na2 jump rate in
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Table 4.3.
The increased amount of time the Na-ions spend on the Na2-site does not imply that
the Na2-site becomes stabilised by Na-vacancies. In Figure 4.2 it is visible that the
Na-distribution around the Na1-sites broadens when Na-vacancies are introduced. At
higher vacancy concentrations this effect becomes more pronounced, as shown in Fig-
ure 4.5. The increased Na2-occupancy can thus be ascribed to larger Na-vibrations

(a) (b)

Figure 4.5: Na-density plots from 100 ps. simulations at 525 K of cubic (a) Na2.88PS4, and (b) Na2.50PS4.

at the Na1-site, and a higher number of Na1→Na1-transitions.
The metastability of the Na2-site is confirmed by the MD-simulations at different

Composition % of time at Na2-site
Na3PS4 3.0
Na2.94PS4 5.3
Na2.88PS4 8.1
Na2.75PS4 10.8
Na2.50PS4 16.4

Table 4.4: The percentages of time Na-ions spend at the Na2-site for different compositions of the cubic
phase at 525 Kelvin.

temperatures for cubic Na2.94PS4 and Na2.50PS4, in which the percentage of time
spent at the Na2-site increases with temperature. For Na2.94PS4 at 300 Kelvin the
percentage of time spent at Na2-sites is 2.9%, increasing to 4.1%, 4.7% and 5.3% at 375,
450 and 525 K, respectively. The percentage of time at the Na2-site for Na2.50PS4 is
13.1%, 14.7%, 15.7%, and 16.4% at 300, 375, 450 and 525 K, respectively.
In Figure 4.6 the diffusion path of a single Na-ion is shown. The Na-ion vibrates
around the Na1-sites most of the time, whereas in contrast the Na2-site is occupied
very shortly during the transition. During the transitions between Na1-sites in Figure
4.6 the Na-ion passes through the Na2-site and no vibrations near the Na2-site are
observed, further indicating that the Na2-site is not stable.
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Figure 4.6: The diffusion path of a single Na-ion during the MD-simulation for cubic Na2.94PS4 at 525 K.
The red and blue colors correspond to the atom residing at the Na1(6b)- and Na2(12d)-site, respectively,
and green and pink dots correspond to the crystallographic Na1(6b)- and Na2(12d)-positions, respectively.

4.3.5. The transition mechanism
The rise in conductivity with increasing vacancy concentrations predicted by the MD-
simulations indicates that diffusion proceeds through a vacancy mechanism. Note
that a different mechanism seems to occur upon Si-doping (Na3+3xP1−xS4Six with x
between 0 and 0.06) [14] which also leads to increased conductivities, due to interstitial
Na-ions introduced upon Si-doping [21].
In contrast to the related Na3PO4 compound, where it has been reported that the Na-
diffusion is mediated through the rotation of PO4-groups (a paddle-wheel mechanism)
[30, 31], the present MD-simulations do not display rotating PS4-groups in Na3PS4.
Table 4.3 illustrates the high frequency of Na1→Na2-transitions, but less than 10%
leads to Na1→Na1-transitions, the latter being responsible for bulk conductivity.
To determine what is preventing Na1→Na1-transitions after a successful Na1→Na2-
transition the conditions of three different cases are investigated:

I Successful transition to a neighbouring Na1-site (contributing to bulk conductiv-
ity).

II No Na1→Na1 transition because the neighbouring site is already occupied.

III No Na1→Na1 transition for another reason.

The relative occurrence of each of these cases at different temperatures is shown for
cubic Na2.50PS4 in Table 4.5. As expected raising the temperature increases the rel-
ative amount of successful Na1→Na1 transitions (case I).
More surprisingly, it also shows an increase in failing transitions due to occupation
of the destination Na1-site (case II), and a decrease in failing transitions for other
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Temperature (K) Case I (%) Case II (%) Case III (%)
300 6.8 50.6 42.6
375 8.5 57.3 34.3
450 10.5 62.2 27.3
525 10.2 69.7 20.1

Table 4.5: Percentages of case I, II and III at different temperatures for cubic Na2.50PS4.

reasons (case III). To investigate the mechanism behind this the radial distribution
functions (RDF) for all the Na-atoms at the Na2-site were determined. By combin-
ing the RDF’s of individual Na-atoms per case the average atomic surrounding of the
Na-ions for each case can be determined by the RDF’s.
Based on the differences between the RDF’s of the three cases it is possible to deduce
which atomic surroundings are responsible for successful and failing transitions, thus
providing insight in the transition mechanism. Independent of the crystal structure,
composition, and temperature all MD-simulations display similar RDF’s, indicating
that in all present MD-simulations a similar diffusion mechanism takes place. To
analyse differences between the RDF’s for the three cases the MD-simulation of cubic
Na2.88PS4 at 525 K was used, resulting in Na-Na, Na-P and Na-S RDF’s for each
case as shown in Figure 4.7.
As a consequence of the higher occupancy of neighbouring Na-sites case II (no tran-

sition because the neighbouring Na-site is occupied) shows a slightly larger average
Na-ion occupancy in the first 3.5 Å compared to the other two cases as shown in
Figure 4.7a. There is no significant difference between the Na-distributions for case I
and case III in the first few Ångstroms, illustrating that this is not the only parameter
preventing Na1→Na1-transitions.
In Figure 4.7b the Na-S RDF is shown, displaying the most obvious differences be-
tween 3 and 4 Å. For successful transitions (case I) on average less S-atoms are
located between 3 and 3.5 Å, which apparently shift to the range 3.5 to 4 Å, indicating
a different atomic arrangement when a successful jump occurs.
The Na-P RDF in Figure 4.7c shows a clear difference around 4 Å, for case I a single
P-peak is observed here, while for the other cases two peaks are visible. This indicates
that a prerequisite for a successful transition is that the Na-ion is in the centre of the
nearest P-atoms, i.e. it is exactly at the crystallographic Na2-position.
Concluding, the Na-P and Na-S RDF’s show that when a successful transition oc-
curs there are less P and S atoms in the first 3.5 Å . The extra free volume around
the Na-ion enlarges the window through which the ion must hop for a successful
Na1→Na1-transition, indicating that opening of this window is vital for macroscopic
diffusion.
The better conductivity for expanded lattices can be explained by this effect. In the
expanded lattice on average the windows will be larger which leads to the observed
improved conductivity. The extra free volume has to be created by phonons within the
crystal, which explains the changing ratio between case I and case III with increasing
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(a) (b)

(c)

Figure 4.7: The (a) Na-Na, (b) Na-S and (c) Na-P RDF’s between 2 and 7 Å for the three cases from the
MD-simulation of cubic Na2.88PS4 at 525 K.
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temperature. At higher temperatures more phonons are present, thus the window for
a transition will be open more frequently, enhancing the Na1→Na1 transitions and
hence the macroscopic diffusion.

4.3.6. Halogen doping in Na3PS4
The results from MD-simulations shown in Figure 4.4 indicate that introducing Na-
vacancies into Na3PS4 will increase the bulk conductivity. In MD-simulations the
vacancies can be introduced without charge compensation, however, in reality charge
compensation is necessary when introducing vacancies.
A straightforward way to introduce vacancies in Na3PS4 would be by replacing S
atoms with halogen atoms, a commonly used approach in Li-sulphide materials [32].
DFT calculations on Na-argyrodite solid electrolytes have shown that upon doping
with halogens the materials remain stable [33], therefore we expect that doping with
halogens is also possible for Na3PS4.
To simulate the impact of halogen doping a 2x2x2 super cell of the cubic phase was
built, in which two S atoms were replaced with halogen atoms charge compensated by
removing two Na-ions, resulting in the composition Na2.88PS3.88X0.12 (X = F, Cl, Br,
I), corresponding to 4% Na-vacancies via halogen doping.
Structural energy minimisations were performed for several configurations of Cl-atoms
and Na-vacancies. To find the lowest energy configuration the Cl atoms were placed
on nearest S-positions, as well as S-positions with the maximal distance within the
2x2x2 super cell. Na-vacancies were positioned next to the Cl-atoms and as far from
the Cl-atoms as possible.
The resulting energies suggest that Cl-atoms prefer to be well distributed in the lat-
tice, maximising their mutual distance, whereas Na-vacancies are preferably located
next to the Cl-atoms. This lowest energy configuration was used as a starting point for
relaxations of the other halogen dopants. After relaxation the cell parameters changed
by less than 1% in all cases. MD-simulations for all halogen dopants were performed
at 525 K, the resulting conductivities are compared to the cubic phase without charge
compensation in Figure 4.8.

The conductivities with halogen doping are comparable to the values for cubic
Na2.88PS4, and the Na-Na distribution changes only slightly. As shown in Figure
4.9 the Na-Na RDF shows very small changes between the different dopants. Other
properties, such as the mean jump rates, activation energy, and the occupancy of the
Na2-site, are also comparable to the MD-simulation for cubic Na2.88PS4. This indi-
cates that doping with halogens has the same effect in the DFT-MD simulations as the
vacancies without charge compensation, and it is concluded that doping with halogens
may be a promising strategy to further improve the conductivity of Na3PS4.
That the conductivity rises when going from F- to Cl- to Br-doping indicates that a

larger ionic radius of the dopant increases the conductivity of halogen-doped Na3PS4.
However, the lower conductivity upon I-doping indicates that this trend does not con-
tinue beyond Br. To explain this the distribution functions for the different halogens
are shown in Figure 4.10. The X-Na (X = F, Cl, Br, I) distributions in Figure 4.10a
strongly depend on the halogen dopant. Upon increasing halogen ionic radius the first
peak of the Na-distributions becomes more narrow, indicating that the Na-positions
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Figure 4.8: The conductivities for 4% Na-vacancy concentration without (-) and with halogen doping from
MD-simulations of the cubic phase at 525 K based on the MSD (σ∗) and mean Na1→Na1 jump rates (σJ).

Figure 4.9: The Na-Na RDF from simulations at 525 K with different dopants.
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(a) (b)

Figure 4.10: The (a) X-Na distribution between 2 and 7 Å, and (b) the X-P distribution between 1.5 and
3.5 Å from the MD-simulation of cubic Na2.88PS3.88X0.12 (X = F, Cl, Br, I) at 525 K.

are better defined.
The larger ionic radius also has an effect on the window through which a transition
to the neighbouring Na1(6b)-site occurs, as shown in the X-P distributions in Fig-
ure 4.10b. With larger ionic radius the X-P distance increases, making the window
through which diffusion occurs smaller, and Na1-Na1 transitions less likely to occur.
These two mechanisms have opposite effects as a function of halogen ionic radius, with
an apparent optimum effect on diffusion for Br-doping. Thereby the MD-simulations
indicate that Br-doping should lead to the highest vacancy induced conductivity in
Na3PS4.

4.4. Conclusions
DFT MD-simulations indicate that higher Na-ion conductivity in Na3PS4 can be ob-
tained by introducing Na-ion vacancies. Just 2% vacancies results in an order of
magnitude larger conductivity (compared to the stoichiometric compound), reaching
0.20 S/cm, and a reduction in the activation energy from 0.28 eV to 0.16 eV.
MD-simulations of halogen doped cubic Na3PS4 suggest a practical route towards
charge compensated vacancies to raise the conductivity of this material. A systematic
variation of the halogen dopants indicates that all halogens can increase the conduc-
tivity by raising the Na-vacancy concentration, with Br-doping leading to the best
results.
Not only vacancies appear vital for microscopic diffusion, the MD-simulations indicate
that free volume also plays a role in the transition mechanism. A large free volume
induced by phonons enhances the chance for Na-ions to make a successful transition
towards a neighbouring site. The MD-simulations also show that Na-conductivity in
the cubic and tetragonal phase are similar, thus both phases of Na3PS4 are predicted
to be highly conductive solid electrolytes.
Furthermore, the orders of magnitude difference between the MD-simulations and ex-
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periments suggest that the conductivity can be significantly increased by reducing
the grain boundary resistance, which is most likely one of the major bottlenecks to-
wards high performance solid state batteries. The Na2(12d)-site in the cubic phase,
connecting the occupied Na1(6b)-sites, shows to be metastable, and upon increased
Na-ion conductivity the time averaged Na2-site occupancy increases with increasing
vacancy concentrations and/or higher temperatures due to an increase in Na1→Na1
transitions.
Thereby present DFT-MD simulations reveal the diffusion mechanism, and potential
routes towards larger Na-ion conductivities in Na3PS4.
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Using DFT MD-simulations the origin of the Li-ion conductivity in argyrodite solid
electrolytes is investigated. The simulations show that besides Li-ion vacancies in
Li6PS5Cl and Li6PS5Br the influence of halogen atoms on their local surroundings
also plays an important role in the Li-ion diffusion.
The orders of magnitude difference in Li-ion conductivity between Li6PS5Cl and Li6PS5I
is caused by the distribution of the halogen ions over the available crystallographic
sites. This suggests that altering the halogen distribution in Li-argyrodites during
synthesis could increase the Li-ion conductivity of these materials. For Li6PS5Cl the
simulations predict an optimal Cl-distribution of 1:3 over 4a- and 4c-sites, resulting
in a Li-ion conductivity two times larger than the currently prepared materials.
Based on these results simulations were performed on Li5PS4X2 (X = Cl, Br or I),
which show Li-ion conductivities similar to Li6PS5Cl and Li6PS5Br, suggesting that
the Li5PS4X2 compounds are interesting new compositions for solid state electrolytes.

5.1. Introduction
Li-ion batteries are an important technology in the current society, powering laptops,
mobile phones, electric cars, etc. However, the use of liquid electrolytes makes current
batteries prone to dangerous thermal runaway reactions, igniting the battery [1]. To
improve the safety, liquid electrolytes should be replaced by solid state electrolytes,
of which several show Li-ion conductivities comparable to liquid electrolytes [2, 3].
Besides the improved safety, solid state electrolytes potentially have additional ad-
vantages such as an increased voltage stability window, increased energy density due
to more efficient packing, and versatility in the battery geometry [2, 3].
Lithium argyrodites are a promising family of solid state electrolytes, characterized by
the general composition Li7PnCh6, where Pn = P or As, and Ch = O, S or Se. By
replacing part of the Ch-atoms with halogens (X ) the composition Li6PnCh5X can be
obtained [4], of which Li6PS5Cl and Li6PS5Br show Li-ion conductivities comparable
to liquid electrolytes [5]. Although calculations indicate that the argyrodite structures
are unstable [6] a large range of compositions has been synthesised. These include
Li-argyrodites containing oxygen [7], arsenic [4], selenium [8], halogens [9], and com-
binations of these [4].
The highest room temperature Li-ion conductivities are reported for Li6PS5Cl and
Li6PS5Br, reaching up to 10−3 S/cm [10–12]. However, the related Li6PS5I structure
shows an orders of magnitude lower conductivity, attributed to the different ordering
of I- and Cl-/Br-ions over 4a- and 4c-sites [11]. The Li-ion conductivity of Li6PO5Cl
and Li6PO5Br has been reported to be around 10−9 S/cm [7], this is attributed to the
20% smaller lattice constants which drastically reduces the free volume for lithium ion
diffusion. Besides a high conductivity the halogen-argyrodites also show excellent
electrochemical stability from 0 to 7 V vs. Li/Li+ [10], and a low electronic conductivity
on the order of 10−10 S/cm [13].
Most argyrodites show a high temperature (HT) and a low temperature (LT) phase
[14], but the temperature at which the phase transition occurs strongly depends on the
composition [4, 15]. Without halogens the HT-phase occurs above 450 K, but halogens
stabilise the HT-phase down to 170 K. Since the halogen containing argyrodites show
the highest Li-ion conductivities we are primarily interested in the HT-phase. The
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HT-phase crystallises in the cubic F 4̄3m space group, responsible for the beneficial
three dimensional diffusion pathway through the lattice. The excellent electrochemical
and thermal stability, high conductivity, facile synthesis [10], the possibility of prepa-
ration from solution [16], and cheap starting materials make the halogen-argyrodites
an excellent electrolyte candidate for solid state batteries.
Recently several groups have reported on solid state batteries using either Li6PS5Cl
[12, 16–19] or Li6PS5Br [13, 20–22]. Batteries with coulombic efficiencies of 99%
[17, 19, 22] and excellent stability upto 700 cycles [22] have been reported. Recently,
solid state NMR measurements of the Li-exchange between argyrodite electrolytes and
a Li2S-cathode has shown that the electrode-electrolyte interface limits the power of
these solid state batteries [18].
Despite the increasing amount of research on Li-argyrodites the diffusion mechanism
is not yet fully understood. NMR measurements [23] and bond valence calculations
[11] have shown that several different jump processes play a role, which together are
responsible for the macroscopic Li-ion diffusion. Furthermore, neutron diffraction com-
bined with conductivity measurements has shown that halogen disorder over the 4a-
and 4c-sites has a large influence on the Li-ion conductivity [19], but the origin of the
increased conductivity is unclear.
In the previous chapter on the Na-ion solid electrolyte Na3PS4 it was shown that a
better understanding of the diffusion mechanism can give direction to the synthesis
of better conducting materials. In this chapter we aim to do the same for the Li-
argyrodites. The results of density functional theory (DFT) molecular dynamics (MD)
simulations performed on a range of argyrodite structures are presented to provide
understanding of the Li-ion diffusion in argyrodites. The MD-simulations rationalize
the impact of Cl- and Br-doping on the Li-ion conductivity, the role of the halogen
disorder is revealed, and guidelines to obtain better Li-ion conducting argyrodites are
presented.

5.2. Methods
The DFT MD-simulations were performed with VASP [24], using the GGA approxima-
tion [25] and the PAW-PBE basis set [26] with a cut-off energy of 280 eV. Given the
large unit cell size of 10 Ångstrom all the calculations were performed using one unit
cell. During the minimisations a k-point mesh of 2x2x2 was used, which was reduced
to 1x1x1 for the MD-simulations. The total simulation time of the MD-simulations was
100 ps., with 2 fs. time-steps, and 2.5 ps. initial equilibration time. Simulations were
performed in the NVT ensemble, with temperature scaling after every 1000 time-steps.
For all the compositions MD-simulations were performed at 300, 450 and 600 K.
As a starting point for the minimisations, structures from literature were used if avail-
able, otherwise the most similar structure was used. Obtaining the appropriate amount
of Li-ions in the unit cell was done by removing one Li-ion from every 48h-site pair,
since the small Li-Li distance of 1.9 Ångstrom makes it energetically unfavourable to
occupy both 48h-sites in a pair simultaneously.
The jump rates were determined by monitoring which crystal sites each Li-ion vis-
its during a MD-simulation, as described in a previous publication [27]. The crystal
site-radius was chosen to be as large as possible without causing overlap between
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neighbouring sites. This results in crystal site-radii of approximately 0.9 Ångstrom,
the precise value depending on the unit cell size. Counting the number of jumps
between sites (J ) gives the mean jump rate (τ) using:

τ= J

N t
(5.1)

where N is the number of Li-ions, and t the simulation time. Based on the jump rate
the activation energy (∆EA) can be calculated with [28]:

∆EA =−kT ln(
τ

v0
) (5.2)

where k is Boltzmann’s constant, T the temperature in Kelvin, and v0 the attempt fre-
quency. The jump rate diffusivity (DJ) can be calculated using the Einstein-Smulochowski
relation:

DJ = τa2

2d
(5.3)

where a is the jump distance and d the number of diffusion dimensions (3 in this case).
The diffusivity can also be calculated using the mean square displacement (MSD) of
the Li-ions during a simulation, commonly known as the tracer diffusivity. The tracer
diffusivity (D∗) is calculated using [29]:

D∗ = 1

2d N

N∑
i=1

(
ri (t )

d t

2)
(5.4)

where ri (t ) is the displacement of a single Li-ion, and d t is the simulated time. Using
the diffusivity (either D J or D∗) the conductivity (σ) can be determined using the
Nernst-Einstein relation [29]:

σ= ne2z2

kB T
D (5.5)

where n is the diffusing particle density, e the elementary electron charge, and z the
ionic charge. The conductivity calculated based on D∗ and DJ will be referred to as
σ∗ and σJ, respectively. To determine the uncertainty in the simulations the standard
deviation for all the properties based on the jump rates has been calculated by dividing
each simulation into ten parts. Assuming uncorrelated jump processes, no equilibration
is necessary in between the different parts, thus avoiding an increase in the required
simulation time.

5.3. Results & Discussion
Although several argyrodites are not stable at room temperature in the high tempera-
ture (HT) phase, including Li7PS6 and Li7PSe6, all simulations are performed on the
HT-phase of each composition to gain understanding of the influence of the argyrodite
composition on the Li-ion conductivity. The high-temperature Li7PS6-phase is shown
in Figure 5.1, representing the cubic unit cell in the F 4̄3m (no. 216) space-group
where the unit cell parameters are close to 10 Ångstrom for all the experimentally
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determined structures [4, 9, 15, 30].
The backbone is build up by PS4-groups centred at 4b-sites, with the remaining sul-
phur occupying the 4a- and 4c-sites, and the Li-ions occupy 48h-sites surrounding the
4c-sites. Upon substitution of sulphur by halogens, the halogens occupy the 4a- or
4c-sites, whereas the sulphur in the PS4-groups are not substituted [9]. The Li-ions
are distributed over the available 48h-sites, of which approximately 50% are occupied
[11]. The existence of pairs of 48h-sites separated by only 1.9 Ångstrom suggests that
each pair of 48h-sites is occupied by just one Li-ion [11]. Twelve 48h-sites (6 pairs)
surround each 4c-site, which appears as a cage-like Li-ion structure. Besides the
48h-site other crystallographic sites are also suggested to be suitable locations for
Li-ions [4], but there is no crystallographic evidence that these sites are occupied.
Between the 48h-sites in the HT-argyrodite structure three different types of jumps

Figure 5.1: Crystal structure of HT-Li7PS6 [15]. Colours correspond to; yellow: Li-sites (48h), green:
phosphorus, blue: bonded sulphur, pink: 4a-sites, red: 4c-sites

were identified during the MD-simulations. The first type is a jump between the paired
48h-sites over a distance of 1.9 Ångstrom, which we will refer to as a doublet-jump.
The second type are the jumps within the cages between different 48h-pairs over a
distance of 2.25 Ångstrom, which we will refer to as intracage jumps. The third type
are the jumps interconnecting the 4 cages in each unit cell, for which the distance can
vary, which will be referred to as intercage jumps. In order to have Li-ion diffusion
pathways throughout the crystal these three jump-types must all occur, and the one
with the smallest jump rate will limit the macroscopic diffusion.
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5.3.1. Conductivities
The MD-simulations were performed on the HT-phases of the Li7PS6, Li7PSe6, Li6PS5Cl,
Li6PS5Br and Li6PS5I argyrodite compositions to investigate the influence of S versus
Se, and the influence of the halide dopants on the Li-ion conductivity. The conduc-
tivities from the simulations are shown in Figure 5.2, the jump rates and activation
energies for the three types of jumps are shown in Table 5.1, 5.2, and 5.3 in the Sup-
porting Information.
For all compositions the intercage jump rate has the lowest frequency, and is therefore
used to determine the macroscopic conductivity. In the simulations of Li6PS5I and
the simulations of Li7PS6 and Li7PSe6 at 300 K no intercage jumps occurred during
the MD-simulations. Only local Li-ion jumps (doublet and intracage) are predicted
to occur, and consequentially these compositions showed no macroscopic conductivity
on the time-scale of the MD-simulations, as shown in Figure 5.2. The jump distance
used to calculate the conductivity based on the intercage jump frequency, σJ, is the
distance between the centres of the cages, which equals 7.0 Ångstrom.
Because the other two jump frequencies are much larger than the intercage jump fre-
quency, the average position of a Li-ion between two intercage jumps is the centre
of the cage, and hence intercage jumps effectively take place between the centres of
the cages. The MD-simulations predict Li6PS5Cl and Li6PS5Br to have the highest

Figure 5.2: Arrhenius plot of the conductivities from MD-simulations based on the intercage jump frequency,
σJ, and the MSD, σ∗.



5.3. Results & Discussion

5

105

conductivity, followed by Li7PS6 and Li7PSe6, and finally Li6PS5I, consistent with ex-
periments [11]. The Li-ion conductivities predicted by the MD-simulations are several
orders of magnitude larger compared to that measured by impedance spectroscopy.
For Li7PS6 and Li7PSe6 this is caused by the fact that the MD-simulations were per-
formed on the HT-phase, while experiments have been performed on the LT-phase of
these compounds [8, 14]. The large differences for Li6PS5Cl and Li6PS5Br may be ex-
plained by the influence of grain boundaries on impedance spectroscopy results, which
probes charge transport over tens of nanometres, and since grain boundaries appear to
limit the macroscopic conductivity [18], impedance spectroscopy effectively measures
the lower limit for Li-ion conductivity in argyrodites. Whereas in the MD-simulations
a perfectly crystalline structure is assumed, effectively giving an upper limit for the
Li-ion conductivity.
Direct measurement of the local Li-ion mobility inside Li-argyrodite crystals with
7Li NMR relaxation measurements [18, 23] results in conductivities having the same
order of magnitude as the present MD-simulations, validating the use of DFT MD-
simulations to predict the Li-ion dynamics in the argyrodite structures. The difference
between the values of σJ and σ∗ from the MD-simulations is caused by ’back and
forth’ jumps, which contribute to σJ, but cancel each other in σ∗. As a consequence
the conductivity based on the jump rates should be larger than that based on the MSD,
and hence the correlation factor f = D∗

DJ
[31] is smaller than 1.

For Li6PS5Br and Li6PS5Cl the correlation factor is below 0.2 for all the simulated
temperatures, indicating that a significant amount of back and forth jumps occur in
these compounds. In Li7PS6 and Li7PSe6 the correlation factor strongly changes with
temperature, probably caused by the small number of jumps per Li-ion, which is re-
flected in the large error bars for σJ. The small number of jumps per Li-ion makes it
unlikely that a Li-ion will perform multiple jumps, thus back and forth jumps are not
very likely to occur. To obtain a reliable value for the correlation factor in these com-
positions more jumps per Li-ion must be sampled, however, this would require much
longer simulation times which is outside the scope of this study.
It has been reported that increasing the lattice volume of solid electrolytes, by intro-
ducing atoms with larger ionic radii, can significantly influence the Li-ion conductivity
[2]. In argyrodites the larger ionic radius of bromide compared to chloride leads to an
increase in the cubic lattice parameter, amounting to 0.13 Ångstrom [11], and replacing
S by Se leads to an increase by 0.48 Ångstrom [15].
Comparison of the conductivities from the MD-simulations of Li7PS6 with Li7PSe6 and
Li6PS5Cl with Li6PS5Br does not suggest a significant effect of the ionic radius on
the conductivity in the argyrodite structure. However, large differences in the doublet
and intracage jump rates are observed for the different compositions (see Tables 5.1,
5.2, and 5.3 in the Supporting Information), hence the ionic radius of the ions appears
to affect the Li-ion dynamics. However, the intercage jump rates, which determine the
macroscopic conductivity, in Li7PSe6 and Li6PS5Br are similar to those in Li7PS6
and Li6PS5Cl, respectively. Therefore the lattice volume per Li-ion does not have a
significant influence on the macroscopic Li-ion conductivity in argyrodites.
To understand what causes the differences in Li-ion conductivity between the Li-
argyrodites, the Li-density during MD-simulations is shown for Li7PS6, Li6PS5Cl,
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Li6PS5I, Li7PSe6 and Li6PS5Br in Figure 5.3. The Li-densities of Li7PSe6 and
Li6PS5Br are very similar to those of Li7PS6 and Li6PS5Cl, respectively. The Li-
ion densities in Figures 5.3 and 5.3 all show the four cage-like structures in which the
Li-ions reside surrounding the 4c-sites. For Li6PS5I the Li-density clearly shows why
this is a poor Li-ion conductor. The high Li-ion density regions reflect high mobility
between pairs of 48h-sites, the doublet jumps, which are also observed by XRD [4] and
NMR experiments [30]. However, no diffusion paths between the pairs of 48h-sites are
visible, and the Li-ions in Li6PS5I thus only display local mobility, explaining its low
macroscopic Li-ion diffusion.
In the other compositions the regions with high Li-ion densities are connected to
neighbouring high density regions within a cage, although connections between dif-
ferent cages are not clearly visible. However, there are subtle differences between
the Li-ion densities in Li7PS6 and Li6PS5Cl. In Figure 5.3 the Li-ions in Li7PS6
appear to be more localized, as observed by the larger maxima in the Li-ion density.
In Li6PS5Cl the maxima are smaller, and the Li-ion density is more spread out over
the Li-ion positions, indicating that the Li-ions are moving around more rapidly inside
the cages. In Figure 5.3 similar behaviour is visible in Li7PSe6 and Li6PS5Br.

The origin of the large differences in macroscopic conductivity in Figure 5.3 are
easier to analyse by the jump statistics schematically shown for Li7PS6, Li6PS5Cl,
Li6PS5I, Li7PSe6 and Li6PS5Br in Figure 5.4. In Li6PS5I doublet jumps occur very
frequently, as already visible in the Li-ion density in Figure 5.3. Furthermore, only
a few intracage jumps occur, and not a single intercage jump takes place during the
MD-simulation, thus unambiguously revealing why Li6PS5I is a poor Li-ion conductor.
In all other compositions the frequent doublet and intracage jumps clearly reveal
the cage structure formed by the diffusing Li-ions around the 4c-sites. But only in
Li6PS5Cl and Li6PS5Br a significant number of intercage jumps occurs, making macro-
scopic Li-ion diffusion possible. For Li6PS5Cl 7Li NMR relaxation experiments have
measured jump rates of approximately 1∗109 sec−1 at 350 K [18].
The predicted jump rates at 300 K are an order of magnitude larger than the results
from the NMR experiments, but there is a large uncertainty in the jump rates at 300
K due to the limited amount of jumps occurring during the simulation time. However,
extrapolating the jump rate conductivities of Li6PS5Cl at 450 and 600 K towards 350
K, using the activation energies predicted by the MD-simulations, does show good
agreement with the NMR results [18]. Using impedance spectroscopy activation en-
ergies between 0.16 and 0.56 eV have been reported for Li6PS5X (X = Cl, Br or I)
[11, 14, 19], strongly depending on the synthesis [19] and measurement procedure [14].
NMR experiments report activation energies of 0.08 and 0.09 eV for short range and
0.20 and 0.29 eV for long range diffusion in Li6PS5Br [23] and Li6PS5Cl [18], respec-
tively.
Using Equation 5.2, with a typical attempt frequency [31] of 1∗1013, the MD-simulations
predict activation energies in Li6PS5Cl and Li6PS5Br of 0.10 to 0.14 eV for doublet-
and intracage-jumps, and 0.20 to 0.25 eV for intercage jumps, comparable to the ex-
perimental results from NMR. The energy barriers for short range jumps resulting
from the present MD-simulations are similar to those from bond-valence calculations
[11, 19], which report activation barriers between 0.10 and 0.20 eV. For intercage jumps



5.3. Results & Discussion

5

107

(a) (b)

(c) (d)

(e)

Figure 5.3: Li-ion density in the argyrodite unit cell during MD-simulations at 450 K of (a) Li7PS6, (b)
Li6PS5Cl, (c) Li6PS5I, (d) Li7PSe6 and (e) Li6PS5Br. Red indicates high Li-ion density, followed by
yellow, green, and blue representing lower densities.
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(a) (b)

(c) (d)

(e)

Figure 5.4: Jump statistics plots from MD-simulations at 450 K of (a) Li7PS6, (b) Li6PS5Cl, (c) Li6PS5I,
(d) Li7PSe6 and (e) Li6PS5Br. The lines represent the three different types of jumps; green: doublet, blue:
intracage, red: intercage, thicker lines represent larger jump rates. The coloured spheres indicate; black:
S/Se at 4c, pink: Cl/Br at 4c, yellow: Li-ion sites (48h).
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bond valence calculations report activation energies between 0.30 and 0.35 eV, slightly
above the results from the current MD-simulations and NMR measurements.
Comparing the jump rates and activation energies of the different types of jumps clearly
shows that the intercage jumps are rate limiting, and hence determine the macroscopic
Li-ion conductivity in the argyrodite Li-ion electrolytes. In all the experimentally re-
ported argyrodite compositions the intercage jump rate is at least 5 times smaller
than the jump rates of the other jump types during the MD-simulations. Although all
three types of jumps are necessary for macroscopic diffusion, this shows that to achieve
higher Li-ion conductivities in argyrodites the intercage jump rate should be increased
in the first place.

5.3.2. Vacancies
The differences in the intercage jump rates illustrates why the Li-ion conductivity in
Li6PS5Cl is much higher than in Li7PS6, but does not explain the origin of the larger
intercage jump rate. The most obvious explanation is that replacing S2− by Cl1− results
in charge compensating Li-ion vacancies that induce the larger Li-ion conductivity.
To test this explanation simulations were performed on the artificial Li6PS6 and
Li7PS5Cl compositions, the results of which are shown in Figure 5.5. If only the
Li-ion vacancies in Li6PS5Cl are responsible for the high conductivity the Li6PS6
composition should result in a high Li-ion conductivity by frequent intercage jumps,
whereas in Li7PS5Cl the decreased amount of vacancies should result in significantly
less intercage jumps.
However, in Figure 5.5 similar behaviour is visible for the Li6PS6 and Li7PS5Cl com-

(a) (b)

Figure 5.5: Jump statistics plots from MD-simulations at 450 K of (a) Li6PS6, and (b) Li7PS5Cl. The lines
represent the three different types of jumps; green: doublet, blue: intracage, red: intercage, thicker lines
represent larger jump rates. The coloured spheres indicate; black: S at 4c, pink: Cl at 4c, yellow: Li-ion
sites (48h).

positions. Around the 4c-sites cages are visible in which the Li-ions diffuse, which are
interconnected by intercage jumps. Although Li6PS6 and Li7PS5Cl show significant
differences in the intracage and doublet jump rates, the rate limiting intercage jump
rates are similar. These results indicate that Li-ion vacancies and substituting S with
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Cl changes the jump rates significantly, and both are responsible for increasing the
Li-ion conductivity in Li6PS5Cl.
It is obvious that increasing the amount of vacancies, to a certain degree, will enhance
the Li-ion diffusivity, but understanding the impact of Cl-doping requires a more de-
tailed analysis. The question is what change in local environment, caused by replacing
S with Cl, is responsible for the improved conductivity. To bring forward the difference
in the local environment of Cl- and S-ions the radial distribution functions (RDF’s)
around the atoms located on the 4c- and 4a-sites were determined. The RDF’s in
Figure 5.6 reflect the Li-ion density as a function of distance with respect to the S- or
Cl-ion on the 4a- and 4c-sites, clearly reflecting the Li-ion density due to the Li-ions
in the cage by a peak around 2.5 Ångstrom.

In Figure 5.6 a significant difference in Li-ion density is observed when comparing

(a) (b)

Figure 5.6: Radial distribution functions representing the Li-density as a function of distance around the
Cl- and S-ions in Li6PS5Cl during the MD-simulation at 450 K at the (a) 4a-sites and (b) 4c-sites.

the RDF’s around the Cl- and S-ions at 4a- and 4c-sites. Although the peak width
and position are equal for Cl and S, the Li-density around the S-ions is significantly
larger. Integrating the Li-density upto 3.5 Ångstrom shows that on average there are 5
Li-ions in the cage surrounding the Cl-ions and 7 Li-ions surround the S-ions. There-
fore, (on average) there is always an empty doublet of 48h-sites near the Cl-ions,
facilitating intercage jumps. This can be explained by the lower ionic charge of the
Cl-ions compared to S-ions, which is charge compensated by the extra vacancies on
the Li-sites near Cl-ions.
At all the simulated temperatures a similar Li-distribution is seen in Li6PS5Cl and
Li6PS5Br, indicating that a 5-7 Li-distribution over the cages is more stable than a
6-6 Li-distribution when halogens are present. These results also suggest that the
calculated stability of the argyrodites [6] may be strongly influenced by the Li-ion
distribution (induced by the halogens). Given the large configurational space on the
Li-ion sub-lattice it is beyond the scope of this chapter to consider the stability de-
pendence on the Li-ion configuration.
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5.3.3. Halogen disorder
The impact of vacancies on the Li-ion jumps does not explain the orders of magnitude
difference in conductivity between Li6PS5Cl and Li6PS5I. It has been proposed that
the difference in conductivity is caused by the fact that I-ions only occupy the 4a-sites,
whereas Cl-ions show disorder, being distributed over the 4a- and 4c-sites [11]. The
4a- and 4c-sites represent Cl-ions located outside and inside the cages, respectively.
Furthermore, experiments have shown that increasing the Cl-occupancy of 4c-sites can
significantly increase the Li-ion conductivity in Li6PS5Cl [19]. To validate whether the
disorder of halogen-ions over the 4a- and 4c-site is responsible for the high con-
ductivity in Li6PS5Cl and Li6PS5Br in comparison to Li6PS5I, simulations were per-
formed with different distributions of Cl-ions over the 4a- and 4c-sites in a unit cell of
Li6PS5Cl.
Figure 5.7 shows that the position of the Cl-ions has a profound impact on the jump

(a) (b)

Figure 5.7: Jump statistics plots from MD-simulations at 450 K of Li6PS5Cl with all chloride (a) on 4a
(outside the cages) and (b) on 4c (inside the cages). The lines represent the three different types of jumps;
green: doublet, blue: intracage, red: intercage, thicker lines represent larger jump rates. The coloured
spheres indicate; black: S at 4c, pink: Cl at 4c, yellow: Li-ion sites (48h).

rates, and thus on the conductivity. When all the Cl-ions are located at 4a-sites (sim-
ilar to I-ions in Li6PS5I) no intercage jumps occur during the MD-simulation. Placing
all the Cl-ions at the 4c-sites also leads to a low Li-diffusivity, however, not because
of the intercage jump rate. In contrast, the Cl-ions on the 4c-sites induce a very high
intercage jump rate, but the doublet jump rate decreases drastically and becomes rate
limiting, thereby causing the intercage jumps to become a local motional process. In
this case the Li-ion mobility is limited by the doublet jumps, which thus determines
the macroscopic Li-ion conductivity in this structure.
These simulations demonstrate that distributing the halogens over the 4a- and 4c-
sites, referred to as halogen disorder, is essential for inducing high macroscopic Li-ion
diffusion. It also explains why crystalline Li6PS5I, in which all I-ions occupy 4a-sites,
shows a Li-ion diffusivity orders of magnitude smaller than crystalline Li6PS5Cl [11].
In Figure 5.8 the jump rates of the different jump processes are plotted as a function
of Cl-occupancy of the 4c-sites, showing a clear relation between the jump rates and
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the Cl-distribution.
The doublet jump rate decreases with increasing Cl-occupancy of the 4c-sites, while

Figure 5.8: Jump rates versus Cl-occupancy of 4c-sites in Li6PS5Cl from MD-simulations at 450 K.

the intercage jump rate increases, and the intracage jump rate is nearly constant. To
obtain the highest possible Li-ion conductivity the limiting jump rate should be as high
as possible, which in Li6PS5Cl can be the doublet or intercage jumps, depending on
the Cl-ordering over 4a- and 4c-sites. The results in Figure 5.8 indicate that the high-
est Li-ion conductivity can be obtained when 3

4 of the 4c-sites (and 1
4 of the 4a-sites)

are occupied by Cl-ions. At this distribution the lowest jumps frequency is maximised,
showing a limiting jump rate two times larger compared to when the Cl-ions are evenly
distributed over 4a- and 4c-sites.
It has been shown that the disorder of Cl in argyrodites can be tailored by heat treat-
ment [19], therefore optimising the synthesis conditions to obtain a 1:3 Cl-distribution
over 4a- and 4c-sites, is at present predicted to double the Li-ion conductivity in
Li6PS5Cl. Note that the different halogens influence the rate of each jump type differ-
ently (see Tables 5.1, 5.2, and 5.3), and therefore the 4a-4c distribution for Li6PS5Br
and Li6PS5I which maximises the Li-ion conductivity will probably differ from the
optimal 4a-4c distribution of Li6PS5Cl.

5.3.4. Li5PS4X2
The results of the MD-simulations indicate that introducing halogens in the argyrodite
structure increases the Li-ion conductivity, under the condition that the halogen ions
are distributed over the 4a- and 4c-sites. A logical step to increase the conductivity
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further would be to introduce a larger amount of halogens, and consequently also more
Li-vacancies, giving the composition Li5PS4X2 (X = Cl, Br or I).
The similar stability of Li6PS5X and Li5PS4X2 compounds [6] suggests that synthe-
sis of these compounds should be possible. The larger amount of Li-vacancies would
make Li-diffusion easier, although the jump rates in Figure 5.8 suggest that Cl-ion
occupying all of the 4a- and 4c-sites might hinder intercage and doublet jumps. To
determine whether introducing more halogens is beneficial for the Li-ion conductivity
simulations were performed on Li5PS4Cl2, Li5PS4Br2, and Li5PS4I2, the results of
which are shown in Figure 5.9.

During the MD-simulations macroscopic Li-ion conductivity is observed in all the

Figure 5.9: Arrhenius plot of the conductivities of Li5PS4X2 compounds from MD-simulations based on the
intercage jump frequency, σJ, and the MSD, σ∗.

Li5PS4X2 compositions, except for Li5PS4I2 at 300 K. While simulations of Li6PS5Cl
in which the 4a- or 4c-sites are completely occupied display low limiting jump rates,
as shown in Figure 5.8, the combination of completely occupied 4a- and 4c-sites in
Li5PS4Cl2 performs well. Apparently the complete Cl-occupancy of 4a- and 4c-sites
does not hinder the jump rates, but the 4a- or 4c-sites being unoccupied by Cl-ions
seems to decrease certain jump rates in Li6PS5Cl.
This is an additional proof that the combination of occupied 4a- and 4c-sites is es-
sential for macroscopic conductivity in Li-argyrodites. With iodine occupying 4a- and
4c-sites at 450 and 600 K Li5PS4I2 shows a conductivity comparable to Li5PS4Cl2
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and Li5PS4Br2, whereas Li6PS5I does not show any macroscopic diffusion at these
temperatures. Therefore, to improve the Li-ion conductivity in Li7– xPS6– x Ix a fraction
of the I-ions should occupy the 4c-sites. Increasing the I-content above x = 1 implies
that some of the I-ions will occupy the 4c-sites, which is suggested to be a promising
strategy to increase the Li-ion conductivity in Li7– xPS6– x Ix .
For Li5PS4Cl2 and Li5PS4Br2 the conductivities are similar to those of Li6PS5Cl and
Li6PS5Br. Although increasing the halogen composition does not significantly alter
the Li-ion conductivity, Li5PS4Cl2 and Li5PS4Br2 may be interesting as solid state
electrolytes because other properties of these compositions might be more favourable
than those of Li6PS4Cl and Li6PS4Br. For instance, it is not unlikely that replac-
ing the non-bonded S2– by Cl– or Br– will increase the stability versus oxygen and
moisture of the argyrodite crystals, making these halogen rich compositions potentially
more suitable for application as a solid state electrolyte.

5.4. Conclusions
Using DFT MD-simulations the origin of the Li-ion conductivity in argyrodite solid
electrolytes is investigated. Although halogen replacement of sulphur introduces Li-
vacancies by charge compensation, the distribution of the halogens over the available
sites is equally important. The halogen distribution determines the distribution of Li-
vacancies, which is decisive in how the higher local Li-ion diffusivity translates into a
higher macroscopic Li-ion conductivity.
Halogen substitution on each of the two possible sulphur sites induces a higher jump
frequency of a different Li-ion jump process, whereas all three distinct jump processes
are required for macroscopic conductivity. This explains why a distribution of the
halogens over the two available sites is required for high Li-ion conductivities.
The simulations suggest that the Li-ion conductivity can be increased by optimising
the halogen distribution over the 4a- and 4c-sites, and by increasing the halogen
content in Li-argyrodites, where the latter may have the additional advantage of being
more stable versus air and moisture.
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15.31(4.32)
0.22(0.02)

Li6 PS
5 Cl(50%

Cl@
4c)

1.01
4.66(0.66)

7.56(1.06)
0.25(0.01)

56.88(5.21)
0.15(0.01)

37.48(6.51)
0.17(0.01)

Li6 PS
5 Br

0.85
4.32(1.39)

7.18(2.31)
0.26(0.02)

40.47(4.93)
0.17(0.01)

41.07(4.78)
0.17(0.01)

Li6 PS
5 I

0.08
-

-
-

3.08(2.45)
0.30(0.03)

243.89(10.51)
0.07(0.01)

Li6 PS
6

0.55
4.36(1.57)

6.79(2.44)
0.26(0.03)

64.49(7.78)
0.14(0.01)

8.42(1.94)
0.25(0.01)

Li7 PS
5 Cl

1.18
3.63(1.14)

5.27(1.65)
0.27(0.02)

31.54(4.27)
0.18(0.01)

14.21(5.55)
0.22(0.02)

Li5 PS
4 Cl2

2.04
5.91(1.40)

11.13(2.64)
0.23(0.01)

52.41(7.00)
0.15(0.01)

35.33(5.78)
0.17(0.01)

Li5 PS
4 Br2

1.61
4.47(1.01)

8.97(2.03)
0.25(0.01)

31.90(3.57)
0.18(0.01)

42.87(4.86)
0.16(0.01)

Li5 PS
4 I2

1.15
3.76(0.81)

8.21(1.78)
0.25(0.01)

18.10(2.99)
0.21(0.01)

78.56(7.77)
0.13(0.01)

Li6 PS
5 Cl(0%

Cl@
4c)

0.18
-

-
-

45.21(7.79)
0.16(0.01)

120.90(4.78)
0.11(0.01)

Li6 PS
5 Cl(25%

Cl@
4c)

0.82
1.82(0.65)

2.91(1.04)
0.31(0.02)

52.26(6.09)
0.15(0.01)

66.24(5.29)
0.14(0.01)

Li6 PS
5 Cl(75%

Cl@
4c)

0.91
7.40(1.50)

11.92(2.42)
0.23(0.01)

57.35(4.59)
0.15(0.01)

14.10(2.85)
0.22(0.01)

Li6 PS
5 Cl(100%

Cl@
4c)

0.47
0.82(0.66)

24.15(3.04)
0.19(0.01)

57.78(4.75)
0.15(0.01)

1.32(1.07)
0.34(0.03)
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Molecular dynamics simulations are a powerful tool to study diffusion processes in
battery electrolyte and electrode materials. From molecular dynamics simulations
many properties relevant to diffusion can be obtained, including the diffusion path,
amplitude of vibrations, jump rates, radial distribution functions, and collective diffu-
sion processes. Here it is shown how the activation energies of different jumps and
the attempt frequency can be obtained from a single molecular dynamics simulation.
These detailed diffusion properties provide a thorough understanding of diffusion in
solid electrolytes, and provide direction for the design of improved solid electrolyte
materials. The presently developed analysis methodology is applied to DFT MD
simulations of Li-ion diffusion in β-Li3PS4. The methodology presented is generally
applicable to diffusion in crystalline materials and facilitates the analysis of molecular
dynamics simulations. The code used for the analysis is freely available at:
https://bitbucket.org/niekdeklerk/md-analysis-with-matlab.
The results on β-Li3PS4 demonstrate that jumps between bc-planes limit the conduc-
tivity of this important class of solid electrolyte materials. The simulations indicate
that the rate limiting jump process can be accelerated significantly by adding Li-
interstitials or Li-vacancies, promoting three dimensional diffusion, which results in
increased macroscopic Li-ion diffusivity. Li-vacancies can be introduced through Br-
doping, which is predicted to result in an order of magnitude larger Li-ion conductivity
in β-Li3PS4. Furthermore, the present simulations rationalise the improved Li-ion dif-
fusivity upon O-doping through the change in Li-distribution in the crystal.
Thus it is demonstrated how a thorough understanding of diffusion, based on thorough
analysis of MD simulations, helps to gain insight and develop strategies to improve
the ionic conductivity of solid electrolytes.

6.1. Introduction
To prevent further global warming by greenhouse gas emissions it is necessary to
move from fossil fuels towards renewable energy sources. For transport applications
other energy carriers, such as hydrogen and batteries, are considered. Of the current
technologies which can replace fossil fuels in vehicles, batteries result in the lowest
greenhouse gas emissions [1], especially if renewable sources are used for the energy
production.
However, safety concerns and the limited range of current battery electric vehicles are
slowing down their implementation. Solid state batteries are a promising technology
[2, 3] based on the much lower flammability risks, the higher energy density on the
cell level, and lower self-discharge rate.
One of the prerequisites towards the realisation of solid state batteries is the devel-
opment of highly conductive solid electrolytes. In recent years several materials have
been discovered which show conductivities comparable to liquid electrolytes. Room
temperature ionic conductivities in the order of 10−3 S/cm have been reported in a
range of lithium containing compounds such as: [2] LLTO (Li3xLa 2

3 -xTiO3), argyrodites,
LGPS (Li10GeP2S12), and LATP (Li1+xAlxTi2– x (PO)4). Fewer sodium containing com-
pounds with such high conductivities are known, most likely the result of less intensive
research in this area, but several have been established, including β-alumina [4] and
Na3PS4 [5]. Recently it has been shown that there is a relation between phonons, high
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ionic mobility and low electrochemical stability in lithium ion conductors [6]. Which
shows that the combination of high ionic conductivity and large electrochemical sta-
bility is challenging [2, 7], although electrochemical stability does not have very strict
requirements. A solid electrolyte can be successful if its decomposition products are
stable, have a reasonable ionic conductivity and low electronic conductivity [7], similar
to the functioning of solid-electrolyte interface (SEI) layers at electrodes in liquid
electrolytes. The complex demands on solid electrolytes necessitates fundamental re-
search towards solid electrolyte properties and new solid electrolyte materials.
Computer simulations are playing an important role in understanding and directing
materials design towards improved battery performance. For example, calculations
have shown that the electrochemical stability of solid electrolytes is enhanced by pas-
sivating decomposition products [7], that strain can enhance diffusion [8], how Li-ion
diffusion can be increased in anti-perovskites [9] and Na3PS4 [5, 10], and why bond
frustration is beneficial for Li-ion diffusion [11].
In solid state electrolytes the high concentration of diffusing atoms, 31 mol/L in
β-Li3PS4, can lead to complex interactions and diffusion behaviour. Diffusion can
involve collective jumps [12] and lattice vibrations [10, 13], which are all included in
molecular dynamics (MD) simulations by taking into account all possible motions of
ions and their interactions. Furthermore, MD simulations can show unanticipated dif-
fusion behaviour [14], whereas static calculations (e.g. nudged elastic band) are limited
by the imagination of the researcher. To understand diffusion in solid state electrolytes
MD simulations are thus a powerful tool, allowing the dynamic diffusion processes to
be studied in detail.
Although MD simulations have been shown to provide understanding of complicated
diffusion processes, however, typically the only property that is extracted is the tracer
diffusivity, from which the activation energy is calculated by assuming Arrhenius be-
haviour. A thorough analysis of MD simulations is able to give much more detailed
results, potentially providing more understanding and concrete direction towards the
design of improved conductivities [10, 15, 16]. In order to make such thorough analysis
of MD simulations more easily available, we present an approach, here demonstrated
for β-Li3PS4, that allows to extract the detailed diffusional properties based on a MD
simulation and the crystalline structure of the studied material. The approach deter-
mines jump rates, activation energies of different jumps, attempt frequency, vibrational
amplitude, radial distribution functions, possible collective motions, site occupancies,
tracer diffusivity, and the correlation factor.
The first part of this chapter describes the approach that is followed to obtain the
diffusional properties from a single MD simulation. In the second part MD simulations
on β-Li3PS4 are analysed, exemplifying how the developed approach helps in under-
standing diffusion in solid state electrolytes, and how this provides direction to design
new and improved solid electrolyte materials. The Matlab code used for the analysis
of MD simulations is freely available on-line [17].

6.2. Information from MD simulations
After performing a MD simulation the position of all the atoms at every time step is
known. Typically, this result is used to determine the tracer diffusivity (D∗) via the
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mean squared displacement [18–21]:

D∗ = 1

2d N t

N∑
i=1

([ri (t + t0)]− [ri (t0)])2 (6.1)

where ri (t+t0) is the displacement of a single atom with respect to the starting position
(ri (t0)), t the simulated time, N the number of diffusing atoms, and d the number of
diffusion dimensions. Provided that the atomic displacement is significantly larger
than the vibration amplitude this gives reliable values for the tracer diffusion, although
the tracer diffusivity is only an approximation of the ionic diffusion, and taking ion
correlations and the displacement of the centre of mass into account leads to more
precise results [22].
Using the diffusivity and the Nernst-Einstein relation, assuming that the Haven ratio
is equal to one [22], the conductivity (σ) can be approximated [18, 22] by:

σ= ne2z2

kB T
D∗ (6.2)

where n is the diffusing particle density, e the elementary electron charge, z the
ionic charge, kB Boltzmann’s constant, and T the temperature in Kelvin. The ionic
conductivity determined in this way gives a good indication whether the material has
an ionic conductivity which makes it suitable as a solid electrolyte.
However, to get a thorough understanding of the ionic diffusion in the material much
more properties related to the diffusion process can be obtained from a single MD
simulation, including:

• Amplitude of vibrations

• Attempt frequency

• Site occupations

• Jump rates

• Correlation factor

• Activation energies

• Collective jumps

• Radial Distribution Functions

6.2.1. Amplitude of vibrations
Atomic vibrations in a crystal are the ’back and forth’ movement of an atom around
a (meta)stable position. From a MD simulation the position of all atoms is known at
any time, hence the absolute displacement can be obtained per time step. The atomic
vibrations can be determined by monitoring the derivative of the absolute displacement,
a change in the direction of movement gives a change in sign of this derivative, and
atomic vibrations can thus be monitored. The vibrational amplitudes (A) are obtained
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by determining the change in absolute displacement (ri ) of each atom (i ) while the
derivative of the displacement keeps the same sign (between time steps ta and tb):

A = ri (tb)− ri (ta) (6.3)

Doing this for all the atoms of interest throughout the MD-simulation gives a distri-
bution of vibrational amplitudes, an example of which is shown in Fig. 6.1. By fitting

Figure 6.1: Histogram showing the vibrational amplitude of Li-ions in β-Li3PS4 at 600 K, with the fitted
Gaussian (solid red line) and the standard deviation (± 0.495 Å, dotted green line)

a Gaussian function to the obtained distribution the standard deviation in vibrational
displacement can be obtained, providing an estimate of the average amplitude of vi-
brations in the crystal. Since the 3-D distribution is known, anisotropic vibrational
amplitudes can also be determined from a MD simulation in this way.
As shown in Figure 6.1 there are some vibrations with amplitudes above 1 Å, which
are probably caused by ionic jumps between different crystallographic sites. However,
these large amplitude vibrations are only a small percentage of the total number of
vibrations, and will not significantly influence the Gaussian fit.

6.2.2. Attempt frequency
The derivative of the absolute displacement can also be used to determine the vibration
time of an atom or, via a Fourier transformation, the vibration frequency. The vibrational
spectrum is obtained by determining the derivative of the absolute displacement (∆ri )
per atom (i ) at every time-step (t ):

∆ri (t ) = ri (t )− ri (t −1) (6.4)
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which is transformed to a frequency spectrum via a Fourier transformation. The fre-
quency spectrum of each (diffusing) atom is then combined to obtain the vibrational
spectrum, as shown for Li-ions in β-Li3PS4 in Fig. 6.2. From the frequency spectrum

Figure 6.2: Vibration frequency spectrum of Li-ions in β-Li3PS4 at 600 K, the average frequency of 8.29
(± 0.46)*1012 Hz is shown by the solid (± dotted) red line.

the attempt frequency can be obtained if we consider every vibration of a diffusing
atom as an attempt. Thus we define the average vibration frequency as the attempt
frequency (ν∗), which is necessary to determine the relation between jump rates and
activation energies.
A high attempt frequency does not necessarily lead to a high diffusivity, as high at-
tempt frequencies are often related to a high activation energy [23], a phenomenon
which is known as the Meyer-Neldel rule [24]. Note that the presented approach
determines a frequency spectrum based on the vibrations of single atoms. The ob-
tained spectrum thus differs from a phonon spectrum, which depends on the collective
vibrations of the atoms. To test the robustness of the presented approach the attempt
frequency has also been determined with a high and a low cut-off frequency. The
high cut-off frequency removes short vibrations which might be caused by numerical
errors, while a low cut-off frequency removes long-range atomic motions. For the high
cut-off a frequency of 5*1013 Hz was used, which equals 10 time-steps in the current
MD-simulations, the low cut-off frequency was 1*1012 Hz.
From the MD simulation of β-Li3PS4 at 600 K an attempt frequency of 8.27*1012 Hz
was obtained with the high cut-off frequency, while the low cut-off frequency lead to
an attempt frequency of 8.39*1012 Hz. Both of these values are well within the stan-
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dard deviation of the attempt frequency obtained without a cut-off frequency (8.29 (±
0.46) *1012 Hz). Extracting the attempt frequency without a cut-off is thus shown to
be robust.
The approach of obtaining the attempt frequency presented here is very different from
the usual approaches. Several definitions of the attempt frequency exist [25], all of
which require the determination of the transition state and calculation of the phonon
spectrum for the stable and the transition state [26]. However, often these calculations
are not performed, and a ’standard value’ of 1*1013 Hz is used [25, 27].
In comparison to other methods the method presented here is straightforward, by only
using the information that is already present in a MD simulation. Furthermore, since
the attempt frequency is obtained from a single MD simulation the influence of tem-
perature, structural parameters, etc., on the attempt frequency are included and can
be investigated.

6.2.3. Site occupancy
In crystalline ionic conductors diffusion occurs through transitions between relatively
stable sites. Typically these crystallographic sites are known from diffraction exper-
iments, but if these are not known the sites can be extracted from a MD simulation
through data mining [28]. The condition used for site occupancy is that the distance
of the ion to the centre of the crystallographic site is smaller than the site-radius. At
present the site-radius is defined as twice the vibrational amplitude.
A defined site-radius can lead to atoms that are not at a defined site, but by using the
system and temperature dependent vibrational amplitude as a measure of site-radius
this effect is minimised. Instead, this can be used to determine what happens while
an atom jumps between sites, which can be used to obtain information about the tran-
sition state. Furthermore, an ’undefined’ region between sites prevents the counting
of small movements at site-borders as jumps between sites, thus giving more reliable
jump-rates.
The site-radius can also lead to overlapping sites, but this is accounted for in the
analysis code. If two sites show overlap the site-radius (of all sites) is reduced to half
the distance between the two sites, thus preventing overlapping sites.

6.2.4. Jump rates
When the crystallographic sites are known, detecting the transitions between sites
that occur in a MD simulation is straightforward. Counting the number of jumps (Ji )
between (types of) sites provides the mean jump rate (Γi ) using:

Γi = Ji

N t
(6.5)

where N is the number of diffusing atoms, the subscript i defines a type of jump, and
t is the simulation time. To get an estimate of the uncertainty in the jump rate the
MD-simulation is divided into ten different parts. By assuming that the correlation
between consecutive parts is negligible, the differing jump rates in each part allow for
the calculation of the standard deviation.
As demonstrated recently [15] determination of the different jump rates in a crystal
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provides direct insight in which jump process is rate-limiting for diffusion. This infor-
mation can be used to design crystal structures with larger atomic diffusivity. Because
NMR relaxation experiments can directly probe the jump rates, comparison with the
jump rates from MD simulations can be used to validate the MD simulations [29], or
to better understand the complex results from NMR experiments [30].
Using the Einstein-Smulochowski relation the jump rates are related to the jump rate
diffusivity (D J ):

D J =
∑

i

Γi a2
i

2d
(6.6)

where i are the different types of jumps, ai is the jump distance of jump type i , and d
the number of diffusion dimensions. The sum is over all types of jumps, since in most
solid electrolytes several different types of jumps contribute to macroscopic diffusion.
In comparison to tracer diffusivity (D∗) the jump rate diffusivity is usually an over-
estimate. The overestimation is caused by back-and-forth jumps, which cancel each
other in the tracer diffusivity but are both counted in the jump diffusivity, and by the
angles between consecutive jumps [31], which causes the displacement to be lower
than the total jump distance. To get an estimate of how effectively jumps contribute to
macroscopic diffusion the correlation factor ( f ) can be calculated [27, 31]:

f = D∗

D J
(6.7)

The correlation factor can be used to determine the diffusion mechanism (under certain
conditions) [31].

6.2.5. Activation energies
A simple way to describe the temperature dependence of diffusion is the activation
energy, which is usually obtained by fitting an Arrhenius equation to diffusion data at
various temperatures. This assumes that Arrhenius behaviour is obeyed over the fitted
temperature range, which assumes that there is no change in the material properties
which determine diffusion over the studied temperature range. However, this is often
incorrect [32], especially when the studied temperature range is large.
Non-Arrhenius behaviour usually leads to an underestimate of the activation energies
at room temperature if extrapolated values from high temperatures are used. It is hard
to say how large the errors are, since this will depend on the material [32] and the
temperature range of the extrapolation.
To overcome this problem the activation energy can be calculated at a given temper-
ature, based on which the temperature dependence of the activation energy can be
determined via MD-simulations at various temperatures. The activation energy (∆E A

i )
for a type of jump (i ) can be determined by the jump rates in a MD-simulation via [33]:

∆E A
i =−kBT ln(

Γeff
i

ν∗
) (6.8)

where kB is Boltzmann’s constant, T the temperature in Kelvin, Γeff
i the effective jump

frequency, and ν∗ the attempt frequency, which is obtained using the approach de-
scribed in the Attempt frequency section and assumed to be isotropic.
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Entropy effects are naturally included when extracting the activation energy from a
MD simulation because the temperature is above zero Kelvin, the obtained activation
energy thus includes the activation enthalpy and entropy of the ionic jump, in contrast
to activation energies from NEB or bond valence calculations. Since the activation
energy is determined by the ratio between the effective jump frequency and attempt
frequency, the activation energy can be seen as a measure for the jump probability: if
the activation energy is low, the jump probability is high, and vice-versa.
As shown in Figure 6.3 a jump from site A to B can have a different energy barrier

Figure 6.3: Energy landscape and the corresponding ion density, with sites A, B, and C

as the reverse jump due to the difference in site energy, even though the number of
A-B and B-A jumps will be the same in equilibrium. Because the number of jumps
is equal, simply using Equation 6.5 to determine the jump frequency would give the
same activation energy for A-B and B-A jumps, which is clearly incorrect.
The exponential term in equation 6.8 means that the activation energy is determined
by the amount of successful jumps divided by the number of attempted jumps. Thus,
the amount of time an atom spends at a certain site should be taken into account to
correctly determine the activation energy. The effective jump rate, Γeff

i , thus differs
from the jump rate in equation 6.5 by taking into account the fraction of time that the
diffusing atoms occupy a type of site (o j ):

Γeff
i = Ji

t No j
(6.9)

where t is the total simulated time, and N the number of diffusing atoms. By in-
corporating site-occupancy the sites with lower occupancy will have lower activation
energies, correctly representing the difference in activation energy between A-B and
B-A jumps in Figure 6.3. Furthermore, the difference in activation energy between
back and forth jumps provides the energy difference between two sites, which can be
used to predict changing site-occupancies with temperature. Since jump and attempt
frequencies are temperature dependent the activation energy may also be a function
of temperature. Such non-Arrhenius behaviour can be investigated by performing MD
simulations at different temperatures.
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6.2.6. Collective jumps
The large concentration of diffusing atoms in solid electrolytes, 31 mol/L in β-Li3PS4,
is likely to result in interactions between the diffusing Li-atoms. This potentially
causes collective jump processes [12], which may have a severe impact on macroscopic
diffusion [34, 35].
Due to the high ion concentration and rapid movement of ions in a solid electrolyte
the energy landscape experienced by an ion changes continuously [36, 37], due to its
own movements and the movements of neighbouring ions. As shown schematically in
Figure 6.4 the Coulombic repulsion of neighbouring atoms can make energy barriers
disappear, or new local energy minima can be created. In this way the movement of
one ion can cause the movement of a second ion, thus causing collective jumps.

MD simulations are a powerful tool for investigating complicated collective jump

Figure 6.4: Schematic pictures of the energy landscape due to the crystal lattice (top) and the Coulomb
repulsion of another Li-ion (middle) during a collective jump, giving the energy landscape experienced by
the gray Li-ion (bottom). Step 1: situation before a collective jump. Step 2: the other ion moves to the
right and makes the barrier between the gray ion and the next site disappear. Step 3: situation after the
collective jump.

processes 1. Knowing the position and time of jumps allows to determine if jumps
are correlated in time and space, although determining the atomic process behind a
correlated jump will require further study.
At present the spatial condition for correlated motion is assumed to be slightly larger
than the largest jump distance between Li-sites in the crystal. For β-Li3PS4 this is
4.5 Å , in which 4 Å between the bc-planes is the largest jump distance.
For collective motions to occur atoms should move in the same direction within a certain
time. Since atoms change their direction after a vibration, it is unlikely that atoms
still show collective behaviour after a large number of vibrations. The time scale for
collective motions should thus be on the order of an average atomic vibration, which
is equal to the period of the attempt frequency ( 1

ν∗ seconds).
A minimal condition for collective motion thus is that two jumps occur within the time

1The process which we call ’collective’ jumps is also referred to as ’correlated’ or ’concerted’ jumps in the
literature.
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required for a single vibration, and therefore we use a time of 1
ν∗ seconds. This time

condition thus gives a lower limit of the number of collective jumps, but this is enough
for the present purpose of determining whether collective motions are of importance
for diffusion. Clearly, the conditions that define transitions as collective are debatable
and should be chosen carefully for each material.

6.2.7. Radial Distribution Functions
The atomic environment determines the forces and energy barriers that govern the
behaviour of diffusing atoms. The Radial Distribution Function (RDF) can be used to
reveal the density (g ) of an element versus distance (r ) with respect to another element
during the MD-simulation:

g (r ) = 1

ntot A

A∑
x=1

B∑
y=1

ntot∑
n=1

g (rx y (n)) (6.10)

where A is the number of atoms of the element at the centre of the RDF, B the number
of atoms of the other element, ntot the total amount of simulation steps, and rx y (n)
the distance between atom x and y at time step n.
Since the position of all atoms is available at all time steps of a MD simulation,
RDF’s can be readily obtained for any site, atom or element. For example, this has
shown to be useful for Na3PS4, where the RDF’s from MD simulations suggested that
Na-vacancies are essential for increased Na-diffusion [10].

6.2.8. Summary
Summarising, if the crystallographic sites are known, detailed diffusion properties can
be extracted from MD simulations. In principle a single MD simulation, in which each
type of jump occurs a significant number of times, already provides detailed insight
into diffusion, including the diffusion path, attempt frequency, jump rates, activation
energies, collective motions, atomic environments, and the correlation factor.
For a thorough understanding MD simulations at several temperatures might be neces-
sary, for instance in the case of non-Arrhenius behaviour, or to investigate the reliabil-
ity of the results over a range of temperatures. Extracting the described information is
beneficial for understanding of the diffusion process, allowing for a targeted approach
to design and prepare new materials with enhanced properties, as will be demonstrated
in this chapter for the Li-ion conductor β-Li3PS4.

6.3. Example: β-Li3PS4
Li3PS4 has been a well-known Li-ion conductor since the 1980’s [38], but interest grew
after experiments with nano-sized crystals showed a Li-ion conductivity of 1.6*10−4

S/cm [39], approaching the value that is required for solid state Li-ion batteries. Three
polymorphs of Li3PS4 have been reported [40], the low-temperature γ-phase, the β-
phase at intermediate temperatures, and the high temperature α-phase. The β-phase
shows the highest room temperature conductivity of the three polymorphs [39], and
is thus most interesting for application as a solid electrolyte. A beneficial property
of β-Li3PS4 is its apparent stability against Li-metal [39], although DFT-calculations
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report otherwise [7, 41]. Li3PS4 can be prepared via a solvent route [42, 43], resulting
in a conductivity of 3.3*10−4 S/cm [42], enabling coating of cathode materials. In this
way no additional solid electrolyte material needs to be added in the cathodic mixture
[43], resulting in a larger effective energy density in combination with a small interface
resistance.
The β-phase of Li3PS4 is reported to crystallise in the Pnma space-group (no. 62)
[38, 40, 44] in which Li-ions occupy 4b-, 4c- and 8d-positions. Studies [38, 40, 44]
investigating the structure of β-Li3PS4 report significantly different Li-ion positions
and occupancies. Neutron diffraction [44] indicates that the coordinates of the Li-
ion 4c position strongly depend on temperature, potentially explaining the differences
between X-ray diffraction studies [38, 40].
Based on the larger sensitivity to Li-ions of neutrons compared to X-rays, the Li-
positions determined from neutron diffraction [44] at 413 K are used for the analysis
of the present MD simulations on β-Li3PS4.

6.3.1. Effect of Li-vacancies and Li-interstitials
The introduction of Li-vacancies has been suggested to be beneficial for Li-ion con-
ductivity in β-Li3PS4 [13], whereas the high ionic conductivity of the isostructural [45]
compound Li10GeP2S12 (= Li3.33Ge0.33P0.67S4) suggests that introducing extra Li-ions
in β-Li3PS4 can also lead to an increased Li-ion conductivity. To study the effect of
both Li-vacancies and Li-interstitials on the diffusion mechanism DFT MD simulations
were performed for β-Li3PS4, β-Li2.75PS4, and β-Li3.25PS4 at 450, 600 and 750 K.
The compositions of β-Li2.75PS4 and β-Li3.25PS4 were chosen because this leads to
two Li-vacancies/interstitials in the super cell. The two Li-vacancies/interstitials were
divided over the two bc-planes present in the used super cell, in which the Li-ions
show fast diffusion.
The introduction of Li-interstitials leads to a significant increase in the occupancy of
4c-sites, as shown in Figure 6.5 and reported by Lepley et al. [46].

Li-ion diffusion
The diffusion paths from simulations at 600 K, shown in Figure 6.7, demonstrate that
diffusion takes place along the b-axis via 4b-4c jumps, via intraplane jumps along the
c-axis through 4b-8d and 4c-8d jumps, and 8d-8d jumps in the a-direction are respon-
sible for interplane jumps. As shown in Figure 6.7b in stoichiometric β-Li3PS4 the
most jumps occur along the b-axis, followed by jumps in the bc-planes, and relatively
few transitions occur between the bc-planes. This indicates that Li-ion diffusion occurs
primarily within the bc-planes. The MSD for diffusion in the a-, b-, and c-direction
shown in Figure 6.6 shows a different picture, with the b-direction having the largest
MSD, followed by the c- and a-direction. This indicates that the correlation factor
(equation 6.7) is lower for faster diffusion directions, similar to the results of Marco-
longo et al. [22] in LGPS.
When Li-vacancies or Li-interstitials are introduced the Li-ion diffusion within the bc-
plane remains similar to the stoichiometric composition β-Li3PS4, while the amount of
interplane jumps increases significantly, resulting in three-dimensional diffusion.
The beneficial effect of the three-dimensional diffusion is reflected in the tracer diffu-
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Figure 6.5: Occupancy of the 4c-site for the different simulated compositions and temperatures.

Figure 6.6: Mean squared displacement of Li-ions in β-Li3PS4 during the MD-simulation at 600 K in the
a-, b-, and c-direction and the total MSD.
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(a) (b)

(c)

Figure 6.7: Jump diffusion paths at 600 K for (a) β-Li2.75PS4, (b) β-Li3PS4, and (c) β-Li3.25PS4. Li-ion
sites are shown by: 4b = blue, 4c = green, and 8d = black. The jump types are shown by: 4b-4c = red,
intralayer = pink, and interlayer = cyan, thicker lines correspond to larger jump rates.
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sivity, shown in Figure 6.8. The Li-ion diffusivity in β-Li2.75PS4 is almost an order of
magnitude larger than in β-Li3PS4. Introducing Li-interstitials by creating β-Li3.25PS4
also results in a larger diffusivity, especially at the lowest simulated temperature.
Based on the tracer diffusivity the conductivity of β-Li3PS4 is 10−2 S/cm at 450 K,
comparable to impedance experiments [42] at the same temperature. Extrapolating the
Li-ion diffusivity of β-Li3PS4 to 110 ◦C results in a Li-ion diffusivity of 1*10−8 cm2/sec,
close to the values reported by NMR experiments: 3.0*10−8 cm2/sec at 100 ◦C [47]
and between 10−6 and 10−8 cm2/sec at 120 ◦C [48].
The results from the current MD simulations on β-Li3PS4 are comparable to the val-

Figure 6.8: Tracer diffusivity from the current MD simulations, Phani et al. [13] and Yang et al. [49]

ues reported previously [13, 49], except at 450 K. This anomaly is most likely caused
by the shorter simulation times of the previous studies, which can lead to an over-
estimation of the tracer diffusion [21], especially at low temperatures. At 750 K all
the MD simulations show a similar value for the diffusivity, which can be explained
by the melted lithium sub-lattice [13] at this temperature. After melting the lithium
ordering over the different crystallographic sites disappears, which seems to have a
larger impact than the deviating stoichiometries investigated here. The detrimental
effect of Li-ordering has also been reported for the solid electrolyte Li7La3Zr2O12, in
which Li-ordering can reduce the Li-conductivity by several orders of magnitude [50].

Jump rates
The differences in tracer diffusivities between the three compositions can be explained
by the rate-limiting jump mechanism. The most frequent jump process is the 4b-4c
transition, the rate of which is comparable between the three compositions, as shown
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in Figure 6.9. However, to obtain three-dimensional diffusion paths in β-Li3PS4 in-
terplane jumps are necessary, the rate of which is significantly different for the three
compositions, also shown in Figure 6.9. With lower temperature these differences in-
crease, and in β-Li3PS4 at 450 K no interplane jumps occurred.
Because two-dimensional diffusion processes have a smaller correlation factor com-
pared to three-dimensional processes [18, 31, 51] the tracer diffusivity in β-Li3PS4 is
significantly lower, even though the jump rate of the fastest diffusion process is similar.

Figure 6.9: Jump rates for the 4b-4c and interplane jumps

Activation energies
The activation barriers for 4b-4c and intraplane jumps obtained from the MD simula-
tions are shown in Figure 6.10. At 600 K the interplane 8d-8d jumps show activation
energies of 0.40±0.02 eV for β-Li3PS4, 0.31±0.06 eV for β-Li3.25PS4, and 0.29±0.02
eV for β-Li2.75PS4. It should be noted that other jump processes also occur in the
simulations, however, their significantly larger activation energy indicates that these
will not contribute significantly to Li-ion diffusion and are therefore left out of the
current analysis.
Over the simulated temperature range some activation energies remain constant, while
others show significant changes, as shown in Figures 6.11 and 6.12.
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(a)

(b)

Figure 6.10: Activation energy at 600 K for (a) 4b-4c, and (b) intraplane jumps.
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(a) (b)

(c)

Figure 6.11: Activation energies over the simulated temperature range for the b-axis jumps: (a) 4b-4c, (b)
4c-4b, and (c) interplane 8d-8d. The missing point for the 8d-8d jump in Li3PS4 at 450 K is because this
jump did not occur in the MD simulation.
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(a) (b)

(c) (d)

Figure 6.12: Activation energies over the simulated temperature range for the c-axis jumps: (a) 4b-8d,(b)
4c-8d, (c) 8d-4b, and (d) 8d-4c.
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The changes in activation energies could be caused by non-Arrhenius behaviour of
some types of jumps, but the loss of Li-ordering at 750 K might also be a reason for
the changing activation energies. Furthermore, the different compositions sometimes
show differing behaviour for the same type of jump. To say something about the (non-
)Arrhenius behaviour of β-Li3PS4 further study is required.
To validate the activation energies from MD simulations, comparison with experimen-
tal values is important, however, a wide distribution in values is reported based on
electrochemical experiments: 0.16 [40], 0.32 [42], 0.36 [39], and 0.47 [43] eV. NMR
experiments resulted in activation energies of 0.40 eV for macroscopic diffusion and
0.09 eV for local jumps [48]. Given this wide distribution of values a comparison of
experimental activation energies with the present simulations seems unreasonable.
Simulations also report a wide range of activation energies. NEB calculations on
β-Li3PS4 report activation energies of 0.3 eV along the a-axis and 0.2 eV along the b-
and c-axis [46, 52], while other NEB calculations [53] report 0.26 eV along the a- and
b-axis and 0.08 eV for collective Li-ion jumps in the b-direction, bond-valence calcu-
lations report values of 1.0 eV along the a-axis and 0.8 eV in the bc-plane [54], and an
Arrhenius fit to MD-simulations [13] gives an activation energy of 0.35 eV . The results
from NEB calculations and MD simulations are comparable, while bond-valence cal-
culations appear to overestimate the activation energy. The activation energies from
the present MD simulations indicate that diffusion along the b-axis is most facile,
followed by diffusion along the c-axis, and along the a-axis diffusion is most difficult,
in agreement with results from neutron diffraction [44].

Collective jump processes
Given the large lithium concentration of 31 mol/L in β-Li3PS4 Li-ions can be expected
to interact strongly with each other. Yang et al. [53] reported the presence of collective
jumps in β-Li3PS4 by showing that the activation energy for diffusion along the b-axis
is just 0.08 eV for two Li-ions moving collectively, while it is 0.26 eV for a single Li-ion.

To determine the importance of collective jumps in the present MD simulations the
amount of collective jumps has been determined as described in the Collective jumps
section. Comparison of the collective jumps with the total amount of jumps reveals
that the percentage of collective jumps strongly depends on the temperature and Li-
concentration, as shown in Figure 6.13. The percentage of collective jumps displays a
strong increase with temperature, with 65 to 80 % of the jumps occurring collectively
at 750 K. Although at 450 K the simulations show less collective jumps, still 24 % of
the jumps is collective in Li2.75PS4.
Surprisingly, the lower Li-concentration in Li2.75PS4 leads to a higher percentage of
collective jumps. As shown in Figure 6.9 the jump rate is similar in all three com-
positions, indicating that collective jumps occur more frequently when there are more
Li-vacancies, but the mechanism behind this effect is unclear.
To study the effect of the time condition on the determination of collective jumps the
time condition was varied between 0.25 and 5 times the attempt frequency, the results
of which are shown in Figure 6.14. This shows that the amount of collective jumps
determined using the presented method strongly depends on the specified time condi-
tion. If the collective jumps would purely be due to coincidences a linear relationship
between the number of collective jumps and the time condition is expected, but this is
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Figure 6.13: Percentage of collective jumps in the MD simulations

Figure 6.14: Number of collective jumps versus the time condition (in units of the attempt frequency).
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not observed in Figure 6.14. When using a shorter time condition the number of col-
lective jumps increases more rapidly as when using longer time conditions, indicating
that collective jumps are occurring. However, the strong dependence of this analysis
on the time condition specified for collective jumps shows that quantifying the amount
of collective jumps will require a more thorough understanding of collective behaviour
before conclusions can be drawn. However, the large percentage of collective jumps
indicates that collective jump processes may have a significant effect on the Li-ion dif-
fusion in β-Li3PS4, especially at elevated temperatures. Although the larger amount
of collective jumps is also caused by the higher amount of jumps at elevated tempera-
tures, the movements of a Li-ion will be influenced by jumps of other Li-ions nearby,
and increasing the temperature thus increases the amount of collective motion.
In Figure 6.15 the number of collective jumps are shown per combination of jump type
during the MD simulation at 600 K for the different compositions. This shows that
in β-Li3PS4 the collective jumps are primarily simultaneous 4c-4b jumps and simul-
taneous 4b-4c jumps. In Li3.25PS4 collective 4b-4c and 4c-4b jumps also occur most
frequently, but additionally 4b-8d jumps collective with 4b-4c jumps occur and collec-
tive interplane jumps are predicted. In the simulations of Li2.75PS4 different collective
behaviour is observed, with the combination of 4b-8d jumps and 4b-4c jumps occurring
most frequently. Collective 4b-4c jumps also occur frequently, but significantly less
compared to the other compositions.
Collective jumps involving more than two Li-ions also occur in the current MD simula-
tions, in some cases involving up to 5 atoms. The collective movement of multiple atoms
is complex and difficult to analyse. However, it should be anticipated that collective
motion of several ions induces large ionic conductivities, as observed in Li10GeP2S12
[35], making this an interesting and relevant research area.

Attempt frequency
The attempt frequencies obtained from the MD simulations are shown in Figure 6.16a.
Using the presented method of obtaining attempt frequencies results in values between
7.6*1012 and 9.3*1012 Hz, comparable to reported attempt frequencies, between 1012

and 1013 Hz, for other materials by experiments [23, 55] and DFT calculations [25, 26].
This consistency indicates that the presented method of determining the attempt fre-
quency from MD-simulations, by a straightforward Fourier transformation of the ionic
velocity, can be used to determine the attempt frequency.
Figure 6.16a demonstrates that the attempt frequency decreases with increasing tem-

perature, this decrease with increasing temperature can be understood by the change
in the vibrational amplitude, shown in Figure 6.16b. For Li3.25PS4 and Li3PS4 the
vibrational amplitude increases by approximately 35% between 450 and 750 K, while
the speed of the atoms increases by just 29% (based on: E = 1

2 mv2). The average
vibration time therefore increases, leading to a decreasing attempt frequency. Fur-
thermore, as shown in Figure 6.16 the attempt frequency and vibration amplitude in
Li2.75PS4 differ by approximately 10% from the other two compositions. This effect can
be explained by the lower Li-concentration, which leads to less repulsive interactions
between Li-ions, thus allowing for bigger vibrations and a lower attempt frequency.
This example demonstrates that there can be a significant temperature dependence on
the attempt frequency and that relatively small changes in the crystal structure can
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(a) β-Li2.75PS4

(b) β-Li3PS4

(c) β-Li3.25PS4

Figure 6.15: Amount of collective jumps for all the jump combinations from MD simulations at 600 K in (a)
β-Li2.75PS4, (b) β-Li3PS4, and (c) β-Li3.25PS4. ’-s’ means that a jump is within the same layer, ’-i’ means
an interlayer jump. Please note that the color bars are different for the different compositions
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(a)

(b)

Figure 6.16: (a) Attempt frequencies and (b) vibration amplitudes from the MD-simulations.
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have a significant effect on the attempt frequency. Thereby the presented analysis
indicates that consideration of the attempt frequency and its dependence on structure
and temperature is of significant importance in quantifying and understanding ionic
diffusion.

6.3.2. Effects of doping
The MD simulations on β-Li3.25PS4 show that creating Li-interstitials in β-Li3PS4 sig-
nificantly increases three dimensional diffusion, raising the macroscopic Li-ion conduc-
tivity, in line with experimental work [45]. Li-vacancies also increase three dimensional
diffusion, and the MD simulations indicate significantly larger Li-ion conductivity com-
pared to the introduction of Li-interstitials. However, we are unaware of work which
has explored the impact of introducing Li-vacancies, through doping, on the Li-ion
diffusion in β-Li3PS4. To determine the impact of introducing Li-vacancies by doping
MD simulations were performed on β-Li2.75PS3.75Br0.25.
Additionally, the impact of oxygen doping is investigated, since this is also reported
as a strategy to improve the Li-ion diffusivity [47, 52, 54]. However, O-doping does
not change the Li-content. It has been proposed that the smaller radius of O2− in
comparison to S2− opens up a diffusion path along the a-axis, but the mechanism
of the oxygen induced larger Li-ion diffusivity remains unclear. To gain further un-
derstanding of how oxygen doping increases the Li-ion diffusivity MD simulations on
β-Li3PS3.75O0.25 were performed.
The structures with dopants were created by replacing two S-atoms by Br- and O-
atoms, respectively. The dopants were placed at the maximum possible distance apart
from each other in the supercell, to minimise the interaction between dopant-atoms.
The introduction of the dopant atoms causes only minor changes in the lattice pa-
rameters, less than 2% in both cases. The dopants only cause local distortions in the
crystal, as shown in Figure 6.17, which is consistent with previous calculations on
O-doped β-Li3PS4 [52].
At small distances the RDF’s for the S-atoms are overlapping each other in the sul-
phur and phosphor distributions, and remain very similar at larger distances. And
even though the Br- and O-atoms occupy the same crystallographic positions as the
S-atoms, their RDF’s differ significantly, especially in the first coordination shell. The
lithium distribution shows small differences in the case of Br-doping, but this can be
explained by the lower Li-concentration in this structure.
Predicting the stability of solid electrolytes is hard, as shown by the varying decom-

position voltages and decomposition products between papers which calculated the
stabilities of various solid state electrolytes [7, 41], and it becomes even more compli-
cated when including dopants. In this chapter we focus on which diffusion properties
can be determined from MD-simulations on solid electrolytes, and determination of
the stability of the doped structures is thus beyond the scope of this chapter.
However, for the O-doped β-Li3PS4 it has been shown that the addition of oxygen
is beneficial for the stability [52]. And the Na-analogue (Na3PS4) of Li3PS4 with
halogen-doping has been made experimentally [5] and is thus shown to be (meta)stable,
and we expect that β-Li4PS4 with Br-doping is also (meta)stable.
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(a)

(b)

(c)

Figure 6.17: Radial distribution functions of β-Li3PS4, β-Li3PS3.75O0.25 and β-Li2.75PS3.75Br0.25 at 600
K around (a) Lithium, (b) Sulphur, and (c) Phosphor.
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Br-doping
The jump diffusion path from the MD-simulation of β-Li2.75PS3.75Br0.25 is shown in
Figure 6.18a. As should be anticipated from the simulations of β-Li2.75PS4, Figure
6.18a shows that Br-doping significantly increases the amount of three-dimensional
diffusion. In β-Li2.75PS3.75Br0.25 the tracer diffusivity results in 1.56*10−6, 1.01*10−5,
and 3.71*10−5 cm2/sec at 450, 600 and 750 K, respectively, comparable to the dif-
fusivities of β-Li2.75PS4. The activation energies for diffusion along the bc-plane in
the Br-doped composition at 600 K, shown in Figure 6.19, differ by just 0.02 eV from
the MD simulation with Li-vacancies. The activation energy for interplane jumps is
0.29±0.03 eV in β-Li2.75PS3.75Br0.25 and 0.29±0.02 eV in β-Li2.75PS4.
The similar activation energies in β-Li2.75PS4 and β-Li2.75PS3.75Br0.25 indicates that
the primary cause of the high Li-ion diffusivity in Br-doped β-Li3PS4 are the Li-
vacancies. For other dopants that introduce Li-vacancies similar results are thus ex-
pected, suggesting that there are various ways to increase the Li-ion diffusivity in
β-Li3PS4.

(a) (b)

Figure 6.18: Jump diffusion paths at 600 K for (a) β-Li2.75PS3.75Br0.25 and (b) β-Li3PS3.75O0.25. Li-ion
sites are shown by: 4b = blue, 4c = green, and 8d = black. The jump types are shown by: 4b-4c = red,
intralayer = pink, and interlayer = cyan, thicker lines correspond to larger jump rates.

O-doping
The jump diffusion paths from the present MD-simulations on β-Li3PS3.75O0.25, shown
in Figure 6.18b, demonstrate that O-doping also increases three-dimensional diffu-
sion, as was predicted [52, 54]. Compared to β-Li3PS4 doping with oxygen leads to a
larger Li-ion diffusivity, and tracer diffusivities of 6.96*10−7, 7.59*10−6, and 2.52*10−5

cm2/sec at 450, 600 and 750 K, respectively. The introduction of oxygen results
in smaller activation energies compared to β-Li3PS4, as shown in Figure 6.19. The
biggest impact is observed for the interplane jumps, which have an activation energy of
just 0.31±0.03 eV in β-Li3PS3.75O0.25. NEB calculations on β-Li3PS4 with O-doping
[52] show activation energies of approximately 0.2 eV in the b- and c-direction, which
is comparable to the results presented in Figure 6.19. In the a-direction the activation
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(a)

(b)

Figure 6.19: Activation energies at 600 K in Br- and O-doped β-Li3PS4 for (a) 4b-4c, and (b) intraplane
jumps.
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energy is 0.2 eV close to the O-dopant, and 0.3 eV far away from the O-dopant. From
the MD simulations no distinction is made between jumps in the a-direction close or
far from the O-dopant, but the 0.31±0.03 eV is close to the value reported by the NEB
calculations.
It is surprising that the activation energies for the O-doped structure are comparable
to the Li-rich β-Li3.25PS4, even though the introduction of oxygen does not affect the
Li-concentration. To investigate this the radial distribution functions (RDF’s) for oxy-
gen and sulphur in β-Li3PS3.75O0.25 are calculated using Equation 6.10 and shown in
Figure 6.20. The smaller ionic radius of oxygen [56] results in a smaller O-Li distance
compared to the S-Li distance. However, the Li-density of the first coordination shell
in the RDF is significantly lower around the O-atoms. Integrating the Li-density up
to 3.5 Å shows that (on average) there are 2.9 Li-atoms in the first coordination shell
of O-atoms, and 3.5 Li-atoms in the first coordination shell of S-atoms.
This implies that it is unfavourable for Li-ions to be near the O-atoms in β-Li3PS3.75O0.25,
and these Li-ions must be accommodated elsewhere within the crystal structure. Oxygen-
doping thus changes the distribution of Li-ions in the crystal, which is shown to be
beneficial for the Li-ion diffusivity in β-Li3PS4.
It is usually assumed that a higher polarisability leads to higher diffusivity [57] via
lower activation energies caused by lattice softening [23]. In the case of β-Li3PS3.75O0.25
the higher diffusivity caused by O-atoms, which have lower polarisability compared
to S-atoms, demonstrating that the opposite can also occur. Integrating the RDF’s in
Figure 6.20 shows that there are less Li-ions near the O-atoms as near the S-atoms,
which indicates that the site-energy near the O-atoms is higher. If the transitions
state energy stays the same this lowers the activation energy. In this case the less
polarisable O-atoms are thus beneficial for Li-ion diffusion.

Figure 6.20: O-Li and S-Li distribution in β-Li3PS3.75O0.25 at 600 K, calculated using Equation 6.10.
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6.4. Conclusions
The present approach demonstrates that from a single MD simulation key properties
for ionic diffusion can be obtained, through which a thorough understanding of diffusion
can be developed. The thorough analysis of MD simulations presented is a general
approach that can be applied to all crystalline ionic conductors, which can help to
build understanding of diffusional processes in solid state electrolytes, and provide
direction to the design of new and improved solid electrolyte materials. The Matlab-
code developed for the analysis of MD simulations is freely available on-line [17]. The
example of DFT MD simulations on β-Li3PS4 indicates that Li-ion jumps between
bc-layers limit the macroscopic conductivity. Adding Li-interstitials or Li-vacancies
significantly promotes these transitions, increasing macroscopic Li-ion diffusion. Li-
vacancies can be introduced through Br-doping at the sulphur sites, which is predicted
to result in an order of magnitude larger Li-ion conductivity in β-Li3PS4. Furthermore,
it is shown that oxygen-doping at the sulphur site changes the Li-distribution in the
crystal, rationalizing the increased Li-ion diffusivity that has been reported.

6.5. DFT calculations
The DFT simulations were performed using VASP [58], using the GGA approximation
[59] and the PAW-PBE basis set [60]. A cut-off energy of 400 eV was used for simu-
lations containing oxygen, and 280 eV for the other simulations. The β-Li3PS4-phase
crystallises in the orthorhombic space-group Pnma (no. 62), with lattice parameters of
a = 12.82, b = 8.22, and c = 6.12 Å at 637 K [40]. The crystal structure as measured
by Homma et al. [40] was used as a starting point for the structure minimisations.
A 1x1x2 super cell was used in the calculations, testing of finite size effects was not
done due to computational limitations. The fractional site-occupancies reported exper-
imentally were approximated as much as possible in the super cell, while maximising
the Li-Li distances. After minimisation without symmetry restrictions the lattice angles
were close to 90◦ in all cases, and the lattice parameters changed by less than 2%, with
the a- and c-parameters showing a small increase, while the b-parameter decreased
slightly. During the minimisations a k-point mesh of 4x6x4 was used, which was re-
duced to a k-point mesh of 1x2x1 for the MD simulations. The total simulation time
of the MD simulations was 500 picoseconds., with time-steps of 2 femtoseconds. The
first 2.5 picoseconds were used as equilibration time and were thus not used for the
analysis. Simulations were performed in the NVT ensemble, with temperature scaling
after every 50 time-steps.
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Summary
Batteries have found widespread use, especially in mobile devices. With the inevitable
energy transition the demand for batteries will rise further. Batteries for large-scale
storage, transport applications and mobile devices all have different demands, requiring
the development of a range of battery types for the storage of electrical energy. For
these developments a better understanding of the fundamental aspects of materials
and energy is necessary.

In Chapter 2 a thermodynamic model is made to study the lithium-insertion in
TiO2-anatase. The presented phase-field model explains many experimentally ob-
served phenomena, including the effects of Li-ion diffusivity, particle size, C-rate, and
surface area. The model shows that slow Li-ion diffusion in the Li1TiO2 phase limits
the performance of TiO2-anatase electrodes. Improving TiO2-anatase electrodes thus
requires the prevention of Li1TiO2 layers, or raising the Li-ion diffusivity in this phase.
The good qualitative agreement of the model, which is obtained using parameters from
literature only, demonstrates the sound physical basis of phase-field modelling. Using
phase-field modelling to gain understanding of the behaviour of electrode materials
thus shows promise for improving battery designs.

Many battery types are currently under development, one of which is the all-solid
state battery. The main promises of all-solid state batteries are the increased safety
and higher volumetric energy density in comparison to conventional Li-ion batter-
ies. To make all-solid state batteries commercially available, solid electrolytes with
ionic conductivities comparable to liquid electrolytes are necessary. Although such
solid electrolytes are known nowadays, fast charging and discharging of all-solid-
state batteries remains challenging. This is generally attributed to poor kinetics over
the interface of the electrode and the solid electrolyte, either due to poorly conducting
decomposition products, small contact areas, or space-charge layers.
In Chapter 3 a thermodynamic model is developed to better understand and quantify
the role of space-charge layers in all-solid-state batteries. For several combinations of
solid electrolytes and electrode materials at different voltages the space-charge layers
and its effects are calculated. The model indicates that the space-charge layers are
approximately a nanometre in thickness. The resistance for Li-ion transport through
the space-charge layer is below 1 Ω cm2 in most cases, indicating that space-charge
layers have a negligible impact on the performance of all-solid-state batteries.

To get a better understanding of solid electrolytes and how atomic processes affect
ionic conductivity molecular dynamics (MD) simulations using density functional theory
(DFT) are an ideal tool. The large amount of control over the atomic structure allows
for a detailed study on how the atomic structure influences macroscopic properties,
thus increasing the understanding of ionic conductors.

In Chapter 4 DFT MD-simulations on the cubic and tetragonal phases of the solid
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electrolyte Na3PS4 are presented. These show that the Na-ion conductivity in the
two phases is similar, indicating that the experimentally observed differences between
them are most likely caused by differing synthesis procedures. A large increase in
Na-ion conductivity is observed when Na-ion vacancies are introduced. With the
introduction of just 2% Na-vacancies an order of magnitude increase in ionic conduc-
tivity is observed, which rises further with increasing Na-vacancy concentration. To
determine whether introducing Na-vacancies is a practical route towards improvement,
MD-simulations of halogen doped cubic Na3PS4 are performed, which show promis-
ing results. Through a detailed investigation of the Na-ion transitions the importance
of free volume for enabling Na-ion diffusion is revealed, showing the importance of
phonons for ionic conduction in this material.

In Chapter 5 the origin of the large differences in Li-ion conductivity between the
argyrodite solid electrolytes is investigated using DFT MD-simulations. It is shown
that the position of the halogen atoms in the crystal structure is of crucial importance for
the ionic conductivity, explaining why Li6PS5I is a poor ionic conductor. By altering
the Cl-distribution over the 4a- and 4c-sites the DFT-MD simulations predict that
the ideal Cl-distribution over the 4a- and 4c-sites is 1:3, which increases the ionic
conductivity by a factor of two in comparison to the currently prepared materials. Li-
ion vacancies are also shown to play a role in the ionic conductivity, based on which
simulations were performed on Li5PS4X2 (X = Cl, Br or I). These materials show Li-ion
conductivities similar to Li6PS5Cl and Li6PS5Br, but are expected to have a higher
electrochemical stability, suggesting that the Li5PS4X2 compounds are interesting new
solid state electrolytes.

As shown in Chapters 4 and 5 molecular dynamics simulations are a powerful tool
to study diffusion processes in solid electrolyte materials. The analysis developed in
these chapters is further expanded upon in chapter 6, in which it is shown how many
properties relevant to diffusion can be obtained from MD simulations. These proper-
ties include the diffusion path, amplitude of vibrations, jump rates, radial distribution
functions, and collective diffusion processes. Furthermore, for the first time it is shown
that the activation energies of different jumps and the attempt frequency can be ob-
tained from a single molecular dynamics simulation. The analysis developed in this
chapter is applied to DFT MD simulations of β-Li3PS4, for which it rationalises the
beneficial effect of O-doping on the Li-ion diffusivity, and indicates that introducing
Li-vacancies through Br-doping can be beneficial. This example shows how knowledge
of the detailed diffusion properties can give a thorough understanding of diffusion in
solid electrolytes, and that ways to improve solid electrolyte materials can be obtained
using this knowledge.

Summarising, in this thesis several models are used to increase the understanding
of batteries, space-charge layers, and solid electrolyte materials. With the knowledge
gained from modelling promising routes for improving batteries and battery materials
are revealed, helping the further development of batteries.



Samenvatting
Batterijen worden tegenwoordig door bijna iedereen dagelijks gebruikt in mobiele
telefoons, afstandsbedieningen, laptops, etc. Met de overstap naar duurzame energie
zullen er steeds meer elektrische voertuigen komen, waarin batterijen een belangrijke
rol spelen. Daarnaast zal het nodig zijn om duurzaam opgewekte elektrische energie
op te slaan om de fluctuaties in de opwekking en het gebruik van energie op te vangen,
waarvoor grootschalige batterijen gebruikt kunnen worden. Het gebruik van batterijen
zal in de toekomst dus alleen maar verder toenemen, wat het ontwikkelen van goede
en veilige batterijen steeds belangrijker maakt.
Verschillende soorten apparaten en toepassingen stellen allemaal andere eisen aan
de gebruikte batterijen. Voor grootschalige toepassingen is de prijs per hoeveelheid
energie (kWh/e) een doorslaggevende factor, voor mobiele toepassingen zullen gewicht
(kWh/kg) en volume (kWh/L) belangrijker zijn, terwijl ook rekening gehouden moet
worden met de veiligheid, duurzaamheid en (ont)laadsnelheid van de batterij. Idealiter
zou een batterij klein, goedkoop, duurzaam, etc. zijn, maar een batterij die aan al
deze eisen voldoet bestaat waarschijnlijk niet. Dit heeft er toe geleid dat er vele
verschillende types batterijen ontwikkeld worden, zoals te zien is in Figuur 1.1. Elk van
deze types heeft zijn eigen voor- en nadelen, en zal dus geschikt zijn voor verschillende
toepassingen.

Batterijen slaan energie op door elektrische energie om te zetten in chemische
energie. Door de elektrochemische reactie om te draaien kan de elektrische ener-
gie weer teruggewonnen worden, en gebruikt om stroom te leveren aan elektrische
apparaten. Zoals schematisch weergegeven in Figuur 1.2 gebeurt dit door atomen,
lithiumatomen in lithium-ionbatterijen, van de anode naar de kathode te transporte-
ren. De verplaatsing van atomen tussen de twee elektrodes wordt veroorzaakt door het
verschil in chemische potentiaal van de atomen in de twee materialen. Als deze twee
materialen direct contact zouden maken met elkaar zou er kortsluiting ontstaan, en zou
er dus geen (nuttige) elektrische energie uit de batterij gehaald kunnen worden. Het
is daarom essentieel om er een derde materiaal tussenin te doen: het elektrolyt. Het
elektrolyt is een materiaal waar ionen gemakkelijk doorheen kunnen, terwijl elektronen
door dit materiaal geblokkeerd worden. De elektronen worden hierdoor gedwongen
om via een extern circuit te gaan, en hun energie kan zo nuttig gebruikt worden in de
vorm van elektriciteit.
Het gebruik van (minstens) drie verschillende materialen, de ionen en elektronen die
door de batterij bewegen en alle processen die daarmee samenhangen maken van een
batterij een complex systeem. Om het nog ingewikkelder te maken kunnen de verschil-
lende materialen en processen allerlei interacties met elkaar hebben, waardoor een
bepaald experimenteel geobserveerd effect verschillende oorzaken kan hebben. Om
te onderzoeken hoe bepaalde eigenschappen van een batterij(materiaal) de presta-
ties van een batterij beïnvloeden zijn modellen ideaal. In een model is het namelijk
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zeer gemakkelijk om een bepaalde eigenschap te veranderen om het effect hiervan te
bepalen. In dit proefschrift wordt daarom getracht om met behulp van verschillende
modellen een beter begrip te verkrijgen van batterijen en batterijmaterialen. Hierdoor
wordt een dieper inzicht in de fundamentele aspecten van materialen en energie en
een beter begrip van de opslag van elektrochemische energie mogelijk, wat bijdraagt
aan de verdere ontwikkeling van batterijen.

Het gedrag van een batterij kan beschreven worden door een set van thermodyna-
mische vergelijkingen, wat impliceert dat door het meten van alle relevante materiaalei-
genschappen een batterij gesimuleerd kan worden. In batterijmodellen in de literatuur
wordt meestal echter gebruik gemaakt van parameters die gefit zijn op experimenten,
wat het toepassen van deze modellen twijfelachtig maakt als de omstandigheden niet
lijken op die van de gefitte experimenten.
Om te bepalen of het mogelijk is om een batterijmodel te maken zonder gefitte variabe-
len is in hoofdstuk 2 is een faseveldmodel gemaakt voor anataaselektrodes waarvoor
alleen parameterwaardes uit de literatuur gebruikt zijn. De sterke overeenkomsten
tussen experimentele resultaten en het faseveldmodel laat zien dat het mogelijk is
om een batterijmodel te maken uitgaande van fysische principes. Dit houdt de be-
lofte in zich dat een grondig begrip van materiaaleigenschappen en hun interacties in
batterijen mogelijk is, wat op zijn beurt verbeteringen in het ontwerp van elektrodes
mogelijk maakt.
Voor anataaselektrodes laat het faseveldmodel zien dat de beperkende factor voor een
hoge (ont)laadsnelheid de langzame Li-diffusie in de Li1TiO2-fase is. Tijdens de li-
thiatie van de anataaselektrode zal eerst de Li0.5TiO2-fase gevormd worden, waarna
op het oppervlak de formatie van de Li1TiO2-fase begint. Zodra er een laag van en-
kele nanometers Li1TiO2 is gevormd wordt de Li-diffusie zo erg verlaagd dat verdere
lithiatie van de anataasdeeltjes (praktisch) onmogelijk is. Om batterijen met anataas-
elektrodes te verbeteren zal hiervoor een oplossing gevonden moeten worden, door de
vorming van de Li1TiO2-fase te voorkomen of via een verhoging van de Li-ion diffusie
in de Li1TiO2-fase.

Zoals eerder genoemd worden er vele verschillende types batterijen ontwikkeld,
waaronder de vaste-stofbatterij, die een grotere veiligheid en energiedichtheid be-
loofd. Om dit type batterij te maken moet het (nu gebruikte) vloeibare elektrolyt
vervangen worden door een vaste-stofelektrolyt. Een van de belangrijkste eisen om
een vaste-stofbatterij te laten werken is dat het vaste-stofelektrolyt een ionische ge-
leiding heeft die vergelijkbaar is met die in vloeibare elektrolyten.
Hoewel er in de afgelopen jaren verscheidene materialen zijn ontdekt die aan deze
eis voldoen blijft het lastig om vaste-stofbatterijen goed te laten werken bij hoge
(ont)laadsnelheden. De oorzaak van deze teleurstellende resultaten wordt gezocht
bij de slechte kinetische eigenschappen op de grensvlakken tussen het elektrode- en
elektrolytmateriaal. De slechte kinetiek kan veroorzaakt worden doordat de combina-
tie van elektrode en elektrolyt onstabiel is, er weinig contactoppervlak is en/of doordat
ruimteladingslagen de overgang van ionen tussen de materialen bemoeilijken. Doordat
deze processen optreden op het grensvlak van verschillende materialen is het moeilijk
om ze te bestuderen, en het tegelijkertijd optreden van deze effecten maakt het lastig
om de gevolgen van de verschillende processen van elkaar te onderscheiden.
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Er wordt veel onderzoek gedaan naar de stabiliteit van materialen en het vergroten van
het contactoppervlak, maar over de rol van ruimteladingslagen in vaste-stofbatterijen
is nog weinig bekend. Dit heeft ertoe geleid dat sommige auteurs zeggen dat de
ruimteladingslagen meerdere micrometers dik zijn, wat een zeer grote grensvlakweer-
stand zou veroorzaken. Anderen zeggen echter dat de dikte van de ruimteladingslagen
slechts enkele nanometers is, wat een verwaarloosbare grensvlakweerstand zou geven.
Om te bepalen of ruimteladingslagen een significante invloed hebben op de prestaties
van vaste-stofbatterijen is er in hoofdstuk 3 een thermodynamisch model gemaakt om
de dikte, weerstand en capaciteit van de ruimteladingslaag op het grensvlak van elek-
trode en vaste-stofelektrolyt te berekenen.
Voor meerdere combinaties van vaste-stofelektrolyten en elektrodematerialen zijn de
eigenschappen en effecten van de ruimteladingslaag berekend. Deze berekeningen
laten zien dat de ruimteladingslaag over het algemeen minder dan een nanometer dik
is, en dat de weerstand die hierdoor veroorzaakt wordt minder dan 1 Ω cm2 is. Deze
resultaten wijzen erop dat ruimteladingslagen een verwaarloosbare invloed hebben op
de prestaties van vaste-stofbatterijen, wat goed nieuws is voor hun verdere ontwikke-
ling.
Zoals in Figuur 1.5 te zien is zijn er tegenwoordig meerdere klassen vaste-stofelektro-
lyten bekend die een ionische geleiding hebben die vergelijkbaar is met die van vloei-
bare elektrolyten. Maar vaste-stofelektrolyten moeten ook aan andere eisen voldoen,
en het ’perfecte’ vaste-stofelektrolyt is dan ook nog niet gevonden. Om dit ’perfecte’
elektrolyt te vinden is het belangrijk om de eigenschappen die hoge ionengeleiding ver-
oorzaken te begrijpen. Veel verschillende eigenschappen zijn geopperd als veroorzaker
van hoge ionische geleiding in vaste-stofelektrolyten, zoals lage-energie fononen, de
polariseerbaarheid van het kristalrooster, het percentage lege Li-posities, en vele an-
deren. Hoewel veel van deze eigenschappen een correlatie hebben met ionengeleiding
zijn ze geen van alle perfecte voorspellers voor hoge ionische geleiding.
Aangezien ionische geleiding veroorzaakt wordt door processen op de atomaire schaal
zijn simulaties op atomair niveau nodig om een beter begrip te krijgen van deze ma-
terialen. Hiervoor zijn moleculaire dynamica (MD) studies in combinatie met dicht-
heidsfunctionaaltheorie (DFT) ideaal. In DFT-MD simulaties is een grote controle
over de atomaire structuur van een kristal mogelijk, kunnen atomaire processen tot in
detail bestudeerd worden, en kan de kristalstructuur gemakkelijk gevarieerd worden.
Dit maakt het bestuderen van een reeks materialen met DFT-MD simulaties gemak-
kelijker dan via experimenten, en hypotheses over hoe een materiaal te verbeteren
kunnen ook sneller getest worden.

In hoofdstuk 4 worden DFT-MD simulaties toegepast op de Na-ionengeleider
Na3PS4, waarvan zowel de tetragonale als de kubische structuur bestudeerd wordt.
De simulaties laten zien dat het stoichiometrische materiaal praktisch geen geleiding
vertoond, maar door het introduceren van slechts 2% Na-vacatures gaat de geleiding
met een orde van grootte omhoog, en het stijgt verder bij grotere vacatureconcentra-
ties.
De DFT-MD simulaties laten slechts geringe verschillen in Na-geleiding zien tussen
de tetragonale en kubische structuur, wat erop wijst dat de experimenteel waargeno-
men verschillen komen door variatie in de synthesecondities. Om te bepalen of Na-
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vacatures een praktische manier zijn om de ionengeleiding te verhogen zijn simulaties
gedaan aan de kubische fase waarin zwavelatomen zijn vervangen door verschillende
halogeenatomen, wat hoopgevende resultaten geeft. Daarnaast wordt door een ge-
detailleerde analyse van de overgangen van Na-ionen het belang getoond van vrij
volume voor diffusie, wat impliceert dat fononen een essentiële rol spelen in de snelle
Na-geleiding door dit materiaal.
In hoofdstuk 5 wordt de oorzaak van de grote verschillen in Li-ionengeleiding binnen
de Li-argyrodieten onderzocht met behulp van DFT-MD simulaties. Er wordt getoond
dat de verdeling van halogeenatomen over de 4a- en 4c-posities in de kristalstructuur
een grote invloed heeft op de diffusie van Li-ionen binnen deze klasse van materialen.
Dit verklaard waarom experimenten een hoge ionengeleiding meten in Li6PS5Cl en
Li6PS5Br, terwijl dit in Li6PS5I ordes van grootte lager is. Door de verdeling van
Cl-atomen over de 4a- en 4c-posities systematisch te variëren wordt voorspeld dat
een 1:3 verdeling over de 4a- en 4c-posities een verdubbeling van de ionengeleiding
kan veroorzaken ten opzichte van de huidige gesynthetiseerde Li-argyrodieten.
Daarnaast wordt aangetoond dat ook Li-vacatures een rol spelen in de ionengelei-
ding. Om de invloed van een hogere concentratie Li-vacatures te bepalen zijn voor
Li5PS4X2 (X = Cl, Br of I) DFT-MD simulaties gedaan. Deze materialen laten verge-
lijkbare ionengeleiding zien als Li6PS5Cl en Li6PS5Br, maar door het vervangen van
zwavelatomen door halogeenatomen wordt verwacht dat deze materialen een hogere
elektrochemische stabiliteit hebben, wat suggereert dat de Li5PS4X2-materialen in-
teressante nieuwe vaste-stofelektrolyten kunnen zijn.
De analysemethode om de diffusie in vaste-stofelektrolyten te bestuderen met behulp
van DFT-MD simulaties die is ontwikkeld in hoofdstuk 4 en 5 wordt in hoofdstuk 6
verder uitgebreid. Er wordt getoond hoe vele eigenschappen die relevant zijn voor
de beschrijving van diffusie uit MD-simulaties bepaald kunnen worden. Deze eigen-
schappen zijn onder andere het diffusiepad, de vibratie-amplitude, sprongfrequenties,
radiale distributiefuncties en collectieve diffusieprocessen. Bovendien wordt voor het
eerst gedemonstreerd dat het mogelijk is om uit een enkele MD simulatie de active-
ringsenergie van verschillende sprongen en de pogingsfrequentie te bepalen.
Door deze analyse toe te passen op β-Li3PS4 wordt getoond hoe de kennis over
deze eigenschappen een beter begrip geeft van diffusie in vaste-stofelektrolyten. Voor
β-Li3PS4 leidt dit tot het inzicht dat 3D-diffusiepaden de Li-diffusie significant ver-
hogen, en dat zo’n 3D-pad verkregen kan worden door Li-vacatures te introduceren,
of door het materiaal te doteren met zuurstof. De gepresenteerde analysemethode is
algemeen bruikbaar voor diffusie in kristallijne materialen en helpt om nieuwe manie-
ren te vinden om vaste-stofelektrolyten verder te verbeteren.

Samenvattend, in dit proefschrift zijn verschillende modellen gebruikt om de ei-
genschappen van batterijen en batterijmaterialen beter te begrijpen, en om inzicht te
krijgen in de knelpunten die de prestaties van een batterij beperken. Door deze kennis
is een gerichte aanpak mogelijk om batterijen en batterijmaterialen te verbeteren, wat
hopelijk zal bijdragen aan de verdere ontwikkeling van batterijen.
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