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Introduction
Bearings are an important part of rotating machinery, such as the drive train of a helicopter. The degradation of a
bearing can lead to reduced system performance or even system failure. An example of such a failure is the crash
of a Super Puma helicopter due to the failure of a bearing in the drive train. In order to prevent such accidents,
helicopters are equipped with systems that monitor vibration levels at critical locations within the drive train. These
systems enable condition-based maintenance, allowing maintenance activities to be scheduled in a cost and time
efficient manner. In order to schedule these activities, accurate estimations of the time until failure of the system are
important. This time until failure is also known as the RUL.

For estimating the RUL, data-driven methods are widely used in industry. However, data-driven models require large
amounts of run-to-failure data of a bearing subjected to a certain operating condition. Such data is difficult to collect,
as running a system to failure may lead to safety and cost concerns. Therefore, in practice, bearing run-to-failure data
is only available in certain operating conditions. As a result, traditional data-driven models fail to produce accurate
prediction results when applied to different operating conditions where run-to-failure data is unavailable.

To address this problem, the concept of transfer learning was introduced. Transfer learning aims to transfer degra-
dation knowledge from a source domain to a target domain. By using this approach, degradation knowledge learned
from run-to-failure data in specific operating conditions can be applied to operating conditions where run-to-failure
data is unavailable. As a result, run-to-failure data is no longer required for every operating condition. Previous trans-
fer learning approaches for RUL prediction have demonstrated promising prediction results.

Some systems, such as a helicopter drive train, only collect vibration data in the frequency domain. Therefore, this
study aims to develop a prediction model capable of estimating the RUL across various operating conditions and
bearing types, solely based on frequency domain data. The model makes use of all available degradation data from
different operating conditions and bearing types to learn the relationship between degradation and RUL. Such a
model allows for RUL predictions for a bearing type, even if no failures have been recorded for that specific type. This
model can be used as a basis for further transfer learning approaches, where the relationship between degradation and
RUL is derived from run-to-failure data collected under various operating conditions and bearing types in a laboratory.
Next, this relationship is applied to a real-world bearing, such as the helicopter drive train. By using this method, the
need for large amounts of run-to-failure data from actual helicopter drive train bearings can be minimised.

This study is divided into two parts. The first part, Part I, is a scientific paper that describes the RUL prediction model
for estimating the RUL across various operating conditions and bearing types. The next part, Part II, is the literature
review. In literature this review, the elements of transfer learning models are described.

vi
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Highlights
Bearing remaining useful life estimation across operating conditions and bearing types based on
multi-source domain adaptation
Maurice de Bruin

• A multi-source domain adaptation model is proposed for bearing remaining useful life prediction across operating
conditions and bearing types.

• As some systems only collect vibration data in the frequency domain, the proposed model generates RUL predictions
exclusively based on frequency domain data.

• The model employs a common feature extractor to capture domain invariant features and domain specific regressors
for RUL predictions.

• The proposed model achieves evaluation scores comparable to other advanced models that are able to use time and
time-frequency domain data.
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Maurice de Bruina

aFaculty of Aerospace Engineering, Delft University of Technology, Delft, 2629 HS, The Netherlands

A R T I C L E I N F O
Keywords:
Bearing remaining useful life predic-
tion
Multi-source domain adaptation
Across operating conditions and bear-
ing types
Frequency domain data
Transfer learning

A B S T R A C T
For the remaining useful life (RUL) prediction of bearings across varying operating conditions,
transfer learning models have demonstrated high accuracy. To make use of the maximum amount
of bearing degradation information, multi-source domain adaptation models have been developed to
enable predictions across operating conditions and bearing types. These models typically make use of
vibration data in the time, frequency, and time-frequency domains. However, in practice, some systems
only collect data in the frequency domain, such that prediction models developed for these systems lack
access to degradation features from the time or time-frequency domains. To address this, this study
proposes a multi-source domain adaptation (MSDA) model for bearing RUL prediction across operating
conditions and bearing types using only frequency domain data as input data. The model employs a
common feature extractor to capture domain invariant features, and domain specific regressors for
RUL prediction. Domain adaptation is done by minimising the maximum mean discrepancy between
features from the source and target domains, while the domain specific RUL predictions are aligned by
minimising the distance between the RUL predictions. Experimental results across three scenarios
demonstrate that the MSDA model achieves accurate RUL predictions. Even with only frequency
domain data, the RMSE and Score are comparable to those of other advanced algorithms that use
both frequency and time domain data.

1. Introduction
Bearings are an important part of rotating machinery,

such as the drive train of a helicopter. Degradation of a
bearing may lead to reduced system performance or system
breakdown in case of a bearing failure [21]. An example
of this is the crash of a Super Puma helicopter in Norway
caused by the failure of a bearing in the drive train of
this helicopter [1]. In order to prevent such accidents, the
helicopter health and usage monitoring system (HUMS) has
been introduced in the 1980s. Such systems collect vibration
data from the rotating machinery and generate warnings
when certain thresholds are exceeded [49]. Collecting this
vibration data also contributes to the implementation of
condition-based maintenance (CBM) [43].

CBM allows for cost and time efficient maintenance
scheduling. By monitoring the degradation of the system,
maintenance actions can be planned at the appropriate
time. This leads to reduced system downtime and costs
and improves safety [12, 16, 37, 38]. One part of CBM
is prognostics and health management (PHM). PHM aims
to detect and diagnose wear of the system and perform
prognostics [11]. An example of a task related to PHM is
estimating the time until failure of a component, which
is also known as the remaining useful life (RUL) [12]. As
RUL predictions are important for scheduling maintenance
activities, RUL estimation methods are receiving a significant
amount of interest from industry [42].

Bearing RUL prediction is done by collecting vibration
data from sensors and feeding this data into a physics based
model, a data driven model, or a hybrid model [26]. In
a physics based model, the bearing degradation process is
modelled by a mathematical model. Such models can deliver

accurate results based on a physical phenomenon. However,
deriving such models requires a significant amount of ex-
pertise and is time consuming [40]. In a data driven model,
an algorithm aims to derive relationships between bearing
health degradation and time to failure based on historical
sensor data [12, 34]. As data driven models are less complex
and more general compared to physics based models, they
are widely used in industry [6, 12].

Examples of such data driven models are convolutional
neural networks (CNN) and recurrent neural networks (RNN).
Ding et al. constructed a deep convolutional neural network
without a pooling layer to predict the RUL of bearings based
on features obtained from the vibration data [7]. Nie et al.
extracted similarity features from the time, frequency, and
time-frequency domain in order to predict the bearing RUL
using a CNN [28]. Han et al. used a long short-term memory
(LSTM) model for bearing RUL prediction [15]. These meth-
ods used manual feature extraction for RUL prediction, which
is time consuming [30]. Therefore, other methods used a
CNN for automatic feature extraction from the raw vibration
signal or the frequency spectrum of the signal [30, 41].

The aforementioned methods have achieved accurate
RUL prediction results. These methods use bearing vibration
data collected under a certain operating condition to train
a RUL prediction model, which is then tested using data
from the same operating condition. This approach ensures
that the assumption of training and testing data coming
from similar distributions is met [46]. In practical scenarios,
however, vibration data is collected under various operating
conditions and bearings may fail in different failure modes.
In this case, the testing operating condition differs from the
training operating condition, or the bearing failure behaviour
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is different, such that the assumption is not satisfied. As a re-
sult, the model may produce inaccurate prediction results for
a bearing under a different operating condition, particularly
when run-to-failure data for that condition is not available
yet [4, 46, 50].

A solution to this problem is to construct more gener-
alised RUL prediction models capable of adapting to different
operating conditions. Hence, the concept of transfer learning
was introduced. Transfer learning aims to transfer bearing
degradation knowledge from a source domain to a target
domain [4]. In this case, the source and target domain data
are collected from different operating conditions, such that
both domains follow different distributions. To align these
distributions, Cheng et al., Dong et al., and Rathore et al. ex-
tracted features that minimised the distribution discrepancy
using the maximum mean discrepancy metric [6, 10, 32].
Other scholars, such as Zeng et al. and Mao et al., instead
used an adversarial approach involving a domain classifier
to align the source and target domains [25, 44].

However, these transfer learning methods use source
domain data from a single operating condition to predict
the RUL of a target operating condition. However, in reality,
source domain vibration data can be collected from multiple
operating conditions. Source domain data from multiple
operating conditions cannot be combined into a single source
domain dataset, due to the distribution shift between operat-
ing conditions [8]. To allow for the use of more information
on bearing degradation, Ding et al. developed a multi-source
domain adaptation model for predicting the RUL of a bearing
in a target operating condition. This approach aligned distri-
butions of the multiple source domains and target domains
with each other by minimising the domain discrepancy and
aligned the predictions from the source domains by regressor
adaptation [8].

In order to use even more bearing degradation informa-
tion and to achieve more accurate prediction results, some
scholars transferred degradation knowledge across different
bearing types. For example, the source domain can contain
vibration data from multiple bearing types, while the target
domain is an operating condition of a certain bearing type.
Another example is that the source domain contains data
of one of these bearing types, while the target domain is
of a different bearing type. In the latter case, it is possible
to generate RUL predictions for a specific bearing type and
operating condition, even if no failures have been observed
for that bearing type yet. Only a few studies have been
performed on these scenarios. Liu et al. developed a multi-
source adversarial online knowledge distillation method for
RUL predictions across different bearing types [22]. Shuang
et al. constructed a multi-source multi-target domain adap-
tation model for RUL prediction across bearing types [31].

These multi-source transfer learning methods for RUL
prediction across bearing types used the raw vibration data
or features from the time domain and frequency domain as
input to the model [22, 31]. However, some systems, such as
helicopter drive trains, only provide monitoring data in the
frequency domain. In this case, the model must provide RUL

predictions based exclusively on frequency domain data.
As a result, the model cannot use important degradation
information provided in the time domain or time-frequency
domain, complicating bearing RUL prediction [28, 31, 45].

Based on the literature review, no studies have been
published on bearing RUL prediction across different bear-
ing types using multi-source domain adaptation with only
frequency domain data. To address this research gap, this
study proposes a transfer learning RUL prediction model
based on multi-source domain adaptation. A common fea-
ture extractor, which is a combination of a CNN and fully con-
nected layers, is used to automatically extract features from
a frequency spectrum. By minimising the maximum mean
discrepancy between each pair of source and target domain
features, domain invariant features are obtained. Then, each
source domain is assigned a regressor for RUL prediction.
The predictions of these regressors are aligned as well, by
minimising the distance between the RUL predictions. To
validate the effectiveness of the proposed model, several
experiments on two different data sets are conducted. These
experiments show that the proposed model accurately pre-
dicts the RUL across operating conditions and bearing types,
using only frequency domain data. The main contributions
of this paper are as follows:

1. A multi-source domain adaptation model (MSDA) is
proposed to predict bearing RUL across different oper-
ating conditions and bearing types.

2. The MSDA model predicts bearing RUL exclusively
based on frequency domain data.

3. Alignment of the source and target domain distribu-
tions, as well as RUL predictions, is done by min-
imising distribution discrepancies and the distance
between predictions respectively.

The remainder of this paper is organised as follows:
Section 2 provides a mathematical description of the transfer
learning problem definition. Next, Section 3 describes the
RUL prediction model. Section 4 presents experimental re-
sults. Finally, Section 5 concludes this paper.

2. Problem definition
In industrial scenarios, bearing run-to-failure data is not

always available in certain operating conditions. Allowing
a bearing to run to failure may lead to system damage
or safety concerns. As a result, traditional RUL prediction
models trained on a specific operating condition with run-
to-failure data may show degraded performance if the pre-
diction model is applied to a different operating condition
without run-to-failure data [2].

Transfer learning aims to solve this problem by trans-
ferring knowledge from a source domain to a target domain
[4]. In practical scenarios, bearing run-to-failure data is only
available in certain operating conditions. This data is the
source domain data, and provides knowledge about bearing
degradation. Bearing RUL prediction is done for the target
domain. The target domain does not contain run-to-failure
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data. Therefore, the target domain data alone is insufficient
for constructing a RUL prediction model [4].

In multi-source domain adaptation, there are 𝑁 source
domain data sets, denoted by 𝐷𝑠 =

{(

𝑋𝑠𝑗 , 𝑌 𝑠𝑗
)}𝑁

𝑗=1. Here,
𝑠𝑗 indicates the 𝑗𝑡ℎ source domain data set. 𝑋𝑠𝑗 =

{

𝑥
𝑠𝑗
𝑖

}𝑛𝑠𝑗

𝑖=1
,

where 𝑛𝑠𝑗 is the number of samples in source domain data
set 𝑠𝑗 . 𝑥𝑠𝑗𝑖 is a sample of pre-processed vibration data from
data set 𝑠𝑗 . The RUL labels are denoted by 𝑌 𝑠𝑗 =

{

𝑦
𝑠𝑗
𝑖

}𝑛𝑠𝑗

𝑖=1
,

where 𝑦
𝑠𝑗
𝑖 is the RUL label belonging to sample 𝑥

𝑠𝑗
𝑖 . The

target domain contains unlabelled data and is represented by
𝐷𝑡 = 𝑋𝑡 =

{

𝑥𝑡𝑖
}𝑛𝑡
𝑖=1. Here, 𝑛𝑡 is the number of samples in

target domain data set [8].
The aim of this approach is to predict the RUL cor-

responding to the samples in the target domain data set
𝐷𝑡 using bearing degradation knowledge from 𝑁 source
domain data sets. This approach builds on the assumption
that although the bearing vibration data is collected under
various operating conditions, the bearing degradation pro-
cess from the initially healthy stage to failure shows similar
characteristics in source and target domains [24].

3. Methodology
This section outlines the methodology to predict the RUL

of a bearing in different operating conditions. First, the data
pre-processing steps will be given in section 3.1. Next, a
general overview of the proposed model will be presented
in section 3.2. The model and domain adaption strategy will
be described in detail in sections 3.3, 3.4, and 3.5. Finally, an
overview of the model testing process is presented in section
3.6.
3.1. Data pre-processing

Before inputting a data sample into the MSDA model,
some data pre-processing steps have to be taken. The first
step is to convert the time domain data to a frequency domain
representation, which is done using a Fast Fourier Transform
(FFT) [29]. The FFT is shown in Equation 1.

𝑧
𝑠𝑗
𝑖 (𝑘) =

𝑀−1
∑

𝑚=0
�̃�
𝑠𝑗
𝑖 (𝑚)𝑒

−𝑗2𝜋𝑘𝑚
𝑀 , 𝑘 = 0, 1,… ,𝑀 −1 (1)

In Equation 1, �̃�𝑠𝑗𝑖 (𝑚) for 𝑚 = 0, 1,… ,𝑀 − 1 is the
raw time domain vibration signal belonging to sample �̃�

𝑠𝑗
𝑖 .

Additionally, 𝑀 is the number of data points in signal �̃�𝑠𝑗𝑖
and 𝑗 is the imaginary number. Furthermore, 𝑧

𝑠𝑗
𝑖 is the

frequency domain representation of time domain signal �̃�𝑠𝑗𝑖[18].
The second step is to reduce differences in data magni-

tude. Each frequency spectrum value 𝑧
𝑠𝑗
𝑖 (𝑘) is standardised

to 𝑥
𝑠𝑗
𝑖 (𝑘) using Equation 2 [6].

𝑥
𝑠𝑗
𝑖 (𝑘) =

𝑧
𝑠𝑗
𝑖 (𝑘) − 𝜇

𝑠𝑗
𝑖

𝜎
𝑠𝑗
𝑖

, ∀𝑘 ∈ 𝑀 (2)

In this equation, 𝑥
𝑠𝑗
𝑖 (𝑘) is the standardised value of

𝑧
𝑠𝑗
𝑖 (𝑘). 𝜇

𝑠𝑗
𝑖 is the mean of the spectral magnitudes and 𝜎

𝑠𝑗
𝑖is the variance of the spectral magnitudes.

Additionally, the MSDA model training process uses la-
belled source domain training data. In this study, the RUL
is scaled between 0 and 1. If the RUL label equals 1, then
the bearing is in healthy condition. If the RUL label equals 0,
then the bearing has failed. The RUL is labelled by Equation 3
[30].

RUL𝑖 =
𝑛time steps − 𝑖
𝑛time steps

(3)

In this equation, 𝑛time steps is the total number of time
steps for a bearing. 𝑖 is the number of the 𝑖𝑡ℎ time step.
The total number of time steps is equal to the number of
acquisitions for a bearing. For example, if a bearing data set
contains 1,000 acquisitions (i.e. vibration measurements at
1,000 moments in time), then 𝑛time steps equals 1,000.

Other approaches, such as [3] and [19], divide the bear-
ing life cycle into a healthy and degraded phase. How-
ever, such approaches require additional expertise and may
increase computational resources. Therefore, the proposed
approach assumes that bearing degradation starts when the
first measurements are recorded [30].
3.2. Model overview

In Figure 1, the structure of the MSDA model can be
observed. The model consists of a common feature extractor
and 𝑁 domain specific regressors. Hence, 𝑁 regressors are
used to generate a RUL prediction. The feature extractor, a
CNN denoted by 𝐻(⋅), extracts features from the frequency
domain representation of a signal sample. The regressor,
consisting of multiple fully connected layers denoted by
𝑃𝑗(⋅), predicts the RUL of the bearing based on the output of
the feature extractor. In notation 𝑃𝑗(⋅), 𝑗 denotes the source
domain to which the regressor belongs.

During model training, a data sample 𝑥
𝑠𝑗
𝑖 from source

domain 𝑗 passes through through the common feature ex-
tractor and regressor 𝑗. As a result, a feature representation,
𝐻(𝑥

𝑠𝑗
𝑖 ), and RUL prediction, �̂�𝑠𝑗𝑖 = 𝑃𝑗(𝐻(𝑥

𝑠𝑗
𝑖 )), are obtained

respectively. A target domain data sample 𝑥𝑡𝑖 passes through
the common feature extractor and all the domain specific
regressors in order to obtain feature representation 𝐻(𝑥𝑡𝑖)and RUL predictions𝑃1(𝐻(𝑥𝑡𝑖)),… , 𝑃𝑁 (𝐻(𝑥𝑡𝑖)) respectively.

In the following sections, each element of the MSDA
model will be explained in more detail.
3.3. CNN structure for feature extraction

In Figure 1, it can be observed that feature extraction
is done by a CNN. Such networks consist of convolutional
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Figure 1: The structure of the msda model.

layers, pooling layers, and fully connected layers. Due to
these convolutional layers, a CNN is capable of automatic
feature extraction [5]. Extracting features manually from
vibration data requires expertise and can be time consuming.
Therefore, this study makes use of a CNN for feature extrac-
tion. The one dimensional (1D) CNN is widely used for signal
processing and has provided accurate results on bearing RUL
prediction [7, 28, 47]. Since in a 1D CNN convolutions are
only in one direction, training a 1D CNN requires fewer
computational resources than a 2D CNN [17]. Therefore,
the 1D CNN will be used in this RUL prediction model. A
schematic overview of a CNN can be observed in Figure 2.

(1) Convolutional layer
The convolutional layer extracts features from the input

data. A kernel slides along the input data and performs a
dot product between the region of input data perceived by
the kernel and the kernel weights [28]. This convolution
operation can be expressed by Equation 4 [47]:

𝑦ReLU
𝑙,𝑗 = 𝑓

( 𝑘
∑

𝑖=1
𝑤𝑙

𝑖,𝑗 ∗ 𝑦pool
𝑙−1,𝑖 + 𝑏𝑙𝑗

)

(4)

In Equation 4, 𝑦ReLU
𝑙,𝑗 represents 𝑗𝑡ℎ channel output of

convolutional layer 𝑙, after the activation function has been
applied. 𝑦pool

𝑙−1,𝑖 is the 𝑖𝑡ℎ channel output of the previous
pooling layer 𝑙−1, and thus the input to layer 𝑙. 𝑤𝑙

𝑖,𝑗 denotes
the kernel weights for input channel 𝑖 and output channel 𝑗
of layer 𝑙. 𝑏𝑙𝑗 represents the bias of the 𝑗𝑡ℎ channel in layer
𝑙. 𝑘 is the number of channels in layer 𝑙 − 1. ∗ denotes the
convolution operation. 𝑓 (⋅) is the activation function. In this

case, a ReLU activation is used. The activation function de-
termines whether a neuron is activated. The ReLU activation
function is presented in Equation 5. The activation function
accelerates convergence of the model, as the ReLU function
reduces the vanishing gradient problem [33].

𝑓 (𝑥) = 𝑚𝑎𝑥(0, 𝑥) (5)

(2) Pooling layer
Usually, pooling layers are placed after a convolutional

layer. The pooling layer reduces the dimension of the output
of the previous layer. Due to this dimensionality reduction,
computational effort is reduced [28]. Two types of pool-
ing layers are maximum pooling and average pooling. In
maximum pooling, the maximum value of a region of data
inside the pooling window is extracted. On the other hand,
average pooling extracts the average value. Since maximum
pooling only extracts the maximum value of the data, some
information may be lost [6]. Therefore, this approach makes
use of average pooling. Average pooling is expressed in
Equation 6 [47]:

𝑦pool
𝑙,𝑗 = mean

(

𝑤 ∩ 𝑦ReLU
𝑙−1,𝑗

)

(6)

In this equation, 𝑦ReLU
𝑙−1,𝑗 represents the output of the

previous convolutional layer 𝑙 − 1. 𝑤 is the pooling window
size and ∩ is the intersection between the pooling window
and the input data to the pooling layer.

(3) Fully connected layer
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Figure 2: A schematic overview of a 1D cnn [6].

The output of the convolutional layers and pooling layers
is flattened into a column vector. The elements of this flatten-
ing layer are fully interconnected to further fully connected
layers. The interconnection is presented in Equation 7 [47]:

𝑦𝑙 = 𝑓
(

𝑤𝑙 ∗ 𝑥𝑙−1 + 𝑏𝑙
) (7)

Here, 𝑥𝑙−1 and 𝑦𝑙 are the input and output to fully
connected layer 𝑙 respectively. 𝑤𝑙 and 𝑏𝑙 are the weight
matrix and the bias term of fully connected layer 𝑙. 𝑓 (⋅) is
the activation function, which is a ReLU activation function.
3.4. Domain adaptation

As the source domain and target domain data are recorded
in different operating conditions, the distributions of source
and target domain data may be different. If a RUL predic-
tion model is trained using data from a certain operating
condition and is used to generate RUL predictions for a
different operating condition, the prediction results may be
of poor accuracy [2]. In order to mitigate this problem,
the distribution discrepancy between data samples from the
source and target domain can be minimised. By minimising
this discrepancy for each pair of source and target domains,
the model generates domain invariant features that capture
bearing degradation, enabling more accurate RUL predic-
tions for the target domain.

Maximum mean discrepancy (MMD) is a measure for the
distribution discrepancy between data samples from two dif-
ferent domains [35]. The MMD can be obtained by mapping
data points from distributions 𝑝 and 𝑞 into a Reproducing
Kernel Hilbert Space (RKHS) and calculating the distance
between the means of these embeddings of 𝑝 and 𝑞 in RKHS
[8]. The domain discrepancy (𝑑MMD𝑓

) between a feature
representation of a data sample from source domain 𝑠𝑑 and

target domain 𝑡, using a specific kernel 𝑓 , is expressed in
Equation 8 [13, 23, 32, 35].

𝑑MMD𝑓

(

𝐻𝑠𝑑 ,𝐻 𝑡) =
‖

‖

‖

‖

‖

‖

1
𝑛𝑠𝑑

𝑛𝑠𝑑
∑

𝑖=1
𝜙
(

ℎ𝑠𝑑𝑖
)

− 1
𝑛𝑡

𝑛𝑡
∑

𝑗=1
𝜙
(

ℎ𝑡𝑗
)

‖

‖

‖

‖

‖

‖

2

𝑓

= 1
𝑛2𝑠𝑑

𝑛𝑠𝑑
∑

𝑖=1

𝑛𝑠𝑑
∑

𝑗=1
𝑘𝑓

(

ℎ𝑠𝑑𝑖 , ℎ𝑠𝑑𝑗
)

+ 1
𝑛2𝑡

𝑛𝑡
∑

𝑖=1

𝑛𝑡
∑

𝑗=1
𝑘𝑓

(

ℎ𝑡𝑖, ℎ
𝑡
𝑗

)

− 2
𝑛𝑠𝑑𝑛𝑡

𝑛𝑠𝑑
∑

𝑖=1

𝑛𝑡
∑

𝑗=1
𝑘𝑓

(

ℎ𝑠𝑑𝑖 , ℎ𝑡𝑗
)

(8)
In this equation, 𝐻𝑠𝑑 =

{

ℎ𝑠𝑑𝑖
}𝑛𝑠𝑑
𝑖=1 =

{

𝐻
(

𝑥𝑠𝑑𝑖
)}𝑛𝑠𝑑

𝑖=1

and 𝐻 𝑡 =
{

ℎ𝑡𝑗
}𝑛𝑡

𝑗=1
=

{

𝐻
(

𝑥𝑡𝑗
)}𝑛𝑡

𝑗=1
respectively. 𝑛𝑠𝑑

and 𝑛𝑡 are the number of samples in the source and target
domain (domains 𝑠𝑑 and 𝑡) respectively. Function 𝜙(⋅) maps
the data (ℎ) into the RKHS, denoted by  [35]. Equation 8
essentially calculates the Euclidean Distance between two
points, namely the mean embeddings of the distributions.

In Equation 8, the notation 𝑘𝑓 (⋅, ⋅) can be observed.
This is also known as the kernel trick and simplifies the
calculation of 𝜙(⋅). The kernel trick is calculated as follows
[6]:

𝑘𝑓
(

𝑥𝑖, 𝑥𝑗
)

=
⟨

𝜙
(

𝑥𝑖
)

, 𝜙
(

𝑥𝑗
)⟩

= 𝜙
(

𝑥𝑖
)𝑇 𝜙

(

𝑥𝑗
) (9)

By making use of the kernel trick, one can calculate
the inner product ⟨𝜙 (

𝑥𝑖
)

, 𝜙
(

𝑥𝑗
)⟩ without calculating the

coordinates of the data in RKHS. Using the kernel trick, fewer
computational resources are required.
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Figure 3: An example of minimising the distribution discrep-
ancy between each pair of source and target domains [8].

As using a single kernel may be insufficient to fully
capture the discrepancies between two data distributions,
this approach makes use of multiple kernels to increase
the accuracy of the MMD calculation [14]. Each specific
kernel is denoted by 𝑓 in 𝑘𝑓 (⋅, ⋅). Five Gaussian kernels are
commonly used for calculating MMD, showing accurate RUL
prediction results [6, 9, 20, 32]. Therefore, this approach
makes use of five Gaussian kernels with bandwidth parame-
ter values (𝜎𝑓 ) of 1, 2, 4, 8, and 16 [32]. The Gaussian kernel
allows to rewrite Equation 9 as follows:

𝑘𝑓
(

𝑥𝑖, 𝑥𝑗
)

= 𝑒
−

(𝑥𝑖−𝑥𝑗 )2

2𝜎2𝑓 (10)
In the proposed approach, the aim is to minimise the

MMD between each pair of source and target domains. First,
a sample from the source domain 𝑗 and target domain
passes through the common feature extractor 𝐻 in order to
obtain feature representations 𝐻

(

𝑥
𝑠𝑗
𝑖

)

and 𝐻
(

𝑥𝑡𝑖
). Then,

the distribution discrepancy between a batch of these two
representations (𝐻𝑠𝑗 and 𝐻 𝑡 respectively) is calculated us-
ing Equation 8 [6]. Equation 11 shows the MMD loss between
a sample from source domain 𝑗 and target domain 𝑡.

𝐿MMD𝑗
=

𝐾
∑

𝑓=1
𝑑MMD𝑓

(

𝐻𝑠𝑗 ,𝐻 𝑡) (11)

In this equation, 𝐾 represents the set of kernels used for
computing the MMD and 𝑓 is a specific kernel. The total
MMD loss, 𝐿MMD, is obtained by averaging 𝐿MMD𝑗

:

𝐿MMD = 1
𝑁

𝑁
∑

𝑗=1
𝐿MMD𝑗

(12)

Using this loss term, each source domain data distribu-
tion is aligned with the target domain data distribution. This
is also displayed in Figure 3.
3.5. Model optimisation objective

During model training, a sample 𝑥𝑠𝑗𝑖 from source domain
𝑠𝑗 passes through the common feature extractor (𝐻(⋅)) and
regressor (𝑃𝑗(⋅)) to obtain a domain specific RUL prediction

for that sample, �̂�𝑠𝑗𝑖 . It is desired that 𝐻(⋅) and 𝑃𝑗(⋅) learn
an accurate relationship between bearing degradation and
RUL label. As RUL labels in the source domain are available,
the source domain prediction error can be minimised [6]. In
this approach, the mean squared error (MSE) is used as the
regression loss term [8]. The domain specific MSE is defined
as follows:

𝐿reg𝑗 =
1
𝑛𝑠𝑗

𝑛𝑠𝑗
∑

𝑖=1

(

𝑦
𝑠𝑗
𝑖 − �̂�

𝑠𝑗
𝑖

)2 (13)

In this equation, 𝑛𝑠𝑗 is the number of samples in source
domain 𝑠𝑗 . 𝑦𝑠𝑗𝑖 is the true RUL label assigned to sample 𝑥

𝑠𝑗
𝑖 .

𝐿reg is obtained from all 𝑁 regressors by averaging 𝐿reg𝑗 :

𝐿reg = 1
𝑁

𝑁
∑

𝑗=1
𝐿reg𝑗 (14)

Additionally, a sample from the target domain, 𝑥𝑡𝑖 passes
through the common feature extractor and 𝑁 domain spe-
cific regressors to obtain 𝑁 RUL predictions for that sample.
These RUL predictions are denoted as𝑃1(𝐻(𝑥𝑡𝑖)),… , 𝑃𝑁 (𝐻(𝑥𝑡𝑖)).It is possible that these RUL predictions differ significantly
from each other. However, as the same target domain sample
is passed through the network, the 𝑁 RUL predictions should
also be aligned with each other. Therefore, another loss
term (𝐿dist) is used in this approach in order to align these
predictions. This loss term is presented in Equation 15 [8].

𝐿dist =
1

𝑛comb ⋅ 𝑛𝑡

𝑁−1
∑

𝑗=1

𝑁
∑

𝑘=𝑗+1

𝑛𝑡
∑

𝑖=1

(

𝑃𝑗
(

𝐻
(

𝑥𝑡𝑖
))

−𝑃𝑘
(

𝐻
(

𝑥𝑡𝑖
)))2 (15)

𝑛comb denotes the number of possible source domain
combinations, which equals 𝑁(𝑁 − 1)∕2. 𝑛𝑡 is the number
of target domain samples.

The three loss components, represented by Equations
12, 14, and 15, are combined into an objective function for
training the MSDA network. In the training procedure, the
following loss function is minimised:

𝐿total = 𝐿reg + 𝜆𝐿MMD + 𝜇𝐿dist (16)
In this equation, 𝜆 and 𝜇 are trade-off hyperparameters.

An overview of the training procedure of the MSDA model is
presented in algorithm 1.
3.6. RUL prediction

Once the MSDA model has been trained, the model can
be used for generating predictions for a bearing test data set
from the target domain operating condition. This sample can
be denoted as 𝑋test =

{

𝑥test
𝑖

}𝑛test
𝑖=1 , where 𝑛test is the number
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Algorithm 1: The training procedure of the MSDA
model, adapted from [8].

Input : 𝑁 labelled source domain data sets {(𝑋𝑠𝑗 , 𝑌 𝑠𝑗
)}𝑁

𝑗=1
and an unlabelled target domain data set 𝑋𝑡, batch
size 𝑛𝑏, maximum number of epochs 𝑛𝑒𝑝𝑜𝑐ℎ𝑠

1 Initialize parameters of source domain models 1,… , 𝑁
2 Determine number of batches 𝑛𝑢𝑚𝑏𝑎𝑡𝑐ℎ𝑒𝑠 =

min
(

𝑙𝑒𝑛𝑔𝑡ℎ ((𝑋𝑠1 , 𝑌 𝑠1 )) ,… , 𝑙𝑒𝑛𝑔𝑡ℎ ((𝑋𝑠𝑁 , 𝑌 𝑠𝑁 )) , 𝑙𝑒𝑛𝑔𝑡ℎ
(

𝑋𝑡))

3 while epoch ≤ 𝑛epochs do
4 for 1, 2,… , 𝑛𝑢𝑚𝑏𝑎𝑡𝑐ℎ𝑒𝑠 do
5 Randomly get samples

{

𝑥𝑠1𝑖 , 𝑦𝑠1𝑖
}𝑛𝑏
𝑖=1 ,… ,

{

𝑥𝑠𝑁𝑖 , 𝑦𝑠𝑁𝑖
}𝑛𝑏
𝑖=1 from source

domains 𝑠1,… , 𝑠𝑁 ;
6 Randomly get 𝑛𝑏 samples from {

𝑥𝑡𝑖
}𝑛𝑏
𝑖=1 from target

domain 𝑡 ;
7 Obtain feature representations 𝐻 (

𝑥𝑠1𝑖
)

,… ,𝐻
(

𝑥𝑠𝑁𝑖
)

using the common feature extractor 𝐻(⋅) ;
8 Obtain feature representation 𝐻

(

𝑥𝑡𝑖
) of the target

domain sample using common feature extractor 𝐻(⋅) ;
9 Obtain domain specific RUL prediction

𝑃1
(

𝐻
(

𝑥𝑠1𝑖
))

,… , 𝑃𝑁
(

𝐻
(

𝑥𝑠𝑁𝑖
)) using domain

specific regressor 𝑃𝑗 (⋅) ;
10 Obtain 𝑁 RUL predictions

𝑃1
(

𝐻
(

𝑥𝑡𝑖
))

,… , 𝑃𝑁
(

𝐻
(

𝑥𝑡𝑖
)) for target domain

sample ;
11 Calculate domain specific regression error 𝐿reg𝑗

between 𝑦
𝑠𝑗
𝑖 and 𝑃𝑗

(

𝐻
(

𝑥
𝑠𝑗
𝑖

))

for each source
domain model 𝑗 using Equation 13 and obtain 𝐿reg by
Equation 14 ;

12 Calculate domain specific 𝐿MMD𝑗
between domain

pairs (𝐻 (

𝑥𝑠1𝑖
)

,𝐻
(

𝑥𝑡𝑖
)), . . . , (𝐻 (

𝑥𝑠𝑁𝑖
)

,𝐻
(

𝑥𝑡𝑖
))

using Equation 11 and obtain 𝐿MMD by Equation 12 ;
13 Calculate distance between 𝑁 RUL predictions

𝑃1
(

𝐻
(

𝑥𝑡𝑖
))

,… , 𝑃𝑁
(

𝐻
(

𝑥𝑡𝑖
)) for target domain

sample using Equation 15 ;
14 Calculate the total loss 𝐿total using Equation 16 ;
15 Backpropagate 𝐿total tot the model ;
16 Update the parameters of the common feature extractor

and domain specific regressors ;
17 end
18 end

Output : The trained MSDA model

of samples in the test data set [8]. This testing process is
displayed in Figure 4. In this figure, it can be observed that a
sample from the target domain dataset passes through the
common feature extractor and 𝑁 domain-specific regres-
sors. The final RUL prediction output of the MSDA model is
the average of the predictions obtained by 𝑁 regressors. The
prediction of the RUL label is expressed in Equation 17 [8].

�̂�test
𝑖 = 1

𝑁

𝑁
∑

𝑗=1
𝑃𝑗

(

𝐻
(

𝑥test
𝑖

)) (17)

To summarise, the MSDA model is able to generate RUL
predictions for bearings under different operating conditions
as follows:

1. Obtain 𝑁 run-to-failure data sets from bearings under
multiple operating conditions and of multiple bearing
types.

2. Obtain bearing vibration data from the desired target
condition and bearing type.

3. Preprocess the 𝑁 + 1 data sets by converting the time
domain signal to a frequency domain representation
using the FFT.

4. Train the MSDA model using the procedure described
in Figure 1 and algorithm 1.

5. Test the model with test data from the target domain
using the procedure presented in Figure 4.

4. Experimental results and discussion
In order to validate the effectiveness of the proposed

approach on RUL prediction across operating conditions and
different machines, some experiments are performed. First,
the bearing datasets used for these experiments will be
described in section 4.1. Next, the transfer tasks and model
structure will be given in sections 4.2 and 4.3 respectively.
Finally, the RUL prediction results will be presented and
discussed in sections 4.4 and 4.5.
4.1. Description of the datasets

The experiments are conducted using two bearing datasets,
namely the IEEE PHM 2012 prognostic challenge dataset
[27] and the XJTU-SY bearing dataset [36] (hereafter re-
ferred to as PHM and XJTU respectively). Bearings from
different datasets are referred to as different bearing types.

The PHM dataset is provided by the FEMTO-ST Insti-
tute in France. This dataset contains run-to-failure data of 17
bearings under three different operating conditions. These
laboratory experiments were carried out on the PRONOS-
TIA platform, visualised in Figure 5. Vibration measure-
ments were recorded in horizontal and vertical directions us-
ing accelerometers. The sampling frequency was 25.6 kHz,
the sampling interval was 10 s, and the sampling time was
0.1 s. Information on the operating conditions and bearing
datasets can be observed in Table 1.

The XJTU dataset is provided by Xi’an Jiaotong Uni-
versity and Changxing Sumyoung Technology. This dataset
contains 15 run-to-failure experiments under three different
operating conditions. The testbed is shown in Figure 6. Also
here, accelerometers were installed in horizontal and vertical
directions. For the XJTU dataset, the sampling frequency
was also 25.6 kHz, but the sampling interval was 1 min
and the sampling time was 1.28 s. Information on operating
conditions of this dataset is listed in Table 2.

In both datasets, vibration measurements were recorded
in horizontal and vertical direction. However, previous re-
search has found that the vertical direction does not show
bearing degradation clearly [30]. Therefore, this study only
uses the horizontal direction for RUL prediction.
4.2. Transfer tasks

Eight transfer tasks have been set up for the MSDA model.
These tasks include three scenarios: RUL prediction across
operating conditions using the same bearing type (i.e. PHM
or XJTU only), RUL prediction across operating conditions
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Figure 4: The testing procedure for the msda model.

Figure 5: The PRONOSTIA platform [27].

where the source domain contains data from two different
bearing types (i.e. PHM and XJTU mixed), and RUL pre-
diction across operating conditions and bearing types. In the
latter scenario, the source domain data contains bearing data
of only one bearing type and the target domain contains data
from a different bearing type. All tasks are listed in Table 3.

The first scenario assumes that there is sufficient labelled
operating data for a bearing in given operating conditions,
but a RUL prediction is required for this bearing type in a dif-
ferent operating condition without labelled operating data.

In the second scenario, there is not a sufficient amount of
labelled operating data for a certain bearing type. To address
this, labelled operating data from a different bearing type is
incorporated in the dataset. Using this enlarged dataset, RUL
prediction can be performed for the target bearing type in a
given operating condition. The third scenario assumes that
a RUL indication is required for a certain bearing type in a
given operating condition. However, no run-to-failure data
has yet been collected for this bearing. In this case, the RUL
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Figure 6: The platform of the XJTU bearing dataset [36].

Table 1
Operating conditions of the PHM dataset.

Working condition Bearing dataset Bearing lifetime

Load 4.0 kN,
Speed 1,800 rpm

PHM1_1 7 h 47 m 0 s
PHM1_2 2 h 25 m 0 s
PHM1_3 5 h 0 m 10 s
PHM1_4 3 h 9 m 40 s
PHM1_5 6 h 23 m 30 s
PHM1_6 6 h 23 m 29 s
PHM1_7 4 h 10 m 11 s

Load 4.2 kN,
Speed 1,650 rpm

PHM2_1 2 h 31 m 40 s
PHM2_2 2 h 12 m 40 s
PHM2_3 3 h 20 m 10 s
PHM2_4 1 h 41 m 50 s
PHM2_5 5 h 33 m 30 s
PHM2_6 1 h 35 m 10 s
PHM2_7 0 h 28 m 30 s

Load 5.0 kN,
Speed 1,500 rpm

PHM3_1 1 h 25 m 40 s
PHM3_2 4 h 32 m 40 s
PHM3_3 0 h 58 m 30 s

prediction is based on labelled operating data of a different
bearing type.

In order to evaluate the RUL prediction results, several
metrics will be used. These are the mean absolute error
(MAE) and root mean squared error (RMSE). The MAE and
RMSE are given in Equations 18 and 19 respectively.

MAE = 1
𝑂

𝑂
∑

𝑖=1
|𝑦𝑖 − �̂�𝑖| (18)

Table 2
Operating conditions of the XJTU dataset.

Working condition Bearing dataset Bearing lifetime

Load 12 kN,
Speed 2,100 rpm

XJTU1_1 2 h 3 m
XJTU1_2 2 h 41 m
XJTU1_3 2 h 38 m
XJTU1_4 2 h 2 m
XJTU1_5 0 h 52 m

Load 11 kN,
Speed 2,250 rpm

XJTU2_1 8 h 11 m
XJTU2_2 2 h 41 m
XJTU2_3 8 h 53 m
XJTU2_4 0 h 42 m
XJTU2_5 5 h 39 m

Load 10 kN,
Speed 2,400 rpm

XJTU3_1 42 h 18 m
XJTU3_2 41 h 36 m
XJTU3_3 6 h 11 m
XJTU3_4 25 h 15 m
XJTU3_5 1 h 54 m

RMSE =

√

√

√

√
1
𝑂

𝑂
∑

𝑖=1

(

𝑦𝑖 − �̂�𝑖
)2 (19)

Here, 𝑂 is the number of samples for the test bearing.
𝑦𝑖 and �̂�𝑖 are the actual RUL and predicted RUL respectively.
Additionally, the Score metric is used. In this metric, early
predictions of the RUL (where the RUL prediction is lower
than the actual RUL) contribute more to the score than late
RUL predictions (where the RUL prediction is higher than the
actual RUL). A higher score metric indicates better model
performance [27]. The score metric is calculated using Equa-
tions 20 - 22.
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Table 3
The transfer tasks for multi-source domain adaptation.
Scenario Task Training bearings Test bearing

Labelled source
domain

Unlabelled target
domain

1
1

S1: PHM1_1-PHM1_7
S2: PHM3_1-PHM3_3 PHM2_3, PHM2_5 PHM2_6

2
S1: PHM1_1-PHM1_7
S2: PHM2_1-PHM2_7 PHM3_1, PHM3_2 PHM3_3

2
3

S1: PHM1_1-PHM1_7
S2: XJTU1_1, XJTU1_2,
XJTU1_3, XJTU1_5

PHM2_3, PHM2_5 PHM2_6

4
S1: PHM1_1-PHM1_7
S2: XJTU2_1, XJTU2_2,
XJTU2_3, XJTU2_5

PHM2_1 PHM2_2

5
S1: PHM1_1-PHM1_7
S2: XJTU2_1, XJTU2_2,
XJTU2_3, XJTU2_5

XJTU1_1 XJTU1_3

3
6

S1: PHM1_1-PHM1_7
S2: PHM2_1-PHM2_7 XJTU1_1 XJTU1_3

7
S1: PHM1_1-PHM1_7
S2: PHM2_1-PHM2_7 XJTU2_1 XJTU2_2

8
S1: PHM1_1-PHM1_7
S2: PHM2_1-PHM2_7 XJTU2_1, XJTU2_5 XJTU2_2

ER𝑖 =
𝑦𝑖 − �̂�𝑖
𝑦𝑖

× 100 (20)

𝐴𝑖 =
{

𝑒− ln (0.5)⋅(ER𝑖∕5) if ER𝑖 ≤ 0
𝑒+ ln (0.5)⋅(ER𝑖∕20) if ER𝑖 > 0 (21)

Score = 1
𝑂

𝑂
∑

𝑖=1
𝐴𝑖 (22)

4.3. Model structure
As described in section 3.1, an acquisition is first con-

verted to a frequency spectrum by FFT and standardised. This
frequency spectrum is then used as input to the MSDA model.
The PHM data contains 2,560 data points per acquisition.
After FFT, a one sided frequency spectrum containing 1,280
data points remains. Therefore, the input shape of the data
is (1280, 1), where 1 denotes that the data is associated to
the horizontal vibration signal. Each acquisition in the XJTU
dataset contains 32,768 data points. Therefore, the first 2,560
data points of each acquisition are selected for the generation
of a frequency spectrum in order to align the shape of the
data with the input shape required by the MSDA model [48].

The model structure is shown in Table 4. This model
structure is based on the single-source domain adaptation
model developed by Cheng et al. [6]. In MSDA model, the
single-source model has been adapted for usage in a multi-
source domain adaption scenario according to the method
described in sections 3.4-3.6. Additionally, since the RUL
labels are scaled between 0 and 1, the sigmoid activation
function is used for the final layer [30]. This function scales
its input to values between 0 and 1.

In the MSDA model, the learning rate is 0.0005, the batch
size is 32, the Adam optimizer is used, and the model is

Table 4
Structure of the msda model.
Module Layer name Parameters Activation function Output size
Common
feature
extractor

Convolutional1
Kernel number: 8
Kernel size: 4
Stride: 2

ReLU 640×8

Pooling1
Kernel size: 2
Stride: 2 - 320×8

Convolutional2
Kernel number: 16
Kernel size: 4
Stride: 2

ReLU 160×16

Pooling2
Kernel size: 2
Stride: 2 - 80×16

Convolutional3
Kernel number: 32
Kernel size: 4
Stride: 2

ReLU 40×32

Pooling3
Kernel size: 2
Stride: 2 - 20×32

Flattening - - 640
FC1 (640, 160) ReLU 160
Dropout1 0.4 - 160
FC2 (160, 40) ReLU 40
Dropout2 0.4 - 40
FC3 (40, 10) ReLU 10
Dropout3 0.4 - 10

Regressor FC4 (10, 1) Sigmoid 1

trained for 3,000 epochs. Additionally, the trade-off parame-
ters in Equation 4, 𝜆 and 𝜇, are set to 0.5 and 0.1 respectively.
4.4. RUL prediction results

After collecting the vibration measurements in the fre-
quency domain, the MSDA model can be trained according
to the transfer tasks reported in Table 3.

The RUL prediction results related to these tasks can be
observed in Figure 7. The MAE, RMSE, and Score results
are presented in Table 5. This table shows the average error
values after 10 repetitions of each task. Based on these 10
repetitions, 95% confidence intervals are calculated for the
metrics. Additionally, RUL predictions from deep learning
models can show undesirable fluctuations. Therefore, the
RUL prediction results are smoothed with a weighted moving
average with window size 10 [30].

The model may not be able to fully capture the degra-
dation trend of a bearing. Hence, only providing point pre-
dictions of the RUL is unreliable [39]. Therefore, the model
uncertainty is represented by the the 95% confidence inter-
val. The confidence interval is obtained by making use of
the Monte Carlo Dropout technique. During inference, the
dropout layers of the model remain activated. If the same
data sample is fed into the model, different RUL predictions
can be obtained for that sample [39]. From these different
Monte Carlo predictions, the confidence interval is calcu-
lated.

The RUL predictions presented in Figure 7 show a de-
creasing trend. This indicates that the MSDA model is learn-
ing the degradation trend of a bearing, regardless of the
operating condition or bearing type. In the initial phase of
the bearing, the RUL predictions remain approximately hori-
zontal. This indicates that the bearing is in healthy condition.
As the bearing has not shown significant degradation yet, the
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Table 5
The evaluation metrics, including their 95% confidence inter-
vals, for the RUL predictions.

Task MAE RMSE Score
1 0.0625 ± 0.0052 0.0815 ± 0.0072 0.5303 ± 0.0180
2 0.1600 ± 0.0119 0.1871 ± 0.0154 0.3336 ± 0.0185
3 0.1334 ± 0.0117 0.1599 ± 0.0150 0.3827 ± 0.0263
4 0.0941 ± 0.0089 0.1165 ± 0.0106 0.4365 ± 0.0191
5 0.1137 ± 0.0091 0.1389 ± 0.0082 0.3285 ± 0.0374
6 0.1559 ± 0.0202 0.1935 ± 0.0229 0.3666 ± 0.0425
7 0.1472 ± 0.0103 0.1738 ± 0.0078 0.3555 ± 0.0244
8 0.1392 ± 0.0206 0.1765 ± 0.0212 0.3863 ± 0.0512

predictions are relatively horizontal [39]. Once degradation
progresses, the RUL predictions are also decreasing. How-
ever, near the failure point of the bearing, the RUL predictions
tend to deviate from the actual RUL. This indicates that the
model may be unable to learn the fast degradation process
of the bearing in the final stage.

When the RUL of test bearing PHM2_6 is predicted
using only PHM data (task 1) and using less PHM data,
mixed with XJTU data (task 3), the MAE and RMSE increase,
while the Score decreases. This indicates that prediction
accuracy improves when the source and target domain data
come from the same bearing. However, if there is an insuf-
ficient amount of labelled source domain data available for
a specific bearing type, then a RUL prediction can still be
achieved, as shown by the results of task 3. Additionally,
the results of tasks 5 and 6, where the RUL of bearing
XJTU1_3 is predicted, suggest that if the source domain
contains some data from the same bearing type as the target
domain, prediction accuracy can be improved. However, if
the source domain contains data from one bearing type, and
the target domain from another type, a RUL prediction is
still possible, particularly when the target domain training
dataset includes more data. For example, when the RUL of
bearing XJTU2_2 is predicted using source domain data
from PHM only, where the target domain contains data from
one bearing (task 7) and data from two bearings (task 8), the
MAE and Score metrics improve when more data is added to
the target domain.
4.5. Discussion
4.5.1. Comparison with other algorithms

In order to get an insight into the performance of the
MSDA model, some comparative experiments have been per-
formed for transfer tasks 1, 3, and 7. These experiments in-
cluded a deep learning method, single-source domain adap-
tation methods, and multi-source domain adaptation meth-
ods. For the deep learning method, the CNN presented in Ta-
ble 4 without transfer learning is used. For the single-source
domain adaptation methods, the following methods have
been used: the transferable CNN [6], the transfer learning-
based bidirectional LSTM model (TBiLSTM) [32], and the
multi-channel transferable bidirectional LSTM model with
attention mechanism (TMLAN) [10]. For the multi-source

domain adaptation models, the MDAN model [8] and the
multi-source adversarial knowledge distillation (AdvKD)
model [22] have been used.

The deep learning model was trained on a single op-
erating condition and then applied to the target operating
condition. The operating condition yielding the best evalua-
tion metrics was used for this analysis. For the single-source
domain adaptation methods, data from a single operating
condition was used as the source domain training data.
The results of these comparative experiments are reported
in Table 6. Note that the evaluation metrics for TMLAN,
MDAN, and AdvKD have been obtained from [31]. In this
study, the authors conducted experiments using a similar
setup to scenarios 2 and 3, and the same testing datasets were
used as in transfer tasks 3 and 7 listed in Table 3.

From Table 6, it can be observed that the transfer learn-
ing based models outperform the deep learning based model,
highlighting the relevance of domain adaptation. Addition-
ally, the multi-source domain adaptation models provide bet-
ter results than the single-source domain adaptation models.
This may be because a multi-source model has access to
more bearing degradation information, as the source domain
may include data from different operating conditions and
bearing types. Additionally, it can be observed that the
proposed MSDA model achieves evaluation scores compa-
rable to other advanced multi-source domain adaptation
methods such as MDAN and AdvKD. These MDAN and
AdvKD models use data from the time, frequency, and time-
frequency domains, allowing them to make use of a large
amount of degradation information. However, in practice,
only frequency domain data may be available for some
systems. Therefore, the MSDA model only uses frequency
domain data and it does not have access to degradation in-
formation available in the time and time-frequency domains.
The MSDA model still achieves results comparable to the
MDAN and AdvKD models, which is promising.
4.5.2. Adding additional source domain data

Although the RUL predictions in Figure 7b show a de-
creasing trend in the middle stage of bearing degradation,
they exhibit large deviations from the actual RUL. Therefore,
the frequency domain data of the two source domains (op-
erating conditions PHM1 and PHM2) might not contain a
sufficient amount of information on bearing degradation.

Adding additional source domain data could increase
the amount of information on bearing degradation. Since
all source domain data from PHM has already been used,
data from the first operating condition of the XJTU dataset
has been added to the source domain. Now, the source
domain contains the first and second operating conditions
of PHM and the first operating condition of XJTU. Figure 8
shows the RUL prediction results using the extra source
domain data. From this figure, it can be observed that the
RUL predictions in the initial and middle stages of bearing
degradation follow the actual RUL more closely compared
to Figure 7b. Additionally, the evaluation metrics MAE,

M. de Bruin Page 11 of 16



(a) Task 1 (b) Task 2

(c) Task 3 (d) Task 4

(e) Task 5 (f) Task 6

Figure 7: The rul prediction results for all transfer tasks.

RMSE, and Score show improvements of 36.7%, 34.4%, and
33.1% respectively.

This further shows that adding additional source domain
data helps to improve RUL predictions by increasing the

amount of information on bearing degradation, even if this
data comes from a different bearing type or experiment.
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(g) Task 7 (h) Task 8

Figure 7: The rul prediction results for all transfer tasks continued.

Table 6
Comparison between the MSDA model and other algorithms, the best results are denoted in bold.

Learning
strategy Method Task 1 Task 3 Task 7

RMSE Score RMSE Score RMSE Score
Deep learning CNN 0.2367 0.1520 0.3647 0.1460 0.2936 0.2553

single-source
domain adaptation

TCNN [6] 0.0930 0.3977 0.2969 0.2425 0.2128 0.3506
TBiLSTM [32] 0.0898 - - - - -
TMLAN [10] - - 0.2069 0.2188 0.1949 0.2531

Multi-source
domain adaptation

MDAN [8] - - 0.1664 0.2544 0.1782 0.2650
AdvKD [22] - - 0.1589 0.2764 0.1635 0.2700
Proposed
MSDA 0.0815 0.5303 0.1599 0.3827 0.1738 0.3555

Figure 8: The rul prediction results for task 2 if an extra
source domain is added.

4.5.3. Ablation experiments
The loss function of this model, Equation 16, consists of

several components. These are the regression loss, 𝐿reg, the
distribution discrepancy loss,𝐿MMD, and the output distance

loss, 𝐿dist. 𝐿reg ensures that the model learns a relationship
between bearing degradation and the RUL. 𝐿MMD helps the
MSDA model to learn domain invariant features by minimis-
ing the distribution discrepancy between a sample from the
source and target domain. The third loss term, 𝐿dist, aligns
the RUL predictions of the domain specific regressors.

Each of these loss components has some influence on the
RUL predictions outputted by the MSDA model. In order to
visualise these influences, some ablation experiments have
been performed. These experiments are denoted as A (no
𝐿MMD) , B (no 𝐿dist), and C (no 𝐿MMD and 𝐿dist). For these
experiments, transfer tasks 3 and 7 from Table 3 are used.
The RUL predictions related to these experiments are shown
in Figures 9a and 9b. Additionally, the evaluation metrics
related to these experiments are listed in Table 7.

From Figures 9a and 9b, it can be observed that with-
out 𝐿MMD and 𝐿dist, the RUL prediction results are less
accurate. This is also confirmed by the metrics in Table 7.
For example, in case of experiments A and C for task 3,
the RUL predictions show a downward trend. However, the
predicted RUL values deviate more from the actual RUL than
in the proposed approach. In experiment B of task 3, the
initial RUL predictions seem to align with the predictions of
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(a) Ablation experiments for task 3 (b) Ablation experiments for task 7
Figure 9: The rul prediction results for the ablation experiments.

Table 7
The RUL prediction results for the ablation experiments, the
best results are denoted in bold.

Task 3 Task 7

A B C
Proposed
approach

A B C
Proposed
approach

MAE 0.11 0.13 0.11 0.10 0.37 0.16 0.42 0.13
RMSE 0.13 0.16 0.13 0.12 0.42 0.19 0.47 0.16
Score 0.30 0.38 0.30 0.45 0.08 0.36 0.06 0.35

the proposed approach. However, near the end of bearing
lifetime, the RUL predictions of the proposed approach are
closer to the actual RUL than the predictions of ablation
experiment B. Similar findings have also been reported in
[31], where the omission of 𝐿dist also led to worse prediction
performance near the bearing failure point. Additionally, in
case of experiments A and C for task 7, the model is not able
to generate any meaningful RUL predictions, which shows
the relevance of loss term 𝐿MMD. Additionally, from Table 7
it can be observed that the proposed approach shows superior
performance compared to experiments A, B, and C.

Therefore, 𝐿MMD and 𝐿dist enable the model to learn
domain invariant features which enhance the prediction ac-
curacy of the MSDA model.
4.5.4. Distribution discrepancy visualisation

In the MSDA model, distribution discrepancy is min-
imised by minimising the MMD loss. This allows the model
to learn domain invariant features. The effectiveness of the
model in aligning the distributions can be visualised by
plotting the probability density function (PDF) of the features
extracted by the model. First, the model is trained using
the proposed approach with and without the 𝐿MMD loss
term. Next, a feature vector containing 10 features can be
obtained from both models by feeding a data sample to the
model. Then, a Principal Component Analysis (PCA) is used
to reduce the ten dimensional vector to a one dimensional

vector. By Gaussian kernel density estimation, a PDF can be
obtained for the features related to the data sample. For a
more detailed explanation, see [31].

Task 3 from Table 3 has been selected for visualising
the distribution discrepancy. The results can be observed
in Figure 10. In this figure it can be observed that without
using 𝐿MMD, the distributions do not overlap. This implies
that the MSDA model has failed to learn the generation
of domain invariant features. If the 𝐿MMD term is used,
then the distributions from source and target domains are
more aligned with each other. Hence, when using 𝐿MMDwith 5 kernels, the model is able to reduce the distribution
discrepancy between the source and target domains.

5. Conclusion
In order to generate accurate RUL predictions across

different operating conditions and bearing types based ex-
clusively on frequency domain data, this paper proposes
the transfer learning based multi-source domain adaptation
(MSDA) model. This model uses a common feature extractor
to extract features from a frequency spectrum. These features
are fed into source domain specific regressors in order to pro-
vide domain specific RUL predictions. To generate domain
invariant features, this model minimises the maximum mean
discrepancy between the feature distributions from source
and target domains. The outputs of the domain specific
regressors are aligned with each other by minimising the
distance between the outputs of the regressors.

The effectiveness of the MSDA model was verified by
conducting experiments across three scenarios. From these
experiments, it can be concluded that the model provides ac-
curate RUL predictions for these scenarios based on domain
invariant features obtained from frequency domain data.
However, near the bearing failure point, the RUL predictions
obtained from the MSDA model tend to deviate significantly
from the actual RUL. To address this problem, the model may
require additional examples from the fast degradation stage
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(a) Feature distribution without using 𝐿MMD (b) Feature distribution using 𝐿MMD

Figure 10: Visualisation of the alignment of the feature distributions for task 3.

of the bearings, which could potentially be generated using
generative adversarial networks if additional labelled source
domain data is unavailable.

Another opportunity is to include more operating condi-
tions in the target domain. Using such an approach, a model
can be developed that can be generalised across a larger
number of operating conditions. Additionally, in practical
scenarios, a bearing may be subjected to varying operating
conditions throughout its lifetime, such as different flight
regimes in a helicopter. However, such scenarios have not yet
been evaluated using the MSDA model. Extending the MSDA
model to predict the bearing RUL under diverse operating
conditions throughout its lifetime will enhance the practical
applicability of the model.
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Introduction
Bearings are an important part of rotating machinery, such as the drive train of a helicopter. Degradation of a bearing
may lead to reduced system performance or system breakdown in case of a bearing failure [1]. An example of this is
the crash of a Super Puma helicopter in Norway caused by the failure of a bearing in the drive train of this helicopter
[2]. In order to prevent such accidents, the helicopter Health and Usage Monitoring System (HUMS) was introduced
in the 1980s [3]. A number of helicopters, such as the Super Puma helicopter, have been equipped with this system.

The HUMS measures, amongst others, vibration data from several locations in the helicopter drive train, such as
the gearboxes and drive shafts. By performing several computations on this data, information can be obtained on
potential faults developing within the drive train [4]. Next to using this information for making maintenance decisions,
the data also contributes to the implementation of Condition Based Maintenance (CBM) [5], which allows for cost and
time efficient maintenance scheduling [6]. By monitoring the degradation of the system, maintenance actions can be
planned at the appropriate time, which results in reduced system downtime and less costs, while at the same time
improving safety [7]–[9].

Predicting the remaining time until failure is a part of CBM [10]. Estimating this Remaining Useful Life (RUL) is done
based on the data collected by the HUMS and past failure data. As RUL prognostics are important for scheduling
maintenance activities, RUL estimation has been the focus of a significant number of studies in academia and industry
[11]. As a result, several methodologies are already available for RUL prediction, with data-driven approaches being
widely used in industry [12]. However, these data-driven methods are tailored to a specific operating condition, such
that these methods cannot be used for RUL prediction of a bearing subjected to a different operating condition [13]–
[15]. Transfer learning is a potential solution to this challenge associated with RUL prediction. Transfer learning
leverages knowledge used to solve a certain problem to solve a new, but similar, problem [16].

A transfer learning method could enable RUL predictions for a drive train bearing, even when no failure data is avail-
able for that bearing in a certain operating condition [13]. Developing such a transfer learning model may allow for
the implementation of a RUL prediction model that transfers bearing degradation knowledge from a laboratory envi-
ronment to a real helicopter drive train environment. A benefit of such an approach is that the need for failure data
from the helicopter drive train is reduced, which is difficult to collect due to cost and safety concerns [17].

This literature review aims to examine some state-of-the-art transfer learning approaches to bearing RUL prediction.
A transfer learning model contains several parts, such as a feature extraction module, a backbone RUL prediction
module, and a domain adaptation module. For example, in the feature extraction module several bearing condition
indicators may be calculated from the vibration data. A backbone neural network can further extract features from
the input data and perform RUL predictions. To gain a comprehensive understanding of transfer learning models, this
literature review will also examine their individual components:

• The condition indicators extracted from a vibration signal and how they are used for bearing RUL prediction

• The neural networks used for bearing RUL prediction without transfer learning

• The concept of transfer learning and how transfer learning techniques are employed for RUL prediction of bear-
ings

Chapter 2 will describe the HUMS and how condition indicators can be calculated from the vibration data. Chapter 3
will discuss the three RUL prediction strategies. Next, chapter 4 will describe some common types of neural networks
used for RUL prediction of bearings in order to gain some background knowledge on the backbone network of a trans-
fer learning model. This chapter will also explain how condition indicators can be used for RUL prediction. Chapter 5
will introduce the concept of transfer learning and discuss some transfer learning methods for RUL prediction. Finally,
chapter 6 provides a summary of the literature review and identifies the research gap.
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Helicopter Health and Usage Monitoring
Systems
In a helicopter, the main rotor and tail rotor are powered by the drive train. In order to monitor the health of the drive
train, helicopters are equipped with a HUMS. The HUMS measures, amongst others, vibration data of bearings in the
drive train and extracts Condition Indicators (CIs) from this data. This chapter aims to provide background knowl-
edge on this system. Therefore, Section 2.1 introduces a typical helicopter drive train. Section 2.2 will provide some
background knowledge on the HUMS system. Finally, Section 2.3 discusses some CIs that can be used to visualise
bearing degradation.

2.1. Helicopter Drive Train
The helicopter main and tail rotors are powered by a drive train. Figure 2.1 shows a typical helicopter drive train
layout. In this figure, the drive train is from a UH-60 Black Hawk helicopter. Other helicopters, such as the Super Puma
helicopter, feature a similar drive train layout. It can be observed that the drive train consists of several components,
such as the engines, main gearbox, intermediate gearbox, tail gearbox, and the drive shafts. The output from the
engines is transferred to the main gearbox. The main gearbox powers the main rotor and transmits power to the tail
rotor through a system of drive shafts and gearboxes. The gearboxes reduce the high revolutions per minute (RPM)
generated by the engines to lower levels suitable for the main rotor and tail rotor. The tail drive shaft is supported by
hangar bearings [18]. These bearings prevent excessive movement of the tail drive shaft.

Figure 2.1: The drive train of a UH-60 Black Hawk helicopter [19]
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2.2. The Health and Usage Monitoring System
Helicopters such as the Cougar and Super Puma are equipped with a HUMS. Development on such systems started
in the 1980s. This was due to a high number of helicopter accidents in the North Sea area [3]. According to the UK
Civil Aviation Authority, this accident rate was unacceptable. A solution to reduce the number of accidents was to
introduce vibration monitoring to helicopters. The first HUMS systems for helicopters were designed by Steward
Hughes Limited. This company also produced a HUMS system for the Super Puma. Next, HUMS systems became a
part of helicopter operations [20].

At several locations in the drive train of the helicopters, sensors are placed that measure parameters such as the num-
ber of take-offs, landings, engine data, and vibrations during the flight. In figures 2.2 and 2.3, the placement of the
sensors in the drive train of the Super Puma helicopter can be observed. Based on the vibration data, the HUMS sys-
tem calculates several features, also known as CIs [4]. For a gear, this is done by first dividing the raw vibration signal
into several segments. Each segment corresponds to one revolution of the shaft. Next, each segment is resampled
such that every segments contains the same number of data points. Then, the segments from a certain number of
revolutions are summed together and the average values are calculated [21]. This process is also known as computing
the time synchronous average. The aim of this process is to reduce the noise of the signal [22]. Based on this aver-
aged signal, the features, or CIs, can be calculated. However, this process cannot be used for bearing vibrations as
these vibrations are not synchronous with the shaft speed [23]. In this case, other noise reduction methods have to be
implemented in order to calculate the features of the vibration signal.

A damaged component, such as gears, shafts or, bearings, can produce certain fault patterns in a vibration signal. The
CIs relate to the vibration signal and thus provide information on the health of the component. This information can
then be used for making maintenance decisions [6]. Additionally, chip detectors are used in the engines and gearbox
to detect metal particles in the lubrication.

Usage monitoring is also part of the HUMS process [24]. One task of usage monitoring is to report whether parameters
are exceeded during the flight. If such a parameter exceedance occurs, then this event is logged such that the infor-
mation relating to this event can be reviewed by the maintenance crew [20]. An example of a parameter exceedance
is overtorque. This occurs when the pilot needs extra lift or thrust such that the torque exceeds the 100% limit. After
an overtorque event, parts of the helicopter may need to be inspected. Thus, this part of the system checks whether
the helicopter has been used within the specified limits. Another task of the usage monitoring system is to calcu-
late the load cycles of the components, based on torque and rotor speed for example. The system can then warn the
maintenance crew when a component is about to reach the limit of its lifetime [20].

Such a HUMS system has several benefits, in terms of safety and costs. Safety related benefits are that HUMS enables
to detect faults earlier and reduce the risk of in-flight failures or emergency landings. Additionally, HUMS systems
contribute to CBM. This allows to do reduce downtime for unforeseen maintenance events, diagnose problems, and
to possibly elongate inspection intervals of components [6].

Figure 2.2: The placement of sensors in the main gearbox of the Super Puma helicopter [20]
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Figure 2.3: The placement of sensors in the tail drive shaft and tail gearbox of the Super Puma helicopter [20]

2.3. Common Condition Indicators
Several different CIs are used for fault diagnosis. Different faulty conditions of a gear, shaft, or bearing can be identified
by a CI. In this section, some examples of these indicators will be discussed.

2.3.1. General Condition Indicators

In table 2.1, some commonly used features and their corresponding equations can be observed. In these equations,
xi is the value of the i th data point in signal x. N is the number of data points in signal x. General features are RMS,
kurtosis, and Crest Factor (CF). The RMS value is a measure for the energy content of the signal. If there is a defect in
a bearing or gear, then the energy content of the vibration will increase. If the damage increases, then the RMS value
will also increase. In the early stage of a damage, the RMS will not rise significantly. However, the RMS can be used to
track the fault progression.

The kurtosis is a value describing the shape of a distribution. If the distribution is a Gaussian distribution, then the
kurtosis value equals three. If the signal contains a number of sharp peaks, then the kurtosis value will be higher than
three. If there is a damage to a gear or bearing, then there will be some peaks in the signal. Consequently, the kurtosis
value will be bigger than three. The RMS and kurtosis values are widely used in vibration analysis. These values have
been used in previous research to predict the RUL of a bearing in a wind turbine [25].

The CF can also indicate faulty machinery. The CF detects changes in the signal due to an impulsive vibration source,
due to gear tooth damage for example [26]. The CF value increases if there is a number of peaks with high amplitude
[27]. The impulse factor compares the height of a peak to the average vibration level. The skewness factor is a value
defining the symmetry of the probability density function of the time series data [28].
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Table 2.1: An overview of commonly used features (CIs) for RUL prognostics [26], [28], [29]

Number Vibration feature Formula

1 RMS
√

1
N

∑N
i=1(xi )2

2 Kurtosis
N ·∑N

i=1(xi−x̄)4[∑N
i=1(xi−x̄)2

]2

3 Mean 1
N

∑N
i=1(xi )

4 Minimum min(x)

5 Peak-to-Peak max(x)−min(x)

6 Crest factor max(x)
RMS(x)

7 Energy
∑N

i=1 x2
i

8 Skewness
∑N

i=1(xi−mean(x))3(√∑N
i=1(xi−mean(x))2

)3

9 Standard deviation
√

1
N−1

∑N
i=1(xi −mean(x))2

10 Variance 1
N−1

∑N
i=1(xi −mean(x))2

11 Impulse factor max(x)
1
N

∑N
i=1 |xi |

12 Shape factor RMS(x)
mean(x)

2.3.2. Bearing Condition Indicators

A bearing consists of several components. These are the rolling elements, such as the balls, the inner ring, the outer
ring, and the cage [30]. One of the rings does not rotate and one of the rings does rotate. For example, the inner ring
can be fixed to a rotating shaft whereas the outer ring remains stationary. The balls roll on the raceways formed by
the outer and inner rings. The balls transfer the loads between the inner and outer ring. The cage keeps the balls a
certain fixed distance from each other [31]. These elements are depicted in figure 2.4. In these four elements, faults
could occur. For example, material may chip off the bearing balls or cracks may develop in the inner or outer ring.

Figure 2.4: The components of a ball bearing [31]
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If one the components is damaged, then the vibration signals will show peaks at certain frequencies. These frequen-
cies are excited by the rolling elements, such as the balls, passing the damaged location. The frequencies are the
following: [32]:

• Ball Pass Frequency Outer Race (BPFO): this is the frequency at which the balls pass a damaged part of the outer
ring.

• Ball Pass Frequency Inner Race (BPFI): this is the frequency at which the balls pass a damaged part of the inner
ring.

• Ball Spin Frequency (BSF): this is the frequency at which a damaged ball rotates. This damaged ball impacts
both the inner and outer ring during one revolution.

• Fundamental Train Frequency (FTF): this is the frequency at which the damaged cage rotates. Usually, the cage
does not carry load and the FTF is not visible in the vibration signal. In the equation for FTF, a minus sign is
used for a rotating inner ring. If the outer ring rotates, a plus sign should be used.

The equations for the fault frequencies are shown in table 2.2. In these equations, f is the speed of the shaft in
Revolutions per Minute (RPM), Z is the number of rolling elements in the bearing, d is the diameter of the rolling
element, D is the pitch of the bearing, and α is the contact angle of the bearing.

Table 2.2: An overview of bearing fault frequencies

Name Formula

BPFO f · Z
(
1+ d

D cosα
)

2

BPFI f · Z
(
1− d

D cosα
)

2

BSF f · 1
2

D
d

(
1−

(
d
D cosα

)2
)

FTF f ·
(
1− d

D cosα
)

2

Depending on which frequencies in the frequency spectrum coincide with the bearing fault frequencies, one can
determine whether the outer ring, inner ring, or balls are damaged. An example of an outer ring fault can be observed
in figure 2.5 [33]. This frequency spectrum was obtained by performing an envelope analysis of the vibration signal.
In this case, the resulting signal contained peaks at the harmonics of the BPFO, which can also be observed in figure
2.5 [33].
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Figure 2.5: A frequency spectrum of a bearing with an outer ring fault [33]

In previous research, researchers also used the Energy Index (EI) of the vibration signal, along with the RMS and
kurtosis value to estimate the RUL of a bearing in a wind turbine gearbox [25]. The EI can be calculated by dividing
the RMS of a part of a signal by the the RMS of the entire signal and finally squaring this ratio:

E I =
(

RMSpar t

RMStot al

)2

(2.1)

this EI allows to detect damages to bearings in early stages [34]. However, in the wind turbine application, the EI
showed worse performance for RUL estimation compared to the RMS and kurtosis [25].
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Remaining Useful Life Prediction Methods
Prognostics can be defined as estimating the time to failure of an equipment. This estimated time to failure is also
known as the RUL. The RUL is also visualised in figure 3.1.

Figure 3.1: A visualisation of the RUL [35]

For RUL prognostics, several approaches are possible. These approaches are a physical model based method, a data-
driven method, and a hybrid method [35]. These three approaches are summarised in figure 3.2 [36].

In a physical model based method, a mathematical model is set up to model the degradation of the component.
By considering the current degraded state of the component and future usage of the component, the mathematical
model can perform RUL estimations. This is also called a physics of failure approach [37]. Such a model can produce
accurate results, as the predictions are based on a physical model. Furthermore, the results of such a model are easier
to understand, as the results are based on a physical phenomenon. However, deriving these models requires a high
amount of expertise on the component and the degradation of the component [35]. Additionally, accurate prediction
results require an accurate model of the failure mechanism. In practice, the actual failure mechanisms are usually
more complex than the failure mechanism model [38], [39].

In a data-driven method, the RUL is predicted using historical failure data of a machine, or similar machines [25]. An
algorithm tries to derive a relationship between bearing health degradation and time to failure based on historical
sensor data [12], [37]. The input data, such as usage data or health monitoring data, is then compared with these
patterns and relations in order to make a RUL prediction [37]. An advantage of such a data-driven method is that
specific expertise on the physics of the system is not needed, as apposed to a physical model method. Examples of
algorithms are Neural Networks (NNs), LSTMs, or CNNs. However, such a data-driven method requires large amounts
of training data. Additionally, the training data should contain failures in order for the algorithm to learn the correct
patterns and relations. However, such data might not always be available [17].

In a hybrid method, both a physical model based approach and a data-driven method is used to predict the RUL.
A hybrid model aims to combine the advantages of the physical model method and the data-driven method. An
example of such a hybrid method is the estimation of the RUL of wind turbine bearings. In this hybrid method, first
the features were extracted from the data. Next, relevant features were selected based on the monotonicity of the
feature. Features with greater monotonicity are used as features for the model. A Health Indicator (HI) is constructed
from these features using a Principal Component Analysis (PCA). The RUL is predicted by an exponential degradation
model. It was shown that this method can accurately predict the RUL [40]. In another study, bearing degradation was
also modelled as an exponential function [38]. First, a sparse representation of the features was obtained by relevance
vector machine regression. Then, an exponential degradation model was fitted on a sparse representation of features
extracted from the vibration data. This model is then used to predict the RUL of a bearing.
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Figure 3.2: An overview of prognostics approaches [36]

Due to their lower expertise requirements and greater generalisability compared to physics-based approaches, data-
driven models are widely used in industry [12]. Therefore, the remainder of the literature review will be focused on
data-driven bearing RUL prediction methods using neural networks.
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Data-driven Remaining Useful Life Prediction
of Bearings
A general procedure for predicting the RUL of bearing consists of several steps. In the first step, data is to be collected
from the bearing. Such data can be a vibration signal for example. The second step is to extract features from this
data. Such features can be time domain features, frequency domain features, and time-frequency features. These
features do have considerable influence on the prediction performance of the model. The third step is to construct
the RUL prediction model. The final step is to generate the RUL predictions for the testing data [41]. There are several
types of data-driven models, such as feedforward neural networks (such as a CNN) or recurrent neural networks (such
as a LSTM). Feedforward models are able to extract certain patterns from the data due to the model structure [42].
However, such models are not suitable for deriving a relation between time and degradation. Recurrent neural net-
works can capture these temporal features. However, a feedforward model is superior to a recurrent model in terms
of extracting features unrelated to time [43].

This chapter will describe some data-driven RUL prediction methods. Section 4.1 describes an approach involving
several CIs for prediction the RUL of a wind turbine bearing. Section 4.2 introduces the LSTM network and describes
prediction approaches involving variants of the LSTM. Section 4.3 describes the CNN and presents some methods
involving CNNs. Finally, Section 4.4 describes automated RUL prediction approaches where a CNN is used for auto-
matic feature extraction. The methods described in this chapter are selected as they clearly show how LSTM, CNN, or
CNN-LSTM models can be used for the RUL prediction of bearings.

4.1. Remaining Useful Life Prediction of a Gearbox Bearing using RMS and Kur-
tosis

In order to increase wind turbine availability, RUL prognostics of bearings are also relevant in this sector. In Sec-
tion 2.3, several CIs were described. Some of these condition indicators are used for the prediction of the RUL of a
bearing in a wind turbine gearbox [25]. In this work, the RMS and the kurtosis were used for making the RUL predic-
tions.

For their RUL prediction method, the authors use a regression model and an Artificial Neural Network (ANN). The
regression model is used to derive a relation between bearing degradation and time. Hence, the authors aim to find a
relation between the time and either the RMS or kurtosis. First, the RMS and kurtosis are calculated from the raw data.
However, in this data, fluctuations are present. To prevent that the regression model will follow these fluctuations, the
authors fit a polynomial regression model and an exponential regression model to the data. How well the regression
models fit the data is evaluated by the Root Mean Square Error (RMSE), R2, and adjusted R2. The RMSE is calculated
by equation 4.1. The R2 is calculated according to 4.2. In these equations, yi is the i th calculated RMS or kurtosis. ŷi is
the predicted value. ȳ is the mean of the calculated RMS or kurtosis. n is the number of RMS or kurtosis values.

RMSE =
√

1

n

n∑
i=1

(yi − ŷi )2 (4.1) R2 = 1−
∑n

i=1(yi − ŷi )2∑n
i=1(yi − ȳ)2 (4.2)

Additionally, the monotonicity and trendability of the CIs is used to evaluate regression performance. These values
are shown in equations 4.3 and 4.4 respectively [44]. The monotonicity is a value in the range [0,1] and shows whether
the data shows an increasing or decreasing trend. As the bearing is going through a degradation process, it is expected
that the monotonicity is close to one. In equation 4.3, M is the number of degradation trajectories. For example, if
there are ten bearings, then M equals ten. N j is the number of data points in trajectory j . sgn

(
x j (k +1)−x j (k)

)
is a

function that aims to obtain sign difference between the values of data points k +1 and k. The trendability value, a
value in the range [0,1], shows whether a CI trajectory shows a similar shape across different bearings. In equation
4.4, the trendability is calculated by the correlation coefficient between trajectories j and k. This is done for all j ,k
combinations and the minimum value is reported as the trendability for a certain CI.

mon = 1

M

M∑
j=1

∣∣∣∣∣
N j −1∑
k=1

sgn
(
x j (k +1)−x j (k)

)
N j −1

∣∣∣∣∣ (4.3) tren = min j ,k |corr(x j , xk )| ,∀ j ,k ∈ M (4.4)

The authors of [25] collected wind turbine bearing data for 50 consecutive days. For each day, the authors calculated
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the RMS and kurtosis. These values were then fitted to an exponential model and polynomial model. Based on the
RMSE, R2, and adjusted R2, it was concluded that an exponential model represents the degradation process of a bear-
ing the most accurately. The RMS value was the best in terms of monotonicity and trendability. Therefore, the authors
used the fitted RMS as outputs for ANN.

A multi-layer feed-forward back-propagation ANN is used for RUL prediction. This network makes use of an input
layer, two hidden layers with nine neurons in the first layer and seven neurons in the second layer, and an output
layer. Such a network layout resulted in the minimum number of training errors. An example of such a network
can be observed in figure 4.1. The input nodes are the nodes x and y is the output node. Additionally, weighting
coefficients w and bias coefficients b. The hidden layers add processing steps in order to provide converging solutions.
An formulation describing such an ANN can be observed in equation 4.5 [25].

yi =φ0
[
Cφh [Bui +bh]+b0

]
(4.5)

yi is the output of the ANN, ui is the input vector. C is the weighting matrix between the hidden layer and output
layer. B is weighting matrix that connects the input layer to the hidden layer. bh and b0 represent the bias vectors of
the hidden layers and output layer respectively. The activation functions of the nodes in the the hidden layers and
the output are represented by φh and φ0 respectively. The weighting and bias values were obtained by making use
of a Levenberg Marquardt learning algorithm. The size of the layers was determined using the mean square errors
between the target output and the estimated output.

Figure 4.1: A multi-layer feed-forward ANN [25]

This ANN makes use of two input features, namely the raw RMS and kurtosis. The fitted RMS, which was obtained
using the exponential degradation model, is the target variable. The RUL is calculated by subtracting the current time
from the failure time. For calculating the true RUL, the failure time is the time at which the bearing stopped running.
In order to predict the RUL, the failure time must be estimated by extrapolating the fitted RMS curve to a predefined
failure threshold. This could be done by making use of an exponential degradation model. An example of the results
obtained with this method can be observed in figure 4.2.
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Figure 4.2: The RUL prediction results for an ANN [25]

With this method, the authors obtained a Mean Squared Error (MSE) of 5.62. This shows that the model is accurate.
From figure 4.2, it can be observed that the RUL is predicted for a long time span (50 days). This makes it easier to
schedule maintenance activities as opposed to a case where the RUL is predicted a few hours before failure. However,
it can also be observed that the accuracy of the model deteriorates once the bearing is approaching failure. This is not
desired, as the uncertainty regarding the predicted failure time of the bearing increases. This makes it more difficult
to schedule maintenance at the optimal moment. Additionally, it should also be noted that this method results in a
single value RUL prediction. In order to account for the stochasticity of the degradation process, a probabilistic RUL
estimation is recommended by the authors [25].

4.2. Remaining Useful Life Prediction of Bearings by a LSTM Network
A LSTM network is a recently used method for predicting the RUL of bearings. A LSTM is a version of a Recurrent
Neural Network (RNN). However, a RNN is difficult to use with large amounts of input data due to the exploding and
vanishing gradient problem. The LSTM network aims to alleviate these problems [43]. A LSTM network is build up
out of memory, each unit consists of a forget gate, input gate, and output gate. An example of such a memory unit can
be observed in figure 4.3 [45].

Figure 4.3: A LSTM memory unit structure [45]
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In figure 4.3, several variables can be observed. Ct−1 is the initial long term memory. Ct is the updated long term
memory. The black line connecting Ct−1 and Ct represents the flow of the long term memory through the memory
unit. Ct is also the initial long term memory of a neighbouring memory unit. ht−1 is the initial short term memory
of the unit. ht is the updated short term memory, which is the output of this memory unit and the initial short term
memory of the neighbouring unit. xt is the input value [43].

The memory unit is governed by several equations. The forget gate is described as follows:

ft =σ
(
W f [ht−1, xt ]+b f

)
(4.6)

The forget gate determines the amount of long term memory, Ct−1 to be remembered. b f is the bias and W f is the
weight matrix of the forget gate. Next, the input gate is expressed by the following two equations:

ct = tanh(Wc [ht−1, xt ]+bc ) (4.7) it =σ (Wi [ht−1, xt ]+bi ) (4.8)

ct is the memory that can potentially be added to the long term memory. This value is obtained by combining ht−1

and xt , multiplying the values with the weight matrix of the current input cell state (Wc ) and adding the bias of the
current input cell state (bc ). Only a fraction of ct is added to the long term memory. This fraction is the it value. This
value is obtained in the same way as ft , however in this case Wi and bi are used. These are the weight matrix and bias
of the input gate respectively. Now that these values are known, Ct can be calculated as follows:

Ct = ft ·Ct−1 + it · ct (4.9)

Finally, the output gate is described by the following equations:

ot =σ (Wo [ht−1, xt ]+bo) (4.10) ht = ot · tanh(Ct ) (4.11)

Here, ot is the output gate. Wo and bo are the weight and bias terms associated to the output gate respectively [45].
Note that the sigmoid function takes an input value and returns a value between zero and one. The tanh function
takes an input value and returns a value between negative one and positive one.

Versions of the LSTM network have been used for the RUL prediction of bearings, in [45]–[47]. A common step in these
approaches is that the authors first extract some features from the vibration data. In [47], the authors extract ten time
domain features from the data. A number of these features are also presented in Table 2.1. Next to these time domain
features, the authors of [46] and [45] extract features from the frequency domain and time-frequency domain as well.
Since information on bearing degradation is also reflected in these domains, the authors of [46] and [45] have access
to larger amount of information compared to only the frequency domain [29], [48]. After feature extraction, metrics
such as the monotonicity (Equation 4.3), trendability (Equation 4.4) and robustness to noise are applied to determine
the most useful features [46], [47]. As an additional data preprocessing step, the method of [47] constructs a health
indicator based on the four best features using a stacked autoencoder.

The next step is to feed these features into the LSTM networks. The authors of [45] use a different version of the LSTM,
namely the Gated Recurrent Unit (GRU). The GRU is a more concise version of the LSTM memory unit depicted in
figure 4.3. Additionally, as opposed to [46] and [47], this method also divides the bearing operating data in a healthy
and degraded operations phase and train the GRU network on the degraded phase. An advantage of this data division
is that the phase in which a relatively small amount of degradation is visible is not used for training the model. All
three models fed the extracted features into a (version of) LSTM model. These models contained LSTM layers, dropout
layers, and fully connected layers.

These three methods showed competitive results on their test datasets, however the results of [45] and [47] provided
only point estimates of the RUL. In order to increase the reliability of their results, the authors of [46] included an
uncertainty estimate in their results. This uncertainty quantification is done using the dropout layers. Normally,
dropout is used to prevent overfitting of the model. Dropout is then applied during model training and is done by
randomly deleting, or reducing, network weights or connections between nodes [46]. Uncertainty quantification can
also be done by applying Bayesian theory to neural networks. However, this requires significant adaptations in net-
work structure and increases computational costs [49]. As dropout does not change the network structure, dropout
is used to quantify prediction uncertainty. As dropout remains activated during inference, multiple RUL predictions
can be obtained for the same data sample if it is passed through the network multiple times. Hence, a distribution
of RULs is obtained with the mean of the distribution being the point estimate of the RUL. A nonparametric kernel
density estimation is used to obtain the kernel density distribution of the RUL at different time points. An example of
the prediction results including uncertainty for a testing bearing are as follows [46]:
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Figure 4.4: RUL prediction results including uncertainty estimates [46]

In figure 4.4, several stages can be observed. For the first 800 sample points, the RUL predictions are horizontal. In this
stage, the bearing was still in healthy condition. For sample points 800-1700, it can be observed that the degradation
of the bearing can be predicted by the model accurately. In the last stage, the RUL predictions vary widely again. In this
stage, bearing degradation accelerates due to a failure occurring in the bearing. As bearing degradation accelerates,
some features may also change significantly, such that RUL predictions based on these features will also vary [46].
This can also be observed in the kernel density distributions in figures 4.5 and 4.6 [46]. It can be observed that in the
second stage, the predictions are accurate as the distributions are centred on the real RUL. In third stages, it can be
observed that the distributions are scattered. This indicates that model performance deteriorates close to the failure.

Figure 4.5: RUL point estimation and kernel density distributions in the
second stage [46]

Figure 4.6: RUL point estimation and kernel density distributions in the
third stage [46]

From these methods it can be observed that the LSTM is well suited for capturing a relationship between bearing
degradation and time, as LSTMs remember information from previous time steps to predict the RUL for the next time
step [50].

4.3. Remaining Useful Life Prediction of Bearings by a CNN Network
Another recently used RUL prediction method is to use a (variant of) the CNN. In previous research, a CNN has shown
potential for predicting the RUL of a bearing. In earlier research, a CNN combined with a support vector regression
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model showed promising performance on the Pronostia data set [42]. In this case a benefit of a CNN was exploited,
namely that a CNN can be used to identify hidden patterns between the raw vibration data and a HI label [42]. Hence,
the CNN can be of great use for feature extraction.

For time series signals, usually a one dimensional CNN is used [29], as opposed to a two dimensional version which is
commonly used for image processing. Some elements of a one dimensional CNN are a convolutional layer, a pooling
layer, and a fully-connected layer. The function of the convolution layer is to extract features from the data. A filter,
or kernel, slides along the input data and performs a dot product between the region of input data perceived by the
filter and the weights of the filter. This is represented by equation 4.12 [51]. After the convolution operation, the data
passes through the activation function, represented by equation 4.13.

yReLU
l , j = f

(
k∑

i=1
w l

i , j ∗ ypool
l−1,i +bl

j

)
(4.12) f (x) = max(0, x) (4.13)

In Equation 4.12, yReLU
l , j represents j th channel output of convolutional layer l , after the activation function has been

applied. ypool
l−1,i is the i th channel output of the previous pooling layer l −1, and thus the input to layer l . w l

i , j denotes

the kernel weights for input channel i and output channel j of layer l . bl
j represents the bias of the j th channel in

layer l . k is the number of channels in layer l − 1. ∗ denotes the convolution operation [51]. f (·) is the activation
function and determines whether a neuron should be activated. A commonly used activation function is Rectified
Linear Unit (ReLU). If this function receives a negative input, then the function returns zero. If the function receives a
positive input, it returns the same value. This is expressed in equation 4.13 [52].

The next layer is the pooling layer. The function of the pooling layer is to reduce the dimension of the convolved fea-
ture in order to reduce the computational effort. For the pooling layer, there are several types. Examples are average
pooling and maximum pooling. Maximum pooling is an efficient pooling method and improves generalisation. The
pooling operation has a certain window and the window slides over the data similar to a convolving operation. How-
ever, the stride is in this case equal to the window size. In maximum pooling, the maximum is taken from the data in
the pooling window obtained by the ReLU operation. This is also shown in equation 4.14 [29]. However, maximum
pooling only outputs the maximum value inside the pooling window, such that some information may be lost. Aver-
age pooling uses all data points in the pooling window to output the average value, which avoids a potential loss of
information [53]. Average pooling is also shown in equation 4.15 [51].

ypool
l , j = max

(
w ∩ yReLU

l−1, j

)
(4.14) ypool

l , j = mean
(
w ∩ yReLU

l−1, j

)
(4.15)

In equations 4.14 and 4.15, yReLU
l−1, j represents the output of the previous convolutional layer l − 1. w is the pooling

window size and ∩ is the intersection between the pooling window and the input data to the pooling layer.

The output of the convolutional layers and pooling layers is flattened into a column vector. The elements of this
flattening layer are fully interconnected to further fully connected layers. In the case of RUL prediction, the final fully
connected layer consists of one neuron, which is the RUL value. The interconnection is presented in Equation 4.16
[51]:

y l = f
(
w l ∗x l−1 +bl

)
(4.16)

Here, x l−1 and y l are the input and output to fully connected layer l respectively. w l and bl are the weight matrix and
the bias term of fully connected layer l . f (·) is the activation function, which can be a ReLU activation function. Since
the RUL labels are scaled between 0 and 1, the sigmoid activation function can also be used for the final layer [54]. The
sigmoid activation function scales the input to the function between 0 and 1, as presented in Equation 4.17.

f (x) = 1

1+e−x (4.17)

A schematic overview of a one dimensional CNN can be observed in figure 4.7 [29].
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Figure 4.7: A schematic overview of a one dimensional CNN [29]

Versions of the CNN have been successfully used to predict the RUL of a bearing. For example, a CNN without pooling
layers was used to predict the RUL of a bearing in the IMS dataset (from the University of Cincinnati) [28]. Another
approach was to extract similarity features from the vibration data and predict the RUL using a CNN based on these
features [29].

Both approaches first extract and normalise a number of features from the time and frequency domain representa-
tions of the data. Normalisation is done according to equation 4.18. The frequency domain representation is obtained
by the Fast Fourier Transform (FFT) [28]. The time domain features are the features as depicted in table 2.1. However,
the approach of [29] also extracted features from the time-frequency domain, such that more complex nonlinear
degradation characteristics could be captured. The time-frequency domain representation was obtained by perform-
ing a three level wavelet packet transform by making use of the Haar wavelet. As a result, eight frequency bands were
obtained from which the energy ratios of these band could be calculated as time-frequency domain features. Addi-
tionally, this approach combines the time domain features into one feature by similarity fusion. Similarity fusion is
calculated by taking the absolute value of Pearson’s correlation coefficient [29]. The quality of the remaining feature
was then evaluated by the Cori-index, which is the average of the monotonicity and trendability of a feature. Only
features with an index higher than 0.5 were used for the creation of a health indicator by PCA. Hence, the feature
engineering method described in [29] is a more complex procedure compared to the method described in [28].

xnor m = xi −xmi n

xmax −xmi n
(4.18)

The approach described in [28] fed their features into a CNN, without pooling layers, in order to predict the RMS and to
derive the RUL. The approach described in [29] fed the health indicator into the CNN to predict the RUL directly. Both
models showed some accurate RUL prediction results, as shown in figure 4.8. For training their model, the authors
of [28] used a different approach, namely stratified sampling. The input data was divided into groups of five, the first
four points are used for training and the last data point for testing. Both methods outperformed a LSTM model on the
IMS dataset.
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Figure 4.8: An example of the prediction results obtained by a CNN without pooling layers on the IMS data set [28]

The results of RUL prediction methods using a CNN, as shown in figure 4.8 indicate that CNNs are also capable of ac-
curate RUL prediction. This may be due to good feature extraction capability of the CNN, due convolution operations
[28].

4.4. Remaining Useful Life Prediction of Bearings by a CNN-LSTM Network
Combining a CNN for feature extraction with a LSTM for RUL prediction makes use of the strengths of both types of
networks. While CNNs are capable of extracting features from data through their convolutional layers, they may ne-
glect temporal information related to bearing degradation [42]. Contrarily, LSTMs are able to establish a relationship
between time and degradation since they use information from previous time steps to generate a RUL prediction for
the next time step [50]. In the case of bidirectional LSTMs (BiLSTM), even the future degradation status of a bearing is
considered for RUL prediction. Compared to a regular LSTM, a BiLSTM may show increased accuracy for predicting
bearing degradation. However, a CNN outperforms a LSTM in feature extraction [43].

Another approach to bearing RUL prediction involves the use of an MBCNN-BiLSTM network [43]. This method uses
a multi-branch CNN combined with a global attention mechanism for spatial feature extraction. The multi-branch
CNN processes both time domain and frequency domain vibration signals as separate inputs. The frequency domain
signal is obtained by using the FFT. By employing the attention mechanism, the network can emphasize relevant
information while reducing focus on less relevant information. Subsequently, the output of the multi-branch CNN is
input into BiLSTM. By making use of a BiLSTM for RUL prediction, the model is also able capture temporal patterns.

To demonstrate their approach, the authors used the Pronostia data set. They compared their results to other models,
such as a CNN, BiLSTM, and CNN-BiLSTM. Their results are displayed in figure 4.9. It can be observed that the BiLSTM
shows the least accurate results. Although the CNN generally followed the true RUL, there is a risk of overestimating
the RUL. The strength of a CNN-LSTM combination can also be observed, with the CNN-BiLSTM outperforming the
other models. However, the study only examined one operating condition. In reality, a bearing operates in multiple
operating conditions. This complicates feature extraction, as the vibration data distributions will be different. Conse-
quently, the authors recommend using transfer learning to address this problem [43]. An advantage of this approach
is that manual feature extraction is not required, as feature extraction is done by a CNN, and this approach is thus less
time consuming.
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Figure 4.9: A comparison of the results obtained by different models on a bearing in the Pronostia data set. The ‘proposed method’ is the
MBCNN-BiLSTM network [43]

The automated RUL prediction method was also used in [54] and [55]. In both methods, a CNN was used to extract
features from the input data. The features were then passed to specific variants of the RNN in order to extract temporal
features and to output a RUL prediction. A difference between these methods and the method described in [43] is
that in these two methods features are extracted from only one domain. In [54] and [55], features are extracted from
the raw time domain vibration signal and the frequency spectrum respectively. Additionally, the method in [54] also
smooths the final RUL prediction results by a weighted moving average. Another difference is that in [55], the features
extracted by the CNN are first assembled into a dataset, normalised, and split into sequences and then fed into the
RNN compared to a direct connection between the CNN and RNN described in [54]. The methods also showed some
accurate RUL prediction results, demonstrating the use of automated RUL prediction methods.
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Remaining Useful Life Prediction using
Transfer Learning
In chapter 4, several methods for RUL predictions of bearings were introduced. However, the data used for these meth-
ods always included run-to-failure data of bearings in a certain operating condition. In reality, a bearing operates in
different operating conditions. Additionally, run-to-failure data is hard to collect from bearings as bearing failure may
lead to catastrophic consequences. Transfer learning is a possible solution to these challenges [17]. Therefore, this
chapter introduces the transfer learning concept in section 5.1. Additionally, some RUL prediction methods involving
transfer learning will be explained in section 5.2. In section 5.2.1, some single-source domain adaptation approaches
will be discussed. From the single-source adaptation methods it was observed that if the source domain contains more
operating conditions or fault modes, the prediction results may be more accurate. Therefore, multi-source domain
adaptation methods have been developed, which will be described in section 5.2.2.

5.1. The Concept of Transfer Learning
The methods described in chapter 4 have achieved accurate RUL prediction results. These methods use bearing vi-
bration data collected under a certain operating condition to train a RUL prediction model, which is then tested using
data from the same operating condition. Such an approach ensures that the assumption of training and testing data
coming from similar distributions is met [14]. In practical scenarios, vibration data is collected under various operat-
ing conditions and bearings may fail in different failure modes. If the testing operating condition is different from the
training operating condition or the bearing failure behaviour differs, then the assumption is not satisfied and the RUL
prediction model may show inaccurate prediction results [13]–[15]. Hence, a model trained on data from a certain
working condition will not perform well on data measured in another working condition. Additionally, in real world
systems, most monitoring data is collected during the normal operation of the bearing, as letting a bearing fail on
purpose comes with cost and safety concerns. Therefore, bearing run-to-failure operating data in a certain operating
condition may be scarce [17].

A solution to this problem is to construct more generalised RUL prediction models capable of adapting to different
operating conditions. Hence, the concept of transfer learning was introduced. Transfer learning aims to transfer
bearing degradation knowledge from a source domain to a target domain [13]. In this case, the source and target
domain data are collected from different operating conditions, such that both domains follow different distributions.
Then, these different distributions can be aligned with each other by transfer learning techniques. By aligning the
distributions, the model can learn domain invariant features and generate RUL predictions based on these domain
invariant features [53]. Such a transfer learning approach is also able to work without labelled target domain samples.
In this case, the model learns a relationship between the domain invariant features and degradation based on labelled
source domain samples and the unlabelled target domain samples are used to align the distributions of the source
and target domain features [13]. This is particularly useful if labelled bearing operating data in a certain operating
condition is scarce. The precondition for these approaches is that all bearings show a similar degradation from healthy
state to failure. Under different working conditions, the degradation process is similar [13].

For transfer learning, several mathematical notations exist. Firstly, there are two domains: the source domain and
the target domain. The source domain provides knowledge about bearing degradation necessary for RUL prediction.
The source domain is denoted by DS . DS consists of a feature space χS and a marginal probability distribution P (χS ).
Hence, the source domain can be described as DS = {χS ,P (χS )}. The bearing run-to-failure data can be denoted
by {xS

i }nS
i=1. Here, nS is the number of samples and xS

i is from the feature space χS . The RUL labels are contained

within the label space γS . The target domain can be described in a similar manner. The target domain contains data
from the target bearing and does not necessarily include run-to-failure data. The target domain is thus described as
DT = {χT ,P (χT )}. Here, {xT

i }nT
i=1 is the monitoring data from the target bearing. nT is the number of samples in the

target domain and xT
i is from the feature space χT . For transfer learning, the working conditions of the source and

target domains are usually different, hence P (χS ) ̸= P (χT ) [13]. An example of these different distributions can be
observed in figure 5.1. In this figure, a high dimensional feature set was visualised using t-SNE technology [56]. In
figure A, no transfer learning has been applied and it can be observed that the feature distributions do not overlap. In
figure B, transfer learning has been applied, such that the distributions do overlap.
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Figure 5.1: A visualisation of the distribution discrepancy before (a) and after (b) domain adaptation [56]

In RUL prediction, a model is constructed that derives a relationship between χS and γS (the RUL). Transfer learning
aims to use the degradation information contained in this model, constructed from source domain data, to improve
the performance of the RUL predictions in the target domain [17].

For transfer learning, several techniques are available. The first transfer learning technique is model-based. In this
case, it is assumed that the models for the source and target domains have common parameters or hyperparameter
distributions [57]. The source and target domains are related, such that a model trained on the source domain can
be applied to the target domain as well. This is done by first training a prediction model on the source domain. The
weights and biases of the hidden layers of this source domain model are then also used as initial parameters for the
target domain hidden layer. The fully connected layer of the target domain model has to learn the weights and biases
from scratch. Finally, the model parameters are then updated using the target domain data. This allows to train a
model for a certain target domain using a relatively small amount of target domain data. For this transfer learning
technique, it is required that the source and target domains are similar [13]. If there is a considerable domain shift,
than this technique is not effective [17].

Another technique is to use domain adaptation techniques, the process can be observed in figure 5.2. Domain adap-
tation is used to minimise the discrepancy between the source and target domain feature distributions [17]. After
the two distributions are aligned, the RUL prediction model trained on the source domain can also be used for the
target domain. Aligning these distributions can be done by minimising the Maximum Mean Discrepancy (MMD).
The MMD is measure for the similarity of two distributions. If the MMD is zero, then the two distributions are the
same. The MMD can be obtained by obtained by mapping data points from distributions P (χS ) and P (χT ) into a
Reproducing Kernel Hilbert Space (RKHS) and calculating the distance between the means of these embeddings of
P (χS ) and P (χT ) in RKHS [58]. The domain discrepancy (dMMD) between a data sample from source domain S and
the target domain T is expressed in Equation 5.1 [59].

dMMD =
∥∥∥∥∥ 1

nS

nS∑
i=1

ϕ
(
xS

i

)− 1

T

nT∑
j=1

ϕ
(
xT

j

)∥∥∥∥∥
2

H

(5.1)

In this equation, nS and nT are the number of data points in the source and target domain (domains S and T ) re-
spectively. Function ϕ(·) maps the data (x) into the RKHS, denoted by H [59]. Equation 5.1 essentially calculates the
Euclidean Distance between two points, the mean embeddings of the distributions.
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Figure 5.2: A domain adaptation based transfer learning method [13]

A different technique is to use DANNs. The objective of a DANN is to make predictions based on features. However,
the feature should not contain any information about the domain (source or target domain) it originated from. This
allows the model to make predictions based on domain invariant features. In other words, the domain does not
have influence on the model prediction [60]. A schematic overview of a DANN can be observed in figure 5.3 [13]. In
this figure, three elements can be observed. These are the feature extractor (G f (·;θ f ), the label predictor (Gy (·;θy ),
and the domain classifier (Gd (·;θd ). The feature extractor is used for extracting features from the source and target
domains. The label predictor uses the extracted features for RUL predictions. The domain classifier identifies the
domain the feature originates from. The DANN is trained by optimising parameters θ f , θy , and θd . The domain
classifier parameters are trained such that the classification error is minimal. Hence, the domain classifier should
classify data from the source domain as source domain data and classify data coming from the target domain as
target domain data. The feature extractor is optimised such that the label predictor loss is minimised and the domain
classifier loss is maximised. Hence, the domain classifier tries to make correct domain classifications, whereas the
feature extractor tries to extract features that ‘fool’ the domain classifier [61].

The objective function for training a DANN is as follows [60]:

E
(
θ f ,θy ,θd

)= ∑
xi∈DS

Ly
(
Gy

(
G f (xi )

)
, yi

)−λ
∑

xi∈DS∪DT

Ld
(
Gd

(
G f (xi )

)
,di

)
(5.2)

Here, Ly is the loss of the label predictor Gy (·;θ) and Ld is the loss of the domain classifier Gd (·;θd . λ represents
the trade-off factor between the predictor loss and the domain classifier loss [62]. di is the domain label. This label
equals zero if the domain is the source domain and one if the feature is coming from the target domain. The objective
function is optimised by finding a θ̂ f , θ̂y , and θ̂d such that:

(
θ̂d

)= argmax
θd

E
(
θ̂ f , θ̂y ,θd

)
(5.3)

(
θ̂ f , θ̂y

)= argmin
θ f ,θy

E
(
θ f ,θy , θ̂d

)
(5.4)

An optimised θ̂d minimises the domain classifier loss. An optimal θ̂y minimises the predictor loss. If θ̂ f is optimised,
then the predictor loss is minimised and the domain classifier loss is maximised [60]. A benefit of the DANN technique
is that this method also works with unlabelled target domain data.
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Figure 5.3: A schematic overview of a DANN [13]

In practice, there are a few possible scenarios for transfer learning. These are as follows [13]:

1. RUL estimation with run-to-failure data in the target domain. Here, the target domain contains labelled data.
This data can be used to construct a prediction model for the target bearing. This way, the generalisation of the
prediction model is improved.

2. RUL estimation without run-to-failure data in the target domain. In this case, the target domain does not con-
tain labelled data. Degradation information of the bearings is obtained from the source domain and applied to
the target domain.

3. RUL prediction with fault information. In this case, there should be information about the health status or fault
types of the bearings. This will improve the accuracy of the RUL prediction.

5.2. Remaining Useful Life Prediction using Transfer Learning
The first transfer learning methods for RUL prediction were done using single source domain adaptation, i.e. one
source domain and one target domain. More advanced transfer learning methods used multiple source domains and
one target domain. These two approaches will be described in this section. Additionally, this part of the literature
review will focus on RUL prediction without run-to-failure data in the target domain, as such data is not available in
this study.

5.2.1. Remaining Useful Life Prediction by Single-Source Domain Adaptation

This subsection will focus on RUL prediction by transfer learning using adversarial and discrepancy-based methods.

Adversarial Methods for Remaining Useful Life Prediction

Predicting the RUL using a DANN was initially introduced by Costa et al. [63]. In this work, a LSTM-DANN RUL
prediction model was constructed for the NASA CMAPSS data set. This data set contains four subsets. Each subset
contains data from a number of sensors. The sensors recorded values in three different operating conditions. The sen-
sor recordings relate to the degradation of initially healthy engines. In this work, the authors conducted experiments
on a case where there was run-to-failure data in a set of fault modes and operating conditions and no run-to-failure
data in a different domain.

As the sensor values are recorded in different operating conditions and in different fault modes, the data subsets do
not follow the same distribution. Figure 5.4 shows the different distributions of data. Note that FD001 - FD004 denote
the different subsets of data. It can be observed that indeed, there exists a domain shift between the subsets. However,
Between pairs FD001-FD003 and FD002-FD004 there exists a smaller domain shift. The data belonging to these pairs
are recorded in the same operating conditions. The existing discrepancies are due to the different fault modes. Due
to this domain shift, a RUL prediction model trained on one subset of data will not perform well on another subset of
data [17].
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Figure 5.4: Distributions of data one time step before a failure recorded by two different sensors [63]

An overview of the LSTM-DANN network can be observed in figure 5.5. It can be observed that the feature extractor is
an LSTM network. An LSTM is selected as such a network is suitable for capturing long-term temporal dependencies
in the data [63]. The feature extractor is connected to a fully connected layer. This common part of the network is then
connected to the domain classifier and the RUL label predictor. The model also contains two learning rates, namelyλd

and λy . These values are selected by performing a grid search. The source domain, which includes RUL labels, is used
for training the label predictor. Source and target domain data is used for training the domain classifier. In this model,
the feature extractor weights, θ f , and label predictor weights, θy , are optimised towards minimising the regression
loss. This loss is the difference between the true RUL and the predicted RUL. For the domain classification network,
the gradient reversal layer is used between the fully connected layers of the LSTM network and domain classifier. This
reversal layer is needed for the feature extractor to learn domain invariant features. The feature extractor weights, θ f ,
are optimised such that the prediction loss for the source domain is minimised in one pass. Then, in a second pass, the
feature extractor weights are updated such that the domain classification loss is maximised. This is done iteratively
in a dual optimisation procedure. This procedure stops once no further improvement is observed. Before training
the LSTM-DANN model, the input data is normalised by min-max normalisation in order to aid the optimisation
procedure.

Figure 5.5: The LSTM-DANN network for RUL prediction [63]

The authors compare the performance of the LSTM-DANN model to a source-only model and a target-only model.
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In the source-only model, a LSTM model is trained on source domain data. Then, this non-adapted model is directly
applied to a different data subset, the target. The target-only model is trained directly on the target data. In the latter
case, RUL labels are known. An example of the results can be observed in figure 5.6.

Figure 5.6: An example of the RUL prediction results obtained by the LSTM-DANN model [63]

In this figure, it can be observed that a DANN model can perform well if the source and target domain share char-
acteristics, such as the same working conditions or similar fault modes. Additionally, if the source domain contains
data from multiple operating conditions or fault modes, then the predictions for the target domain will be more ac-
curate as well. In figure 5.6, the source domain contained one fault mode and six operating conditions. As FD001 also
contains one fault mode and one operating condition, the prediction results of the model are accurate. On the other
hand, FD003 contains two fault modes. Hence, the prediction results on FD003 are less accurate [63]. The authors
also showed that the DANN network for domain adaptation performs better than using metrics such as the MMD in
their case.

Siahpour et al. build upon this DANN approach with their two-stage RUL prediction model [62]. In their approach,
the authors assume that the target domain does not contain severe degradation data, unlike the source domain. In
the first stage, a RUL prediction model is trained based on labelled source domain data by minimising the prediction
loss, without any transfer learning. The objective of this stage was to establish a relation between the input data and
the RUL label. The features extracted by this pretrained model are used as a reference for the second stage. In the
second stage, a DANN model is used for achieving cross operating condition RUL predictions. In this approach, the
target domain does not contain run-to-failure data, leading to a negative transfer effect that reduces model accuracy
[13]. To mitigate this negative transfer effect, the consistency based regularisation term is used. This term ensures
that the source domain features extracted by the DANN are similar to the pretrained features, extracted in the first
stage of the model. For generating the results, the authors used the bearing data set from Xi’an Jiaotong University
and the CMAPSS data set. Results obtained from the two stage model were also compared with a baseline model, a
DANN without consistency-regularisation, and a model involving the MMD metric. The baseline model is similar to
the feature extractor and label predictor of the two stage network. However, in this case the objective is to minimise
the prediction loss only. Examples of the results can be observed in figure 5.7. Note that task B13 means the transfer
of operating condition one to operating condition three for example [62].
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Figure 5.7: An example of the results obtained by Siahpour et al. on the Xi’an Jiaotong University bearing data set [62]

On both the bearing data set and the CMAPSS data set, the proposed DANN with consistency-based regularisation
produced results superior to the baseline model, regular DANN model, and the MMD metric model. Therefore, this
regularisation term helps to reduce the negative effect of incomplete data in the target domain and to increase the
accuracy of the model [13]. The regularisation aligns the missing data from the severe degradation stage in the target
domain to the pretrained source domain features [62]. Additionally, the method involving the regularisation term
performs more accurately on the CMAPSS data set than the LSTM-DANN model proposed by Costa et al. [63], which
shows the benefits of using the consistency-based regularisation term.

Discrepancy based Methods for Remaining Useful Life Prediction

Minimising the MMD has also demonstrated its use in achieving RUL predictions across operating conditions and
failure modes. This subsection will highlight some of the methods.

One method is the transferable convolutional neural network (TCNN), which was used for generating RUL predictions
across bearing failure modes [53]. If a bearing fails in different failure modes, then the data distributions may still differ
from each other, even if the operating condition is the same. Therefore, in this method, the source domain and target
domain are different bearing failure behaviours. This TCNN consisted of a CNN and multiple fully-connected layers
for feature extraction from a sample in the source and target domain and a domain adaptation module for aligning
the feature distributions from the source and target domain, the model architecture is shown in figure 5.8 [53].

Figure 5.8: The TCNN proposed by Cheng et al. for achieving RUL predictions across different failure behaviours [53]

The TCNN method consists of multiple steps. First, the time domain samples are converted into frequency spectra
using the FFT. Next, frequency domain samples from the source and target domains pass through the feature extrac-
tor simultaneously. As a result, feature representations of the source and target domain samples are obtained. The
source domain features pass through the RUL predictor, another fully-connected layer, in order to generate a RUL
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prediction for the source domain samples. As the source domain is labelled, the prediction loss can be calculated by
comparing the actual source label and the predicted source label. Additionally, the source and target domain features
pass through the domain adaptation module. This module aligns the distributions of these two feature representa-
tions by minimising the MMD loss, as expressed in equation 5.1. Therefore, the objective function of TCNN consists
of two components, namely the prediction loss and MMD loss. Minimsing the prediction loss ensures that the model
learns a relation between the features and the bearing RUL and minimising MMD loss ensures that domain invariant
features are used for RUL predictions [53].

In their case study, the authors divided bearing vibration data from one operating condition in two failure behaviour
groups, the source and target domain [53]. This method achieved accurate RUL prediction results, as can be observed
in figure 5.9. The downsampled RUL predictions do follow actual RUL trend. Additionally, the TCNN outperformed
methods involving a DANN in terms of mean absolute error and root mean square error [53].

Figure 5.9: The prediction results for bearings 3 and 4 of operating condition 1 of the Pronostia dataset using TCNN [53]

A similar network to TCNN was used for realising cross operating condition RUL predictions, namely the transfer-
able BiLSTM [64]. In this method, different operating conditions were used as source and target domain data. First,
features were extracted from the time, frequency, and time-frequency domain. Next, a BiLSTM was used for further
feature extraction. The source domain features were passed through a RUL predictor, such that a prediction loss is
obtained. The source and target domain features are also passed through the domain adaptation module, which uses
the same principle as described in [53]. The authors of [64] performed a case study on transferring between operating
conditions in the Pronostia bearing dataset. In this work, some accurate RUL predictions were achieved, though the
accuracy varied depending on the operating condition used as source domain data.

5.2.2. Remaining Useful Life Prediction by Multi-Source Domain Adaptation

The aforementioned studies on RUL prediction of bearings by transfer learning have one aspect in common. All these
studies use a single domain, or operating condition, as source data. Using more operating conditions as source do-
main data may enhance model performance, as concluded by Costa et al. [63]. Therefore, a transfer learning approach
to RUL prediction by using source domain data from multiple different operating conditions has been proposed by
several scholars in order to make use of the bearing degradation information encapsulated in these different source
domains [48], [58]. These different source domains cannot be combined into one source domain, due to the distribu-
tion discrepancies among the different source domains [58]. Therefore, multi-source domain adaptation models have
been developed.

Multi-source domain adaptation involves different mathematical notations compared to single-source domain adap-
tation. In multi-source domain adaptation, it has been assumed that there are N run-to-failure source domain data

sets, denoted by
{

X s j ,Y s j
}N

j=1. s j denotes the j th source domain data set. X s j =
{

x
s j

i

}ns j

i=1
, where ns j is the number

of samples in source domain data set s j . The RUL labels are represented by Y s j =
{

y
s j

i

}ns j

i=1
. Additionally, there is an

unlabelled target domain data set X t = {
x t

i

}nt

i=1
. Here, nt denotes the number of samples in the target domain [58].

Additionally, the condition that the bearings show a similar degradation trend also holds in this MDAN model [13].

Ding et al. proposed the MDAN model [58], which is shown in figure 5.10. In this network, domain invariant features
are learned from multiple sources to provide a generalised model, which enhances accuracy of the RUL predictions
[63].
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Figure 5.10: A schematic overview of the MDAN proposed by Ding et al. [58]

The architecture of the MDAN model proposed by Ding et al. can be observed in figure 5.10 [58]. The MDAN model
consists of a common feature extractor, domain-specific feature extractors, and domain-specific regressors. Any input
data xi , whether source or target domain data, passes through the common feature extractor first. This results in
a common feature representation F (xi ). If the sample is from a source domain j , x

s j

i , then the data subsequently

passes through the domain-specific feature extractor. This way, a domain-specific feature representation H j (F (x
s j

i ))
is obtained. Afterwards, the domain specific features pass through the domain-specific regressor. This results in an
estimated RUL label denoted by ŷ

s j

i =C j (H j (F (x
s j

i ))). Hence, based on the i th sample of input data in source domain

s j , a corresponding RUL label (ŷ
s j

i ) is predicted. The objective of MDAN is to minimise the MSE between the true RUL
and the predicted RUL. Thus, the parameters of the common feature extractor, domain-specific feature extractor, and
domain-specific regressor (θF ,θH j , and θC j respectively) are optimised according to the following loss function:

Ler r

(
θF ,θH j ,θC j

)
= 1∑N

j=1 ns j

N∑
j=1

ns j∑
i=1

(
y

s j

i − ŷ
s j

i

)2
(5.5)

The domain adaptation is done in two stages. First, the distribution discrepancy between each pair of source and
target domains is minimised. Minimisation of this discrepancy is done by making use of two metrics, namely the
MMD and the CORAL loss between the source and target domains. The MMD is calculated in equation 5.1. The
CORAL loss is defined as the difference between the covariances of the source and target domain samples [65]:

COR AL = 1

4d 2

∥∥C s −C t ∥∥2
F (5.6)

where d is the dimension of the source and target domain data. ∥·∥2
F represents the Frobenius norm of the squared

matrix. C s and C t are calculated by:

C s = 1

nS −1

(
X s⊤X s − 1

ns

(
1⊤X s)⊤ (

1⊤X s)) (5.7) C t = 1

nt −1

(
X t⊤X t − 1

nt

(
1⊤X t )⊤ (

1⊤X t )) (5.8)

Here, 1 is a column vector where all values equal to one.
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In order to align the distributions, the MMD and CORAL loss are calculated between any source domain s j and target
domain t . The source domain data passes through the common feature extractor (F ) and the domain-specific fea-
ture extractor (H j ). The data from the target domain also passes through the common and domain-specific feature
extractors. The MMD loss and CORAL loss are defined as follows [58]:

LMMD = 1

N

N∑
j=1

MMD
(
H j

(
F

(
X s j

))
, H j

(
F

(
X t ))) (5.9) LCORAL = 1

N

N∑
j=1

CORAL
(
H j

(
F

(
X s j

))
, H j

(
F

(
X t ))) (5.10)

These two losses are combined into a total discrepancy loss as follows:

Ldi s = LM MD +λ′ ·LCOR AL (5.11)

Then, the next stage is the domain-specific regressor adaptation. If a target domain sample passes through all the
different domain-specific feature extractors and regressors, then the output of the network varies significantly. This
undesirable effect is mitigated by aligning these various outputs. Therefore, another loss term is introduced by the
authors. This loss term is the distance between the outputs of two regressors. Therefore, for calculating the distance,
every possible combination of two regressors is used. This distance is calculated as follows:

Lr eg = 1

C (N ,2) ·nt

N−1∑
j=1

N∑
k= j+1

nt∑
i=1

(C j (H j (F (x t
i )))−Ck (Hk (F (x t

i ))))2 (5.12)

In this equation, C (N ,2) represents the number of possible combinations, which equals N (N −1)/2.

For training the MDAN, an objective function is constructed by combining the three aforementioned loss terms. The
parameters θF ,θH j , and θC j are optimised such that the objective function is minimised. The objective function of
MDAN is as follows:

J (θF ,θH j ,θC j ) = Ler r +γLdi s +µLr eg (5.13)

Here, γ andµ are trade-off coefficients. After obtaining the parameters θF ,θH j , and θC j , the MDAN model can estimate

the RUL labels for an unseen test data set from the target domain, X test = {
x test

i

}ntest

i=1
. This is done by letting the sample

pass through the common feature extractor and all the different domain-specific feature extractors and regressors.
Hence, the RUL is the average of N predictions:

ŷ test
i = 1

N

N∑
j=1

C j (H j (F (x test
i ))) (5.14)

Before training the MDAN model, the raw vibration signals are converted into a time-frequency representation by a
wavelet transform. Additionally, the source domain data has to be labelled by the RUL. After this data pre-processing,
the model can be constructed and trained. After training the model, the previously unseen test data can be fed through
the model for RUL predictions. In this work, bearing data from Xi’an Jiaotong University is used. In this data set,
the horizontal and vertical acceleration are measured. The authors decided to use the data from both sensors as
input to the model. Therefore, for the domain-specific feature extractor, a two dimensional CNN is used to extract
features from a time-frequency representation of the vibration data, consisting of three convolutional layers. The
third convolutional layer is connected to a pooling layer, where average pooling is used.

An example of the RUL prediction results can be observed in figure 5.11 [58]. Here, Task E and Task F denote the
transfer tasks. Task E means that operating conditions one and three are used as source domain data. Operating
condition two is used as target domain data. Task F means that operating conditions two and three are used as source
domain data and operating condition one is used as target domain data. It can be observed that the RUL prediction
results follow the linear degradation trend of the bearing. Also in the severe degradation stages, the RUL prediction
results are also close the true RUL. The authors also compared their results to other transfer learning approaches, such
as the LSTM-DANN model approach described by Costa et al. [63]. In the LSTM-DANN model, the source domain
providing the best prediction results was used. It was demonstrated that the MDAN model provided superior results
to other models such as LSTM-DANN.
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Figure 5.11: RUL prediction results obtained by the MDAN model on the Xi’an Jiaotong bearing data set [58]

Ding’s MDAN model provided a basis for more advanced multi-source domain adaptation approaches. For example,
the MDAN model was expanded with a domain classifier in [48]. This approach manually extracts features from the
time and frequency domains. These features pass through the common feature extractor, domain-specific feature
extractors, and domain-specific regressors in a manner similar to Ding’s MDAN model. This expanded model also
uses the prediction loss, domain adaptation loss, and regression output distance loss terms. However, this approach
does not use the same domain adaptation method as Ding’s model. In the expanded model [48], domain adaptation
is achieved by minimising MMD loss between source and target domain features, as extracted by the domain-specific
extractors. Additionally, these source and target domain features are passed to a domain classifier. As a result, this
model incorporates an adversarial component into the training process, similar to DANN models [48].

The expanded model also demonstrated accurate RUL prediction results based on features from the time and fre-
quency domains. Additionally, the transfer tasks in this model not only included cross operating condition scenarios,
but also cross bearing type scenarios. Using multiple bearing types allows for generating RUL predictions for a bearing
even if no failures have been recorded for that specific type. Additionally, the information on bearing degradation can
be expanded by using multiple bearing types in the source domain. An example of the results for such a scenario can
be observed in figure 5.12 [48]. These experiments indicate that a multi-source domain adaptation model structure as
proposed by Ding et al. may be used for generating RUL predictions across operating conditions and bearing types.

(a) Results for a bearing in the Xi’an Jiaotong University dataset (b) Results for a bearing in the Pronostia dataset

Figure 5.12: An example of the cross bearing type RUL prediction results [48]
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Conclusion of the Literature Review
The objective of this literature review was to acquire knowledge about machine learning methods for data-driven RUL
prediction for bearings, as well as the concept of transfer learning. Bearing vibration data is often used as the starting
point for RUL predictions. Therefore, first, the vibration measurement system (HUMS) in helicopters was discussed,
as such systems allow for the implementation of CBM [12]. In several studies, the bearing vibration data is processed
by calculating various condition indicators, such as RMS and kurtosis. Next, the condition indicators are fed into a
data-driven model for RUL prediction [25], [28], [46]. These data-driven models often include variants of the LSTM
or CNN for further feature extraction and RUL prediction. Furthermore, it has been observed that the CNN is capable
of automatic feature extraction from raw vibration data, a process that is less time consuming than manual feature
extraction [54], [55].

However, the aforementioned models were trained and tested on the same working condition. In reality, bearing
vibration data can be collected in different conditions, which causes a mismatch in the distributions of the data col-
lected in different operating conditions. This leads to a deterioration in RUL prediction performance if a model is
trained on data from a certain operating condition and is used to predict the RUL of a bearing in a different operating
condition [13]. Additionally, run-to-failure data in a specific operating condition may be scarce, as letting a bearing
fail on purpose may involve cost and safety concerns [13].

A solution to these challenges is transfer learning. This techniques aims to transfer bearing degradation knowledge
from a source domain to a target domain. For example, the source domain may be a certain operating condition
and the target domain is a different operating condition. For transfer learning, several techniques can be used such as
fine-tuning an existing model, using distribution discrepancy metrics, and DANNs [13]. Additionally, transfer learning
can be used for RUL estimation, even if there is no run-to-failure data in the target domain. In this case, bearing
run-to-failure data is only needed in the source domain. Then, the bearing degradation knowledge included in the
source domain can be transferred to an unlabelled target domain. Several studies have been performed on this RUL
estimation scenario. Examples of such studies are Costa’s DANN model [63] or the transferable CNN, a method that
makes use of the MMD metric [53].

Costa et al. observed that if the source domain containing multiple operating conditions, then the RUL predictions
tend to be more accurate [63]. Therefore, multi-source domain adaptation models have been developed. These mod-
els allow for the use of more labelled bearing degradation information for generating RUL predictions. Ding et al.
proposed the MDAN model, which consists of a common feature extractor and domain-specific feature extractors
and regressors [58]. In a recent study, this model has been expanded such that cross bearing type predictions are pos-
sible [48]. Such a model allows for generating RUL predictions for a bearing even if no failures have been recorded for
that specific bearing type. Additionally, the information on bearing degradation can be expanded by using multiple
bearing types in the source domain.

However, the multi-source domain adaptation models make use of vibration data in the time domain [48] or the time-
frequency domain [58]. Some systems, such as helicopter drive trains, only record vibration data in the frequency
domain. In this case, the model must provide RUL predictions based exclusively on frequency domain data. As a
result, the model cannot use important degradation information provided in the time domain or time-frequency do-
main, complicating bearing RUL prediction [29], [48].

According to the literature review, no studies have yet been published on bearing RUL prediction across different
bearing types using multi-source domain adaptation based solely on frequency domain data, highlighting a research
opportunity for this study. If such a generalised RUL prediction model can be constructed, this model can be used a
first step towards transfer learning approaches from run-to-failure data collected in a laboratory to a helicopter drive
train. The run-to-failure data can provide extensive information on bearing degradation, as this data may be collected
under various operating conditions and even across different bearing types. Such an approach would also avoid the
need for large amounts of run-to-failure data from a real helicopter drive train bearing, which is difficult to collect
[13].
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A

Research Overview
From the literature review, a research gap was identified. Following this research gap, this chapter will introduce the
research gap and research questions in Section A.1. Additionally, the set-up for this research will be described in
Section A.2.

A.1. Research Gap
In the literature review, it has been observed that much research has been done on RUL predictions for rolling bear-
ings. These prediction methods involved CNNs or LSTMs for RUL prediction, based on either automatically or manu-
ally extracted features. These models are typically trained and tested on the same operating condition, which means
that they require large amounts of run-to-failure data for bearings under specific operating condition. In practice,
bearing run-to-failure data is only available in certain operating conditions. As a result, the aforementioned models
fail to provide accurate prediction results when applied to operating conditions where run-to-failure data is unavail-
able.

To address this problem, some researchers transferred degradation knowledge from certain operating conditions to a
different operating condition using transfer learning approaches. Such approaches reduce the need for run-to-failure
data, as this data is only needed for source domain operating conditions and not for target domain conditions. Previ-
ous transfer learning methods have shown promising prediction results. In particular, models that learned degrada-
tion information from multiple operating conditions and transferred it to a different target condition demonstrated
good performance. However, these models make use of vibration data in the time and time-frequency domain. Some
systems only record vibration data in the frequency domain. Consequently, a prediction model for such a system will
not have access to degradation characteristics provided in the time or time-frequency domain. According to the liter-
ature review, no studies have yet been published on a transfer learning approach for RUL prediction based solely on
frequency domain data. Therefore, research objective will be to construct a prediction model that is able to estimate
bearing Remaining Useful Life across operating conditions and bearing types based solely on frequency domain
data.

If such a model can be constructed, then it can be used as a first step towards transfer learning approaches applied to
a real helicopter drive train bearing. In this case, bearing degradation information can be learned from run-to-failure
data collected in a laboratory environment and transferred to a real bearing.

The main research question of this study is as follows:

How can a predictive model be constructed to estimate the Remaining Useful Life of bearings across different op-
erating conditions and bearing types using only frequency domain data?

This research question is divided into several sub-questions:

• What backbone data-driven prediction model can be used to estimate bearing Remaining Useful Life using only
frequency domain data?

• How can the feature distributions from multiple operating conditions and bearing types, including several
source conditions and one target condition, be aligned?

A.2. Method
This research aims to construct a RUL prediction model using only frequency domain data based on transfer learning.
A first step of this research is to replicate a system that only provides frequency domain data. This can be done by
applying a Fourier Transform to a time domain bearing vibration signal, such that a one-sided frequency spectrum is
obtained. Next, a backbone RUL prediction model will be constructed. As CNNs posses the ability to automatically
extract features from the vibration data, a CNN structure could be a promising backbone. In order to align the feature
distributions from various operating conditions and bearing types, a domain adaptation module will be needed. This
module will be inspired by Ding’s multi-source domain adaption model.

Once the multi-source domain adaptation RUL prediction model is constructed, the performance of the model should
be evaluated by metrics such as Mean Absolute Error (MAE), RMSE, or Score and compared to models proposed by
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other researchers. Additionally, in order to increase the reliability of the predictions, the model uncertainty should be
estimated. This can be done by a Monte Carlo Dropout technique, which uses the dropout layers of the model. It will
also be useful to visualise the effect of transfer learning by comparing the feature distributions of models trained with
and without the domain adaptation module.

When training the model, it requires access to run-to-failure data from multiple operating conditions, as well as data
from conditions without run-to-failure data. Additionally, if the model is tasked with estimating the RUL across differ-
ent bearing types, it requires access to data from different bearing types. An example of such a task is to estimate the
RUL of a bearing type under a certain operating condition where the source domain contains data of a different bear-
ing type. This data can be obtained from publicly available bearing data sets, namely the IEEE PHM 2012 prognostic
challenge data set provided by the FEMTO-ST Institute in France and the XJTU-SY data set provided by Xi’an Jiaotong
University in China. Both data sets can be retrieved from Github. Additionally, this study requires access to a com-
puter with a Pytorch environment for constructing and training the prediction model. It will be very beneficial if the
computer is equipped with a powerful graphics processing unit, in order to accelerate the model training procedure
using Pytorch training with Cuda.
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