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PREFACE

This chapter serves as a guide for the reader on how to efficiently go through the contents
of this thesis.

Chapter 1 is the introduction chapter. The motivation for this thesis is presented by
first explaining the need for active damping and introducing the idea of distributed sens-
ing and actuation. Then, the need and the challenge of developing a new control archi-
tecture are presented.

Chapter 2 is the literature study for this project. Necessary background knowledge,
such as the numeric model for the beam and piezoelectric material, the existing active
damping methods, and the modal state estimation techniques, are discussed.

Chapter 3 is presented in a journal paper format, and it is self-contained. This is the
main contribution of this thesis. First, section 3.1 to 3.3 provides the reader with a con-
cise introduction to understand the problem and brief background knowledge to under-
stand the proposed algorithm. Then, in section 3.4 the proposed method is explained.
Finally, in section 3.5, the experimental setup for validating the algorithm and the final
result is presented. Reading chapter 3 alone should be sufficient to understand the en-
tirety of this thesis.

Chapter 4 serve as the further discussion of the proposed methods. All the relevant
results from the experimental study and the simulation result are shown.

Chapter 5 conclude the main contribution of this thesis, and the potential improve-
ments of this method are given.

For readers who are interested in further exploring this method and extending the ex-
perimental study, the Appendices section might be of interest: in Appendix A, the basic
structure of the Labview program is shown. In Appendix B, the Matlab code that can be
used to reproduce the result is given.

Shiyu Fan
Delft, July 2023






ABSTRACT

This research presents a novel data-based modal control method for actively dampen-
ing the flexible mode in a multi-input multi-output (MIMO) system. Traditional passive
damping methods add significant mass to the system, making recent advances in sen-
sor and actuator technology, such as lightweight piezoelectric materials, a more appeal-
ing solution. The key contribution of this research is a novel modal decoupling method
for active damping that uses the MIMO frequency response function to circumvent the
need for a parametric model. This method facilitates the design of a single-input, single-
output (SISO) controller that actively dampens a flexible mode using all available sensors
and actuators. This approach significantly reduces the complexity of the controller de-
sign and tuning effort compared to the conventional decentralized control architecture.
Experimental validation is carried out on a cantilever beam, which shows near-perfect
isolation of the mode of interest. The study’s findings may offer critical insights for future
mechatronics systems, enabling the creation of more efficient and powerful machines.
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1.1. MOTIVATION

Moore’s Law states that the number of transistors in integrated circuits will double
approximately every two years. For the past 50 years, though its demise has become
an enduring topic for many tech commentators, it has shown no signs of slowing
down. This can be largely attributed to the advanced lithography processes enabling
chip-makers to print even smaller features into the same area. Over the last decades,
the improvement in the lithography system includes the introduction of immersion
lithography, migration to shorter wavelengths,s and its recently advanced, increased
numerical aperture (NA). However, adopting high NA for the optics system poses
new challenges to the motion system [1]. This is because the new lens system will
have the same resolution in X and Y directions. As a result, the fixed mask field size
of 104mm x 132mm will image to a half field of 16.5mm x 26mm on the wafer
instead of the conventional full field of 33mm x 26mm. As a result, faster stages are
needed for the same productivity, specifically 4 times more acceleration for the mask
stage and 2 times more for the wafer stage.

Facing such demanding requirements, the precision engineer can no longer rely
on their traditional toolset, which only consists of masses and springs to produce
predictable and repeatable behavior. To illustrate this, one example using the
traditional design principle can be seen as a positioning system consisting of a
monolithic leaf spring, as shown in figure 1.1.

Figure 1.1.: Motion stage with parallel leaf spring

Such a structure can give the desired reproducible linear behavior and be free
from hysteresis. However, design guided by the traditional approach usually neglects
damping elements, so long-lasting vibration caused by resonance modes can be
easily seen. This poses challenges for the control engineer, as vibration caused
by resonance modes not only reduces the tracking performance but also limits
the achievable bandwidth. One solution to this is to optimize the structure mass
distribution such that the first resonance mode is at least five times above the
required control bandwidth. Hence, the control system is not affected by the
frequency of interest. However, as the demand for throughput and accuracy
increases, such as in high-NA systems, the required control bandwidth will be
pushed even higher, so the mechanical designer will be forced to achieve higher
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natural frequencies. But it will soon become impossible to manufacture anymore.

When higher resonance frequency cannot be achieved by structure optimization,
the control bandwidth will be severely limited. This is because, to reject disturbance,
the performance of the feedback controller is limited by the dynamic behavior of the
plant itself. The dynamics of the motion stage can be considered as a mass system
where at low frequencies, it acts like a rigid body at high frequencies. However,
multiple flexible modes will dominate the plant behaviors at resonance frequencies.
As a result, these harmful vibration modes will limit the feedback control bandwidth
because the phase will drop below -180° at the resonance frequency when the sensor
and the actuator are not placed at the same degree of freedom. As illustrated by
the previous example, elastic elements in the motion stage are typically designed to
have low material damping to ensure precision and repeatability. However, a low
damping value will manifest itself as the large encirclement in the Nyquist plot. This
will, in turn, determines the maximum controller gain that will not lead to instability
and, therefore, limits the accuracy of the motion stage when having disturbance.
Traditionally, the flexible modes are taken care of by carefully placing notch filters
at the resonances, but these filters will lower the phase and resulting low controller
gain around the resonance when the disturbance is coming from outside. Thus, they
will endanger the robustness of the feedback controller around the resonance.

In literature, many efforts have been devoted to increasing the damping of flexible
modes in literature, either through passive damping or active damping.

1.2. DAMPING METHODS

Passive damping methods can be categorized into two groups, additional layer
damping and tuned mass damper [2]. In the additional layer of damping, a
viscoelastic material that will dissipate vibration energy is added to the original
structure. In the tuned mass damper, one or multiple mass-spring systems are
added to the original structure. The mass-spring system is calibrated to match one
of the resonance frequencies of the original structure. As a result, the vibration
energy of the original structure is transmitted to the tuned mass damper system.
Thus, the amplitude of the vibration is reduced. Both of these methods are practical
for industrial applications because they are free from adding energy sources and
sensors/actuators. But their dissipative ability is proportional to the weight, so, in
terms of high-tech application, the additional weight will not be favorable. Also,
sensitivity to system variations such as temperature and loss of effectiveness for
low-frequency mode make them unfavorable for high-tech applications.

Active damping methods also can be categorized as semi-active or fully active
damping. Semi-active damping operates in the same way as passive damping, but
it requires an additional power supply and controllable elements. One example of
semi-active damping is shunt damping; it acts like a viscoelastic material but uses
an electrical component to dissipate the vibration energy. It can dampen both low
and high-frequency vibration via the tuning of electric elements, but the tuning
process itself is complex and time-consuming because it requires the modification
of the hardware itself and any change of component will influence the damping
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performance. If the damping of a complex structure is required, the volume of the

hardware itself may pose a challenge.
(b) Constrained layer damp-

(a) Active damping ing (c) Tuned mass damper

g@@@@'@}

Figure 1.2.: Different damping methods [3]

The fully active damping consists of sensors, controllers, actuators, and an energy
source. The vibration energy is dissipated by the counter-reaction force generated
by the controller and actuator. The active damping methods not only have higher
damping performance but also can provide low-mass and low-cost options compared
to passive damping, which is suitable for high-tech applications. Additionally, by
designing the control algorithm, requirements such as robustness against parameter
variation and suppression against multiple modes can be achieved. So, active
damping is a promising option for high-tech applications.

1.3. DISTRIBUTED SENSING AND ACTUATION

In many publications, examples of active vibration control for a beam or plate
structure can be found using piezoelectric material acting as sensors and actuators
in a distributed manner [4]. These advances in actuation and sensing with
smart materials, such as piezoelectric material, allow more potential to improve
the effectiveness of the control system, as the number of control surfaces and
measurements can be increased with relatively low cost and difficulties. With the
increased number of sensors and actuators, current challenges in vibration control
such as the mass limitation in passive damping and the force limitation in active
damping shall be overcome. A typical setup used for active vibration control of a
flexible beam can be shown below:

¥ Actuator §

(i=12,,m)

Figure 1.3.: Active vibration control with collocated transducer setup [5]
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The strain of the beam can be sensed by piezoelectric sensors which are then
passed through the controller, the output control voltage then will be applied to the
piezoelectric actuators to generate a force that will oppose the unwanted deformation
of the beam. In many examples, the piezoelectric element used as the sensor and
actuator is attached to the same degree of freedom of the flexible structure. This is
called the collocated configuration. This is advantageous for the distributed sensing
and actuation because it is proved that this configuration can lead to phase behavior
that will not exceed -180 degrees which guaranteed the stability of the system.

1.4. CHALLENGE FOR NEW CONTROL ARCHITECTURE

In literature, the control architecture of this collocated configuration can be
categorized as decentralized control and centralized control.

W Accelerometer

| Accelerometer_

Stack
actuator

- Stack

Tu,l actuator Tyﬂ
— siso
I
SISO
— SISO
(a) Decentralized control archi-
tecture (b) Centralized control architecture

Figure 1.4.: Decentralized and centralized control architecture

In figure 1.4a, the decentralized controller is achieved by restricting the actuator to
only act on the data retrieved from the collocated sensor. Thus, the control problem
can be divided into the design of multiple SISO control loops, each of which only has
local information of the full structure. Though this type of control architecture has
the advantages of reduced complexity and increased robustness against operational
failure [6], it cannot guarantee optimal performance because no global information
on the structure is used [7]. In figure 1.4b, the centralized control architecture
will try to combine data from different sensors into one global quantity of the
structure, and the control signal for different actuators is generated based on this
global measurement, such as modal amplitude [8]. Because more information on
the structure is used for the actuator, with a carefully designed controller, improved
performance can be expected compared with the decentralized control architecture.
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However, it still has a few drawbacks. First, more comprehensive information on
the structure is needed to compute the global quantity. However, for a complex
mechatronic system, a high-fidelity model based on the first principle, such as the
finite element method, can be expensive and time-consuming to obtain. Second, the
computation time will increase as the number of sensors and actuators increases,
this limits its ability to meet the real-time control requirement [9].

In past studies, it has been experimentally demonstrated that the use of distributed
sensing and actuation can improve damping performance in active vibration control
with simplified control architecture [3]. The increased number of actuators and
sensors, however, poses new challenges for the controller design, as the controller
order and the number of tuning generally increased with the number of inputs and
outputs. In many practical scenarios, low-order controllers with intuitive tuning
rules are often more favorable, as the marginal improvement offered by high-order
controllers might not compensate for the throughput lost due to the hassled tuning
process. Therefore, the first challenge is to choose a controller architecture that can
not only take the system’s MIMO property into account but also offer a minimum
number of tuning parameters for the designer.

The second challenge for the new control architecture comes from modeling.
The model of a mechanical system is often derived using the first-principle-based
method, such as Finite Element Methods(FEM) . However, in the high-tech industry,
where the systems have become complex, the accuracy of such models becomes
increasingly limited, as there will be a mismatch between the real physical geometry
and the ideal assumption, as well as the material behavior. Thus, developing a
full-order high-fidelity model with sufficient accuracy has come to an ever more
resource-consuming task. To overcome these limits, the data-based approach has
gained increasing attention. It is based on the assumption that, in practice, the
frequency response function is accurate and cheap to obtain, so controller design
directly based on the experimental input-output relationship can greatly reduce the
dependency on the parametric model. However, there is a dilemma that exists
as the parametric model provides an intuitive understanding of the underlying
principle, but there is always a mismatch between real and theoretical models, the
non-parametric model can provide an accurate description of the system with low
cost, but it is not easy to interpret. Thus, a control architecture that not only can
directly utilize the frequency response function but is also capable of giving physical
insight is desired for the high-tech industry.

1.5. RESEARCH QUESTIONS

As illustrated in the previous chapter, the decentralized control architecture turns
the design of the MIMO controller into the design of multiple SISO control loops,
which only contain the diagonal element of the whole transfer function. To achieve
better performance, attention has been given to centralized control architecture with
minimum tuning parameters to better explore the MIMO property of the system.
Also, to reduce the complexity of control architecture even further, the feedback
control architecture should be as simple as possible so that it is possible to align
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with the current design methodology in the high-tech industry, such as loop-shaping.

In the case of structural vibration control, global information such as modal
amplitudes is desired to obtain as they can be computed from the sensors and used
for distributed actuation. Again, while several state estimation techniques exist, such
as the Luenberger observer and Kalman filter, favor is again given to techniques that
only consist of a pair of the static matrix, such as modal filter and blended vectors
as they offer simplicity and are well-suited for the mechanical system by explicit
avoid the spillover effect.

Next, the computation modal information required knowing the mode shapes
at different resonance frequencies. However, for complex mechatronic systems,
high-fidelity parametric models needed for controller synthesis are not easy to
obtain. Though many techniques for system identification can be found in literature,
their performance still depends on the expertise of the engineer, and it is unclear
how the poorly identified parametric models will influence the controller design. So,
the synthesis of the controller directly based on the non-parametric model, such
as the frequency response function obtained from the experiment, has become the
standard practice in the high-tech industry. So, a novel controller design process
that is compatible with nowadays standard industry practice will be explored.

Thus, the objective of this research is to develop a novel control architecture with
distributed actuation and sensing suitable for vibration control that can answer the
following question:

° How to develop a mode decoupling method for active damping in the
distributed system that relies solely on the frequency response function?

From this research question, the following research objectives are defined:

e Develop an algorithm that can answer the research question.

* Design a distributed actuation and sensing setup and obtain the frequency
response function for validation.

e Validate the proposed algorithm on the real frequency response function and
test its performance in a real-time control loop.
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12 2. LITERATURE REVIEW

2.1. PRELIMINARY

In this section, the model of the plant needs to be introduced. This is done by
first applying Finite Element Method to a cantilever Euler-Bernoulli beam in section
2.1.1, as discussed in detail in [1]. Then the model of the piezoelectric element is
derived in section 2.1.2 that is associated with the input and output of the plant.
Finally, the modal decomposition technique is introduced 2.1.3 to approximate the
continuum system with the lower order model.

2.1.1. BEAM MODELLING

Due to the small deformation of the beam, it can be modeled as the one-dimensional
Euler-Bernoulli beam. It represents a linear elastic structure, and it can be combined
with piezoelectric elements to determine the damping performance of a flexible
system.

Uy U,

L

Figure 2.1.: Euler-Bernouilli FEM element

A beam element of length L consists of two nodes, and each node has a
transnational degree of freedom u and rotational degree of freedom 6. Thus the
nodal degree of freedom of the element X, can be described as:

uy
i 0
Ko = u12 2.1)

0>

The property of each of the beam element is determined by its own four-by-four
stiffness matrix K, and mass matrix M,, which is described as:

12 6L -12 6L
EI| 6L 41?2 -6L 212
Ke= | -12 -6L 12 -6L 2.2)

6L 212 -6L 412

156 220 54 —13L

pAL | 22L 41> 13L -3I?

420 | 54 13L 156 -22L
—13L -3I?> -22L 42

M, = (2.3)

Where E,I,p, A represent Young’s modulus, density, the moment of inertia, and the
cross-section area of the beam element, respectively.
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1 2 3 4 N-—1 N
/. \ 4 @ \ 4 @ L ]
/A L

Lbeam

Figure 2.2.: Assembled beam model

Since the whole beam structure is modeled as multiple elements, the element
matrix shown needs to be arranged by their corresponding nodal degree of freedom.
After assembly, the equation of motion of the entire structure can be written as a
second-order differential equation:

Mi+Cx+Kxi=B'f (2.4)

Where M,K,f are the system mass, stiffness matrix, input force, and B’ determined
which nodal degree of freedom the input force is acting on.C represent the system
damping matrix. For simplicity, it can be modeled as the proportional damping:
C=aM+BK.

After deriving the equation of motion with a second-order differential equation, it
is then converted to a set of first-order state space equations. This can be done by
introducing a new state vector d with an additional state ¥ representing the velocity
of the nodal degree of freedom.

d= [ v ] 2.5)
X

Then, the state space equation of the flexible system can be written as:

: 0 I ; 0 ,
d=| _yx —mic |4 —moip Lf;
~ ~~ - it (2.6)
s B

= A.d+B.ii

Where A € R?"*2" B, e R?" "« and i € R™*!, with n representing the number of
nodes and n, the amount of inputs.
The system output equation is shown in a similar way:

y=Ced+D.ii 2.7

Where C. € R™»*?" and D, e R™» ™ represent the output matrix and direct
feed-through matrix, with n, represents the amount of outputs.

From the above derivation, we can see that if the system’s equation of motion is
described in nodal space, then for complicated structures with n elements, we need
a state space equation of 2n x 2n to capture the dynamics of the system. However,
in the field of high-tech industry, in order to achieve nano-meter accuracy, real-time
control with a sampling rate at least 10 times higher than the dynamics range of
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interest is required. In this situation, the high-fidelity model with a large degree of
freedom posed a challenge for control implementation.

To solve this problem, a model reduction technique is needed to balance the
ability to capture necessary dynamics and the computational limits. It will be
discussed in detail in section 2.1.3.

2.1.2. PIEZOELECTRIC MODELLING

Piezoelectric materials are commonly used in active vibration control schemes.
Because it has the benefit of fast response, high power density, and high
signal-to-noise ratio. To examine how these materials could be included in the active
vibration control framework, their working principle is first introduced.

Piezoelectric materials utilize the piezoelectric effect: when stress is applied, it
will generate electric charges, which can be used to sense the deformation of the
structure, and when the charge is applied, it will create mechanical deformation
which can be controlled to counteract unwanted vibration.

poling voltage

Figure 2.3.: Principle of piezoelectric element[2]

To describe these behaviors, the piezoelectric materials can be modeled as[3]:

ex=S 0 +dsE, (2.8)
D, =d310x+§g3Ez (2.9

where €y, Si1, ds1, E;, D, and ¢&s3 represent the strain, compliance, stress
piezoelectric strain constant, electric field, electric displacement, and permittivity
respectively. Equation 2.8 describes the actuation mode, and equation 2.9 describes
the sensing mode of the piezoelectric material.

After the current is generated by electric charge, it can then be converted into a
voltage signal that can be used in active control:

Ip
Vs(t)szeg,lwf noutdx = St (2.10)
0

where H, z, esl, w, I, and n represent signal conditioning device gain, the distance
to the neutral axis, piezoelectric stress constant, sensor width, sensor length, and
the second spatial derivative of the shape function. After obtaining the voltage
signal, the control voltage can be calculated and feedback to the actuator. The input
voltage will cause the piezoelectric actuator to generate a bending moment that will
attenuate unwanted vibration. The relationship between the applied voltage and the
moment can be described as:

Mact:Epd?)lZng (2.11)
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where Ep, z and g represent Young's Modulus of the piezoelectric material, the
distance to the neutral axis, and the control gain, respectively. Lastly, the relationship
between the sensed structure deformation n; and the applied control force f,.; can
be described as:

by
fact = Epdswz(gV°) fo nldx (2.12)

This relationship can be added as the input force to the Euler-Bernoulli beam model.
And by replacing the corresponding mass and stiffness matrix of Euler-Bernoulli
beam elements with Piezoelectric beam elements and adding to the system’s total
mass and stiffness matrix, the full parametric model can be set up to simulate the
real system.

2.1.3. MODAL DECOMPOSITION

As mentioned in the previous section, the modal representation is useful because it
allows for a low-order representation of high-order systems in a nodal form which
often results from FE Modelling. It is based on the assumption that any physical
vibration can be internally decoupled into a set of orthogonal vibration modes.

MODE3

Z MODE 2

Figure 2.4.: Modal representation of the structure [4]

These orthogonal modes are obtained by solving the eigenvalue problem assuming
the system is undriven ad undamped:
(K-w?M)5=0 (2.13)

where w and ¥ represent the natural frequency and vibration modes. Then, the
vibration of the system can be seen as the superposition of N vibration modes:

X=1m101+1202+N303+...MNUN

m

12

=| v D % v 13

(N 3 vl (2.14)

(0] .

nN

R_/_J
Z
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where n; represent the modal participation factor of vibration mode #;. Thus, the
transformation matrix ® can be obtained by collecting N vibration mode ¥; which
represents the transformation from physical coordinates X to a set of orthogonal
coordinates Zz.

The constant transformation matrix @ is also called the mode shape matrix. With
this transformation X = ®z and left multiply the nodal equation of motion by @, the
modal form is obtained:

o'Moz+dTcoz+dTKOZ=0TB'f (2.15)
By the scaling of ®, we can define ®’ M® =T and ®”K® = Q? where Q? containing

of the natural frequency Q? =diag[ w? w5 ... % ]. Thus, a simpler modal
equation of motion can be obtained:

z+olcoz+0?z=0TB'f (2.16)
Again, these second-order differential equations can be rearranged to the state-space
form by defining a new state vector g = ;
- 0 I _ 0 =
q= [ _QZ —(DTC(D q+ (DTB/ ] f (2.17)
~—— U
Acm Bem

It is worth noting that if proportional damping is assumed, then the damping matrix
C can be diagnosed by @, as ®TCP =27® where Z = diag((y,...,{,) which contains
the modal damping ratio {; of each mode. By applying the same procedure to
the measurement matrix, the complete state space equation in modal form can be
obtained:

(2.18)

2.2. ACTIVE DAMPING METHOD

This chapter will provide an overview of some general Active Vibration Control
methods. It will show the most generally adopted method in literature, but
it is far from complete. The methods that will be presented include classical
Single-Input-Single-Output controllers like the Integral resonance control in section
2.2.1, Direct velocity feedback in section 2.2.2, Positive position feedback in section
2.2.3. The idea of presenting these classical methods is to partly answer the first
research question in section 1.5 as the design of these classical controllers can rely on
the frequency response, rather than the parametric model as introduced in 1.4 . Also,
this chapter will also include methods that can deal with Multi-Input-Multiple-Output
systems, such as the Full state feedback in section 2.2.4 and Independent modal
space control present in section 2.2.5.
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2.2.1. INTEGRAL RESONANCE CONTROL

An algorithm commonly seen in literature when piezoelectric materials are used is
the Integral resonance control(IRC) [5]. The principle of the Integral Resonance
Control can be explained in Figure

(b) Controller in conventional feed-
(a) Controller in IRC configuration back configuration

Figure 2.5.: Integral resonant control [5]

The transfer function G(s) represents a structure with weakly damped modes:

M A;

G(s)=)_

3 +20wis+w? (2.19)
The tuning objective of the Integral Resonance Controller is to determine the
feed-through term Dy and the controller C(s) such that the damping ratio of the
targeted mode is increased. The design of the feed-through term Dy is to add zero
at a frequency lower than the lowest resonant frequency. For the design of Dy, the
reader is referred to [5] for more detail. Several choices of the controller C(s) have
been suggested, for example, the controller can be an integral control:

C(s) = —g (2.20)

The gain of the term K can be found using the conventional frequency domain
tool, such as root locus [6]. Though damping can be added to the system via
an integrator. However, the integrator will introduce phase lag behavior thus will
limit the bandwidth of the system. Also, it will lead to high control input at low
frequency which might lead to actuator saturation. The application of this method
can be found in [7] where it is used to active damped the flexible mode in the robot
manipulator and in [8] it is used to increase the performance of a piezoelectric
nanopositioning stage.

2.2.2. DIRECT VELOCITY FEEDBACK

If the governing equation of the structure is assumed as [9]:

Mi+Kx=bu (2.21)
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Figure 2.6.: Principle of Direct Velocity Feedback

It is straightforward to see the damping of the structure can be increased by
modifying the velocity term. The control algorithm that employs this idea is called
Direct Velocity Feedback(DVEF).

It uses the output signals from velocity sensors:

y=bTx (2.22)
The control signal is obtained by multiplying output by a control gain g:
u=-gy (2.23)
Thus the closed-loop equation can be written as:
Mi+gbbTx+Kx=0 (2.24)

In the literature, the DVF has been found to be unconditionally stable for a
collocated system. But there are several disadvantages. At high frequencies, due to
the constant feedback gain, DVF does not have sufficient roll-off, and it tends to
utilize high control force at all frequencies. Also, it may become closed-loop unstable
when the actuator dynamics are considered [10]. Finally, if displacement sensors are
used instead of velocity sensors, it will require an additional differentiator, which
will increase high-frequency noise [11].

2.2.3. POSITIVE POSITION FEEDBACK

DVF is not suitable for every kind of system, and for example, some systems
do not exhibit the roll-off of —40dB/decade, which is caused by a feed-through
compliance term due to the model truncation. Thus, Positive Position Feedback(PPF)
is introduced by Goh and Caughey [12] to solve this problem. It uses the position
output of the system and multiple it by a second-order filter:

—&

H$§)=——"——
) 32+26fa)fs+w?

(2.25)

where the g, ¢r and wy are the tuning parameters of the filter.
The stability condition of the closed loop can be found as [13]:

gG(0)C(0) <1 (2.26)
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s? +2Z)rﬂl}r +w}%

Figure 2.7.: Principle of Positive Position Feedback [9]

Due to the low-pass nature of the second-order filter, it can deal with noise and
dynamics at high frequencies. However, the PPF can only dampen the targeted
mode when the wy of the filter is closed to the natural frequency of the targeted
mode w;[14]. Thus it requires knowledge of the natural frequency of the structure,
when the natural frequency structure is time-varying, an adaptive algorithm may be
needed to modify the wy of the filter.

Different variations of Positive Position Feedback can be found in the literature. In
order to deal with frequency variation in the structure, the frequency estimator is
combined with Positive Position Feedback in [15] and [16], which is able to suppress
multiple time-variant resonances in the structure. A fractional order version of
Positive position feedback is proposed in [11], which demonstrates it can mitigate
the spillover effect from the uncontrolled modes. In [17], a modified version of
Positive Position Feedback is proposed, in which a first-order compensator is added
to the second-order controller, it has shown significant improvement in steady-state
response in the experiment.

2.2.4. FULL STATE FEEDBACK

Many active vibration controllers in literature can only be used for Single-Input-
Single-Output systems, but many complex mechatronics systems now require
Multi-Input-Multi-Output controllers because only considering the diagonal term of
the transfer function is not sufficient to meet the requirement. In this section,
attention is paid to a method [18] that uses the estimated modal states to add
stiffness and damping in order to deal with the flexible dynamics of the system. By
introducing additional stiffness and damping into the system, the phase behavior
that hinders the achievement of higher bandwidth in the feedback controller is
improved [19]. And we would particularly focus on how the full-state feedback is
used to add damping to the system.
First, the second-order equation for one degree of freedom system is introduced
[20]:
1= —w?n-20wn+¢lu 2.27)

where w and ({ represent the natural frequency and modal damping, 1 represent the
modal state and ¢/ denotes the influence of input u to this mode. After the state
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=[1 f ]T have been obtained by the observer[21], the feedback input uf is
obtained by introducing feedback gain K= K; Ky |:

|

-t w7 ]-[ 5 )

where e, =1 -1 represent the estimation error. By including the usr in the input
u, we could find how to modify the stiffness and damping of the one degree of
freedom system by K and Kj;:

usp=[ K Kq ][

=D

(2.28)

i1 = —w?n-20on+¢) (u+ Usf) (2.29)
= (~0* + ) Ks)n+ (~20w + o) Kg) i+ o u+pl (Ksey + Kqén) '

We can examine the effect of the state feedback term K; in Figure We could
observe from the pole-zero map that by only changing the real part of the
corresponding pole, we can modify the peak of the resonance without changing
the natural frequency and the zero is not affected by the additional control force
because it only depends on the sensor and actuator configuration.

After showing the term K; can indeed change the damping property of the system,
three different ways of tuning the K; term are proposed: a) Automatic manual
tuning, b) Minimizing the interaction between modes and c¢) Pole placement. The
detail of these methods will not be explained here, but the reader can refer to [20] if
needed.

2.2.5. INDEPENDENT MODAL SPACE CONTROL

In order to deal with the spillover effect of the full state feedback controller which
may cause instability, a control method that is able to each mode separately was
proposed in [22], which is called Independent Modal Space Control. It uses the
orthogonality principle of the mode shapes to design the controller. It requires
knowing the modal state of the targeted mode, so it can be classified as the
centralized controller. To obtain this modal state, different state estimation algorithms
can be used, such as the Modal filter, Luenberger observer, and Kalman filter.
After the modal states have been calculated, any kind of Single-Input-Single-Output
controller can be added to the control loop because the system has been decoupled
into orthogonal vibration modes.

Many variations of this technique can be found in the literature. The Modified
Independent Modal Space Control proposed in [23], [24] aims at using a limited
amount of actuators to control many modes. It achieves this by choosing to
only dampen the vibration mode that has the largest vibration energy in a time
instance. In [25], this MIMSC method is combined with Positive Position Feedback
which shows better transient behavior. Attempts are also made by combining the
Independent Modal Space control with other controllers such as PID [26],[27], and
LQR controller [28].
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2.3. MODAL STATE ESTIMATION

The general problem of state estimation can be formulated as how to estimate the
modal state X+ from an incomplete measurement j; when using the state space
description of the system introduced. In the case of estimating the modal states of
mechanical structures, the measurable states j; could be the strain value at specific
locations of the beam. All the classical estimation methods mentioned in this
chapter require obtaining the state-space model of the system. It can be achieved
either through building a first-principle model or identifying the state-space model
using system identification techniques.

LUENBERGER OBSERVER

The topic of state estimation has been studied for decades in the field of systems
and control. One of the most widely adopted techniques is the Luenberger observer
[29].

Plant
U (Zp, = A%y + By | Tr
7, = Cxy, + Diy, J

Y
Tri1 = AZy + Bug + (G, — 4) | &
yj, = Czy, + Diy,

Observer

Figure 2.8.: State observer framework [30]

First, a discrete linear time-invariant model without noise is assumed.

Yo = A+ Bl (2.30)
Vi = CXp + Dy

where at the instance k, X; represents the the modal states of the structure, iy is its
input and jj is the measurable outputs. Suppose the correct structure model can
be obtained, then in the observer design. In that case, an additional term can be
included in the model such that using the successive values of the input X; and
output j; of the plant, the estimated modal state X; will converge to the real modal
state X;. More specifically, a matrix L can be introduced to ensure the converging
of the estimated modal states by multiplying the measurement error (j; — yx) by L.
The dynamics of the observer can thus be formulated as:

Xa1 = AXg + Bitg + L(7x — &) 2.31)
JQIkZCJQCk+DL_tk '

Defining the error of the observer as X; = i — X, it dynamics thus can be found as:

Xre1 = (A-LO) X (2.32)
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Since the system matrix A and C are fixed, their dynamics it fully governed by choice
of observer gain L. For the discrete system, the Luenberger observer is therefore
stable if all of the eigenvalues of matrix A— LC are inside the unit circle. Because a
large observer gains L can be chosen as long as it is stable, in an ideal situation, the
error of the states X, therefore, can converge to zero arbitrarily fast. However, in the
most practical situation, a large observer gain L will amplify high-frequency noise 7
thus compromising the accuracy of the estimated modal state Xj. Also, in the case
where the process noise wy, which may represent the model uncertainty, can not be
ignored, this type of observer design will result in an inaccurate estimation of the
modal state Xi. These two influences can then be formulated as follows:

Xro1 = (A—LO) Xy + Ly + (2.33)

In case when the Luenberger observer is used to estimate the state of mechanical
structure, another drawback is worth drawing attention to. Because the dynamics of
the structure are usually derived in modal form, after which the modal truncation is
applied to only preserve the modes within a finite frequency range. So, a distinction
is made between the modeled modes and unmodelled modes. The problems thus
arise are defined as spillover effects [31]. More specifically, the observation spillover
is the effect of the energy of unmodelled modes influencing the measurements jy,
and the control spillover is the control energy of unmodelled modes influence the
true modal states X;,;. It has been shown in the literature that the combined effects
of observer spillover and control spillover can lead to instability. Thus, unless a
careful selection of the observer gain L is performed, the spillover effect will limit
the use of the Luenberger observer in active vibration control.

KALMAN FILTER

As discussed earlier, traditional observers like Luenberger observers assumed a
deterministic system because no measurement noise or process noise is taken into
account. This often limits its full use in real mechatronic systems as it may lead
to performance degradation. In this section, another classical state estimation
algorithm is introduced. Namely, the Kalman filter [32].

The Kalman filter has numerous applications ranging from guidance and navigation
of vehicles to robotic motion planning and even econometrics. It is based on the
assumption that errors have a Gaussian distribution because the primary sources of
excitation to a dynamics system can be thought of as independent Gaussian random
processes with zero mean. To take the process and measurement noise into account,
the state space equation of the original system can be written as [33]:

Xi+1 = AXp + Blg + wy
_ _ o (2.34)

Vi = CXp+ Dity + v
where w; and 7 represent process and measurement noise. Each of them
is assumed to be a Gaussian distribution with zero means: wyp ~ . A4/(0,Q) and

Vg ~ A (0,R). Here Q and R represent the covariance matrix of process and
measurement noise respectively.
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The Kalman filtering works by a two-step process, namely the prediction step and
the update step. In the prediction process, a prediction about current state Xix_1 is
calculated based on the estimated state J:Ck—u k-1 and input i, at the previous time
step using the state space model.

Next in the prediction step, the covariance matrix of the next state Pyj;_;is also

updated, as the Py_; is defined as E [()'ck = Xke-1) (Xk —fck”c_l)T]:

Piik-1= APy, 1 AT +Q (2.35)

In the update step, the new measurement at the current time j; is obtained and
is used to correct the prediction in the previous step. First, unbiased and minimum
variance estimation of the current state Xy i is calculated using measurement signal
7% and Kalman gain K:

Xtk = Xjk—1 + Kie (Ve — CXigr-1)

_ (2.36)
1
Ky = Pyg-1CT (CPy3-1 CT +R)
Then, the covariance matrix is also updated:
Pk = Prjk-1 = Kk CPrk-1 (2.37)

In literature, one of the main advantages of the Kalman filter is it will make an
LQ-optimal trade-off between the prediction step and the update step based on the
assumed covariance matrix Q and R. It will result in an unbiased and minimum
variance estimation of the state [30].

However, there still are several drawbacks of the Kalman filter worth mentioning.
First, though it is proven to be an optimum estimation algorithm based on certain
assumptions, it does yield the existence of an intuitive tuning rule for the parameters
Q and R. It is often said that the Q matrix implies confidence in the model, as
large Q will cause the filter to put more weight on the measurement signal, and the
R matrix implies confidence in the measurement, as large R will lead to the filter
to rely more on the model rather than measurement output. As the uncertainty
in the model or in measurement can not be directly quantified in the covariance
matrix, tuning the matrix itself can be tedious and will greatly influence the filter’s
performance. Second, the estimation algorithm introduced so far, including the
Luenberger observer and Kalman filter, all require knowing the input to the system.
However, this may not be available to all mechatronic systems as input force may
result from unwanted disturbance caused by the feed-forward signal. Though this
problem may be solved by developing new kinds of estimation algorithms [30], the
new method will often add more computational complexity. Lastly, though the
Kalman filter can compensate for the model uncertainty using measurement, it still
requires the state space model derived from the first principle. In the high-tech
industry, design methodology directly based on obtained input-output relationship
has gained increasing attention in recent years, as the accuracy of the model instead
of advanced model-based control technique is the main obstacle for achieving higher
throughput in precision motion systems.
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MoDAL FILTER

For mechanical systems, as this is the case for most high-tech equipment, another
well-known modal state estimation technique can be used, namely the modal filter.

modal filter

=

Vv

s
yz output signals

flexible structure k-array sensor

Figure 2.9.: Representation of modal filter [34]

It was first proposed to solve the spillover problem using an observer, and it is
based on the principle of the orthogonality of the mode shapes of the mechanical
system [35]. In the most used case, an array of sensors and actuators are placed on
the surface of the structure, output of the sensors is weighted using a static matrix
to produce a virtual signal only sensitive to a specific mode. The virtual signal
is then passed through a single-input-single-output controller, and the actuators’
control signal is distributed so that they can only actuate one mode. There are many
methods that can derive the modal filter, but the derivation using Finite Element
Model will be illustrated in this section.

ﬁe,k — — )
— Tpy1 = Az, + By, Yk
U,k ’

L gkIka+Dﬁk )

Figure 2.10.: General modal control scheme[30]

The process of the design of the modal filter using the FE Model can be derived

as follow: the obtained sensor outputs y=[ y1 ... Yn, ]T are multiply by a
static matrix ¥ which will linear transform the outputs to modal contribution
z=[m ... nn ]T.In the classical modal filter design, the modal description of

the underlying mechanical system is needed. This has been done in the previous
chapter as follows:
z+o'coz+Q?z=0"Bu (2.38)
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Then, the measurement equation also needs to be defined:
7=C,®z+C:;Dz+ Dil (2.39)

where ® represents the transformation from nodal to modal coordinate and C, and
C; represent the location of the position and velocity sensors, respectively. It can be
rewritten in matrix form as [36]:

y_:[gf]:[ctz)(p CSCIJH

| —
H

(2.40)

N W

Since we already obtained the relationship between the measurement signal y and
modal quantity z,z. The static matrix ¥ can therefore be calculated as the inverse
of H: ¥ =H™!, such that:

However, in a situation where matrix H is not a square matrix, other techniques to
find the general inverse, such as the Moore-Penrose inverse can be used[37]. The
modal filer ¥ can therefore be calculated as:

i

p

] =y 5 (2.41)

N

v=(H"H) " HT (2.42)

After the modal quantity such as z,z are obtained, the SISO modal controller can
be designed to change the dynamics of the specific mode. Lastly, the control forces
generated by individual controllers can also be obtained in a similar manner. The
relationship between the modal force i, and the nodal force can be denoted by
matrix R:

dm =" Bl (2.43)

R

Then, the nodal force is derived using the pseudoinverse:

i=(R"R)" R" (2.44)
(€]

It is worth noting that since the SISO controller is already constrained in the
modal space, the modal controller can be any type of controller, such as PID. It is
not limited to Positive Position Feedback if only a selected number of modes need
to be damped.

Besides being constructed from the orthogonality condition of mode shapes, the
modal filter can also be obtained directly from experimental data, as in [38]. The
author proposed a method that shows how to obtain the weighting factor a; for
each sensor after the individual frequency response function has been obtained. It
mainly relies on the use of pseudo-inverse to calculate the weighting factor a; such
that, within a given bandwidth [w,4,w}], the measured frequency response can be
summed to the mass-spring-damper system with unit amplitude at resonance.
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In this section, various methods that can estimate the modal state is introduced,
such as the Luenberger Observer, Kalman Filter, and Modal filter. However, since an
accurate parametric model is assumed to be challenging to obtain in the project,
then other methods do not need the parametric model needs to be investigated.
Therefore, in this section, the Experimental modal analysis techniques are introduced
in 2.3.

EXPERIMENTAL MODAL ANALYSIS

As mentioned in the previous section, the parametric model obtained from the
Finite Element Method is not suitable for designing controllers for the complex
mechatronic system. The reason can be attributed to various modeling errors, such
as geometric and material properties mismatch, the boundary conditions do not
correspond to the idealized assumption, such as the rigid supports, and it can also
be caused by inexperienced users, such as choosing poor element sizes or shapes,
specifying the wrong element types or getting the incorrect data input.

In order to obtain the modal information from the real structure, a technique
called Experimental Modal Analysis is well-studied in the literature. Within the
broad field of Experimental Modal Analysis, we can generally categorize different
methods into two types: Experiment Modal Analysis(EMA) and Operational Modal
Analysis(OMA). The Experiment Modal Analysis represents traditional modal testing
as the structure is excited by one or several measured dynamics forces. It is
considered a well-established technique in mechanical engineering that has many
applications in the aerospace, automotive, and heavy equipment industries. But it
is not suitable for situations where it is difficult to excite or measure the excitation
or reproduce the exact boundary condition of the structure. Therefore, Operational
Modal Analysis is developed [39] which is suitable for the structure that is operating
conditions rather than laboratory conditions. It has the most applications in civil
engineering because the structure’s response is often due to ambient excitation or
operational loading, such as wind or traffic. Therefore the input signal is not
available. Though the Operational Modal Analysis has the advantage of being an
output-only algorithm, it still has several drawbacks worth mentioning, such as it is
only capable of producing non-physical modes due to input force and noise and the
absolute scaling of mode shapes is not possible because it requires to measure the
driving point.

In [41], various methods related to the Experimental Modal Analysis are
investigated. In general, the procedure for modal analysis can be summarized in
three steps: first, the frequency range of interest is selected to keep the order of the
model at an acceptable level. Second, complex conjugate pole pairs are identified
from frequency response data. Third, the mode shape vectors are identified based
on the selected poles. After obtaining the modal model from the data, various
applications can be found in the literature [42],[43], such as structural health
monitoring and model updating.

In [44], the experimental side of this method is introduced. As shown in Figure
2.12, various measurement tools, the accelerometer in this case, are attached to
the structure. The shaker on the right will excite the structure at the specified
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Figure 2.11.: Relationship between frequency domain and modal domain[40]

frequency band, and a column of frequency response function will be recorded for
each excitation location. Many excitation signals have been developed to facilitate
frequency domain analysis [45]. After the experiment, modal information such as
natural frequency, damping ratio, and mode shape can be extracted from data using

various algorithms.

h13

Wia =k
M MMM A4

23

h33

Figure 2.12.: Illustration of shaker test [44]

After obtaining the data from the experiment, Modal parameter estimation
techniques can be used to identify the relevant modal parameters. Two types of
methods, namely the Peak Picking and Frequency domain decomposition method,
will be shortly introduced here. Peak Picking is mostly used in civil engineering due
to its simplicity and intuitiveness. It estimates the resonance frequency from the
peaks in frequency response function [46], the damping value from the bandwidth,
and the mode shapes are estimated from the peaks of frequency response at the
resonance. However, this method might fail when the assumptions of well-separated
eigenfrequencies and low damping are violated, and it obtains the operational
deflection shapes at the resonance rather than the mode shapes. Though these two
concepts are closely connected, see [47], just obtaining the operational deflection
shapes in the spatial domain does not necessarily guarantee the orthogonality
of different "mode shapes". Therefore, a more rigorous method which is the
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Frequency domain decomposition is used [48]. Its working principle can be seen as
spectral matrix into a set single-degree-of-freedom system using
the Singular Value Decomposition and then identifying the single-degree-of-freedom
model from the singular value curve and, lastly, identifying the modal parameters
from the single-degree-of-freedom model. In order to identify the modal parameter
value curve in figure 2.13, curve fitting methods need to be used.
fitting techniques can be summarized into four groups: a) local
single degree of freedom, b) local multiple degrees of freedom, c) global, and d)

decomposing the

from the singular
In [45], all curve

multi-reference. The reader is referred to [45] for more details.
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Figure 2.13.: SVD curve of a flexible system [49]
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DATA-BASED MODAL SPACE
CONTROL FORACTIVE DAMPING

ABSTRACT This paper presents a novel data-based modal control method for
actively dampening the flexible mode in a multi-input multi-output (MIMO) system.
Traditional passive damping methods add significant mass to the system, making
recent advances in sensor and actuator technology, such as lightweight piezoelectric
materials, a more appealing solution. The key contribution of this paper is a novel
modal decoupling method for active damping that uses MIMO frequency response
function to circumvent the need for a parametric model. This method facilitates
the design of a single-input, single-output (SISO) controller that actively dampens a
flexible mode using all available sensors and actuators. This approach significantly
reduces the complexity of the controller design and tuning effort compared to the
conventional decentralized control architecture. Experimental validation is carried out
on a cantilever beam, which shows near-perfect isolation of the mode of interest. The
study’s findings may offer critical insights for future mechatronics systems, enabling
the creation of more efficient and powerful machines.
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3.1. INTRODUCTION

To meet the growing demand for more advanced products, the efficiency and
accuracy of the machinery involved in their production must constantly improve.
This principle applies across all sectors where precision and throughput are the
key factors, especially the semiconductor industry. However, the flexible modes
in the machine will cause unwanted vibration and limit the maximum achievable
bandwidth of the controller [1]. Therefore, it is desired to dampen these flexible
modes. Conventional passive damping methods, such as tuned mass damper and
constrained layer damping, have been proven effective [2], but they will add too
much mass to the system. Recent advances in sensor and actuator technology, such
as lightweight piezoelectric material, give new possibilities to incorporate control
systems to actively dampen these flexible modes.

In the active vibration control (AVC) community, these piezoelectric materials are
usually placed in collocated pairs to act as actuators and sensors. Sometimes, an
array of collocated pairs are needed to provide sufficient damping performance.
However, as the number of actuators and sensors increases, it will usually complicate
the controller design, as it is not intuitive to see how each actuator input and sensor
output is related to the damping performance of a specific mode. This problem
can be generally considered a Multi-input multi-output (MIMO) problem, and
specifically controlling a mode in the system is known as Independent Modal Space
Control (IMSC) [3], and achieving it often requires knowing the modal coordinates
of the vibration modes. For the mechanical system, this modal coordinate can
be obtained using a state estimator or a modal filter [4]. However, constructing
such a state estimator or a modal filter generally requires us to obtain an accurate
parametric model of the system in advance. But it is often time-consuming for
the industry to obtain a parametric model with enough accuracy, especially for a
complex mechatronic system having many flexible modes and with many actuators
and sensors.

Alternatively, we can use the information from the frequency response function
(FRF) as the non-parametric model to design the modal control scheme. Because
the FRD model can describe the Linear-Time Invariant (LTI) system accurately, we
can obtain it from the experiment at a low cost. Several methods in literature
have discussed how to decouple the system to avoid the excitation of the flexible
modes. For example, Watchi in [5] uses the Singular Value Decomposition to
decouple the six rigid body modes from the flexible modes. Vaes [6] proposed
an optimization scheme to obtain the decoupling matrix, which guarantees robust
performance. Qian [7] tries to use the closed-loop subspace identification method to
identify the modal state-space model to achieve mode decoupling between modal
coordinates. And Stoev in [8] calculates the transformation matrix for decoupling
by tensor decomposition. Though all of those methods demonstrate the ability to
decouple the mode in the system, none of them attempt to incorporate the property
of the system into the algorithm to simplify the problem. On the one hand, by not
considering the system’s physical property, we have gained an advantage in terms of
wider applicability when using the algorithm for different kinds of systems. On the
other hand, we tend to lose efficiency by not best utilizing the physical property of
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the system, especially when only the mechanical system is of concern.

Therefore, the main purpose of this paper is to develop an alternative modal
decoupling method aimed at applying active damping. This method will only use
the MIMO frequency response function instead of the parametric model. Also, in
contrast to the state-of-the-art data-based method, we will try to incorporate the
property of the mechanical system into the algorithm to have a numerically efficient
method. This might lead to the loss of versatility for the proposed method, but it
will provide an efficient alternative for mode decoupling when only the mechanical
system is of concern. As a result, this method will allow us to use one Single-input,
single-output (SISO) controller to actively dampen a flexible mode independently
while using all of the sensors and actuators available.

3.2. LOCAL ACTIVE DAMPING

In this section, we will first introduce the ideal of distributed actuation and sensing
and why it is more advantageous in terms of controlling flexible mode in section
3.2.1. In section 3.2.2, we will discuss why it is more beneficial to implement the
centralized control architecture than the decentralized control architecture. Lastly,
in section 3.2.3, we will present the practical challenge of implementing centralized
control and how this research will tackle this challenge.

3.2.1. DISTRIBUTED ACTUATION AND SENSING

Active control of the unwanted flexible modes is envisaged as an important challenge
for the future mechatronics system [9], as these pronounced flexible modes will
appear in the frequency range around the control bandwidth [10]. In traditional
motion control design, the plant is assumed to be only dominated by the rigid-body
mode, the excitation of unwanted flexible modes is avoided by placing the actuators
or sensors at the nodes of the flexible modes. Therefore, there is insufficient
controllability and observability of the flexible modes in the motion control loop.
However, for the AVC loop, the goal is to actively dampen these modes, so an
alternative approach that intends to maximize the controllability and observability
of these modes should be pursued to provide sufficient damping performance.
Unlike the rigid-body modes in the six Degrees of Freedom (DOF), the flexible
modes will cause complex spatial deformations of the structure. These deformations
manifest as interactions between sensor outputs and actuator inputs, which can be
interpreted as complex directionality within the MIMO system. To deal with the
multi-variable nature of the flexible modes, the concept of distributed actuation and
sensing is employed, where a number of small actuators and sensors are spatially
distributed on the flexible structures [11]. This distributed actuation and sensing
configuration is in sharp contrast with the conventional motion control loop, where
only a minimum number of actuators and sensors for the six DOFs is preferred, but
it can ensure that the sensors can provide better observability of the modes and the
damping force of the actuators will be better aligned with the complex mode shapes.
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Figure 3.1.: Centralized control and decentralized control architecture

3.2.2. LOCAL ACTIVE DAMPING METHODS

For the aforementioned distributed actuation and sensing configuration, there are
generally two different control strategies: namely, the centralized and decentralized
control [12], as shown in Figure 3.1. In centralized control, as shown in figure
3.1a, the outputs from all the sensors are combined as a centralized control signal,
and this centralized control signal will pass through the controller and then be
redistributed to different actuators. When the structure’s vibration is of concern, this
centralized control signal will often correspond to certain vibration amplitudes or
mode shapes. In decentralized control, on the other hand, the output of the sensors
will not be combined but directly sent to the respective controller, and then the
controller’s output will go to the corresponding actuator.

In the AVC setup, the actuator and sensor pair for the decentralized control will
often be placed in a collocated configuration, which means they will be located at the
same degree of freedom, as shown in figure 3.1b. This is because, in the collocated
configuration, the controller can only provide a finite amount of energy. Therefore,
the stability of the controller is robust against the parasitic modes [13]. But if they
are in the non-collocated configuration, the controller may cause instability because
of the parasitic flexible dynamics [14]. The collocated configuration is also favorable
regarding the practical implementation, as the design step can be summarized as
measuring the response between collocated pair and then designing the controller
for this open-loop frequency response.

Different AVC controllers can be implemented based on different sensor types [12].
When the velocity sensor is available, the sensor output can be direct feedback to
the actuator with static gain, which is called Direct Velocity Feedback (DVF). When
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the force sensor is used, the Integral Resonance Control (IRC) can be implemented
with a displacement actuator. When the collocated piezoelectric patch is considered,
Positive Position Feedback (PPF) is preferred because the piezoelectric sensor will act
as a position sensor. This position response is positive feedback, which allows the
actuator to apply a force with an opposite phase with respect to the displacement.

3.2.3. MOTIVATION FOR DATA-BASED MODAL DAMPING

The damping performance of the decentralized architecture has been experimentally
verified in [12],[11], where multiple collocated piezoelectric patches are used to
dampen the flexible mode. In literature, the vibration in the structure is often
described as the superposition of vibration mode, which consists of the mode
shapes, eigenfrequencies, and modal coordinates [15]. However, the decentralized
control architecture is only in terms of local variables, for example, the local
strain distribution, rather than the modal coordinates. Therefore, the order of the
control system will increase with the increased inputs and outputs. For practical
implementation, the lower-order controller is usually preferred for the ease of tuning.
Therefore, an alternative approach is to transform the local coordinates into global
modal coordinates and subsequently design a SISO controller for a specific modal
coordinate. In this way, the number of controllers we need to design will be the
same as the targeted modes instead of depending on the number of inputs and
outputs.

However, the practical difficulties of transforming the local coordinates into global
modal coordinates lie in obtaining an accurate parametric model that can describe
the MIMO system’s behavior. In the case of achieving active vibration control using
piezoelectric materials, this parametric model needs to capture the mechanical,
piezoelectric, and electronic properties of the system accurately [13]. In literature,
the parametric model that corresponds to the exact physical system can either
be derived using Finite Element Modeling (FEM) software or by fitting a lower
order transfer function on the obtained experimental data, but using both of these
approaches will face the trade-off between the accuracy of the model and the time
and resources it worth spending [16].

Alternatively, the physical system can also be described using a non-parametric
model, such as the frequency response function, which can be obtained with high
accuracy and low cost [16]. In section 3.1, we have briefly discussed some of
these methods from the literature, but none of these methods explicitly address the
problem of decoupling the flexible mode for active damping purposes. Also, the
principle behind them is not straightforward to understand. Therefore, in section
3.3 and 3.4 we will propose a new data-based method that aims at decoupling the
flexible mode from the system for active damping. The working principle behind this
method will mostly be based on the mechanical insight of the system, so it would
be easier for an engineer with a mechanical background to understand. Lastly, the
performance of this method will be validated on a flexible cantilever in section 3.5.
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3.3.

BACKGROUND

3.3.1. PROBLEM FORMULATION
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Figure 3.2.: In this figure, a cantilever beam with collocated piezoelectric patches are

used as the distributed actuation and sensing system. From the right
side, all the sensor signals Y; will be combined by vector T),; to become
a scalar value Y1, which will correspond to the modal amplitude of a
flexible mode. After the SISO controller, the modal input signal Uy, ; will
be distributed by vector T, ; to become the separate actuator signals U;.
This will ensure the controller can only excite the mode to be controlled.

In this section, we will first introduce the necessary mathematical expression in
order to formulate the problem:

G(s) e C"v*™ represents the transfer function for a second-order mechanical
system with n, actuators and n, sensors.

U € R™*! represents the actuator signals for n, actuators.
Y e R"*! represents the sensor signals for Ty SEensors.
Uy, € R represents the modal actuator signal for the i’ mode.

Y,ni € R represents the modal sensor signal for the i’ mode.

The idea of modal control, as introduced in Section 3.2.3, is to find a set of static
coordinated transformations with unit length T),; € R™>*! and T, ; e R™*! for the jth
mode, such that all the sensor signals Y are combined into a modal sensor signal
Y €R as:

Ymi=T,,Y, 3.1)

and all the actuator signals U are distributed to generate a modal control signal
Up,i €R as:

U=TyiUp,i. (3.2)
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In this way, the dynamics of other modes are isolated from the i’ mode to be
controlled. With the modal control signal U,,; and the modal sensor signal Y,,;, a
SISO modal controller SISO;(s) can then be designed for the targeted i th yibration
mode using ny sensors and n, actuators. Finally, the closed-loop block diagram
for the modal control scheme is shown in Figure 3.3, and a more graphic way of
representing the close loop is shown in 3.2.

Figure 3.3.: The block diagram for close-loop interconnection

3.3.2. MATHEMATICAL PRELIMINARY

To develop the modal control scheme as described in Section 3.3.1, we first need
to quantify what is the modal controllability and observability of T, ; and T),; for
a given system G(s). Therefore, in Definition 1, /#, norm is chosen to be the
measurement for the modal controllability and observability. In literature, other
ways to quantify the modal controllability and observability, such as the #,, norm
and the Hankel norm, have been introduced [17]. But using /> norm as the
measurement together with the Definition 2 and the Lemma 1, will provide a
computationally efficient way to compute the modal filter T;,; and T),;.

Definition 1 Quantify the efficiency of modal controllability and observability [18]:
Assume the transfer function G(s) represents a second-order flexible mode with n,
inputs and ny, outputs, the T, ; € R™*! and Ty € R™*! are the modal transformation
vectors with unit length. Then, the efficiency factor n is defined to quantify the modal
controllability and observability of T, ; and Ty ;:

|7howral,,

|) LGS T

||G(S)||Jt’2
where ||G(s)|l 7, represents the J6 norm of G(s).

) (3.3)

Here, the goal is to find the vectors Ty, ; and T,,; such that the efficient factor 7 is
maximized. In Equation 3.3, because the changes in T,; and T); will not change
the value of the denominator, which is the # norm of G(s), the denominator then
can be taken out of the optimization process. Therefore, Equation 3.3 can also be
rewritten as:

n= |G Tus

‘sz (3.4)
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To solve the problem in Definition 1, the #% norm of the system needs to be
evaluated in each optimization step. For the mechanical system, however, the
evaluation of the /" norm can be simplified using the following Lemma:

Lemma 1 /% norm of second-order system [19]:
Assume the SISO transfer function g(s) represents an asymptotically stable and strictly
proper second-order system, its /¢, norm can be found as:

1Gll72, = V{wn|g(jwn)| (3.5)

where 11 and w,, represent the damping ratio and natural frequency of the system
g(jw).

Therefore, evaluating the .#%, norm can be turned into evaluating the modulus of
a complex number.

Lastly, Definition 2 proposed a numerically efficient way to find the modulus of
the complex number.

Definition 2 Obtain the modulus of a complex number z [20]:
The modules of a complex number z can be found by maximizing the function f(6)
over variable 0:

|z| = max f(0), (3.6)
OeR
where f(0) is defined as:
f(@) =R(z)cosO +3(z)sinb. 3.7

3.4. DATA-BASED MODAL ACTIVE DAMPING — THEORY

In this section, we will introduce how to construct the modal filter T); and T ;
introduced in Section 3.3 from the frequency response function.

First, we will introduce the definition of input and output mode shape: the input
mode shape vector T’ € R™*1 represents how each actuator will excite the i'"
mode, and the output mode shape vector TJ’,’ ;€ R represents how each sensor

will sense the deformation of the i’" mode. These definitions will show how the
directionality of each mode shape is reflected in the input-output relationship of the
MIMO system, and it will allow us to circumvent the process of obtaining a full
modal model of the plant.

In step 1 of section 3.4, we will use the input mode shape T’ ., as an illustration
to explain how to obtain the input/output mode shape from the frequency response
function. Then to facilitate the mode decoupling, we will divide the mode shape
that we obtained in step 1 into two categories: the specific mode we want to control
and the rest of the modes that we want to isolate. Then, in step 1 of section 3.4, the
null space of the modes we want to isolate is also calculated, which will be used in
the subsequent step.

Then, in step 2 of section 3.4, we will show how to calculate the modal filter
Ty; and T,; from the frequency response function. It is often the case that
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fusion of inputs and outputs, as shown in figure 3.2, will result in a drop in the
controllability and observability of the system [18]. So, in this step, we will show how
to calculate the vector Ty; and T, ; so that they have the optimum controllability
and observability over the mode to be controlled. This optimality is quantified in
terms of the H, norm as in Definition 1. Also, we will best utilize the property of the
mechanical system to simplify the problem introduced in equation 3.19 of step 2.
The result will be a numerically efficient algorithm that allows us to directly obtain
Ty; and T,; from the frequency response function, which will have maximum
controllability and observability over the mode to be controlled.

As the final step, after we calculate the vectors T),; and T,; using the proposed
approach, a SISO controller can be implemented as shown in figure 3.2.

Step 1: Mode decoupling:
Assuming there are a total of n,, modes that we want to isolate from the mode we
want to control. We can collect all the input and output mode shape vectors Tl’”.

and TJ’, ; from the n'" modes we want to isolate and concatenate them in the matrix
T, and T), as:

Tp=[ Tk - 5T, |
and
[ T T |.

To prevent the dynamics of other modes from entering the targeted mode, their
null space is computed respectively as:

Ny =N (T)) (3.8)

and
Ny =N (T)), (3.9)

where the 4(T},) denotes finding the null space of matrix T},.

These null spaces N, and N, will be used in the subsequent step to compute the
modal transformation vectors Ty, ; and Ty;. It is worth noting that if the T}, and TJ’,
are matrices with full rank, then we can not have the solution for the null space
where the dynamics of other modes can be isolated. This also implies that for a
limited number of actuators and sensors, the total number of modes we are able to
isolate is finite.

To compute the aforementioned null space N, and N, from the frequency
response function, we first need to obtain all the input mode shapes vectors
Ty1--- Tin,, and output mode shapes T} ;...T; , . To compute the vector T, ;, for
example, we first parameterize it in an n, dimensional sphere coordinates with
n, —1 angular coordinates ¢ = [p1,¢2,...,¢,,-1], where all the angles ranging from
[-m,m) [21]. The reason for this parametrization is that we only want to know the
direction of the input mode shape TI’M. instead of its magnitude, so using sphere
coordinates would be sufficient. Also by using the sphere coordinates, we could
reduce the total number of variables to n,—1 instead of n;,, which reduces the
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computational time for the subsequent optimization problem. Therefore, the vector
T, . can be rewritten as:

sin(¢1)...sin(@n,—2)sin (@n,-1)
sin(¢1)...sin(@n,-2) cos(@n,-1)
oo : _ (3.10)

u,i
sin (¢1) cos (¢2)
cos (¢1)

Second, to recover the optimum direction in which the input mode shape TI’M.
represented in this system’s input and output relationship [22], we would examine
the frequency response of M(w;), which is defined at the natural frequency of the
first mode w;:

M(w;) =G ;) N (Ty,;). (3.11)

If the A(T,,;) shows no excitation in M(w;), we can recover the optimum direction
of T/ i This can be formulated as an optimization problem where we need to sum
up all the elements my; € C in the matrix M(w;) and minimize the objective function
J defined as:

ny ny—1

J=min) Y |myl. (3.12)
? k=1 =1
Because we parameterize the input mode shape Tz;,l with the sphere coordinates
¢ = [@1,92,...,¢pn,-1], this will lead to a non-linear multi-variable optimization
problem, and Matlab toolboxes such as Genetic Algorithm Toolbox can be used to
find the optimum solution for ¢.

Step 2: Obtain the modal filter for the mode to be controlled :
According to Definition 1, the efficiency factor n of the coordinate transformation
vectors Ty, ; and Ty; on the original system G(s) can be represented as:

n=|1,60 i,

(3.13)

So the following optimization problem can be formulated to obtain the optimum
transformation vectors with unit length T,,; and T),; [18]:

T .
o, mewt,
subject to || Ty,if, =1
_ 3.14
” Tyil, =1 ( )
T{l Tyu,;=0
TJ,, Ty, =0,

The last two conditions in Equation 3.14 ensure that the optimum vectors T, ; and
Ty,; we obtained are orthogonal to the direction of the modes we want to isolate.
Therefore we can achieve both mode decoupling and have maximum controllability
and observability of the targeted mode.
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To transform the multi-variable optimization problem into a single variable, the
Lemma 1 can be used:

Vonl. (3.15)

| 756 T

_ T
= TG T

Looking at the right side of the equation, the second term /w,({ only relates to
the modal property of the mode so that it can be taken out of the optimization
problem. For the first term ’TyT iG(wi)Tu,i|, it can be considered as the complex

number z in Definition 2, so we can replace the process of finding the modules of
complex number z, by a single variable optimization problem:

| 7] G T )

= max TL fO) Ty, (3.16)

where f(0) is shown in Definition 2. Therefore, we can reduce the total optimization
variables needed from 7, + ny to only one,

Then, to enable the decoupling constraint in Equation 3.14, we need to constraint
the vectors T,; and T),; in the null space of matrices T, and T} respectively. This
can be achieved by transforming the original vectors T,; and T); into the new
vectors T, ; and T),; using the N, and N, calculated in Equation 3.8 and 3.9:

(3.17)

Therefore, by replacing the old variables T, ; and T),; with new variables Tu,i and
Ty,;, Equation 3.16 is now augmented with the mode decoupling constraint and can
be rewritten as:

T, .G@) Ty,

= |77 N] G N T
(3.18)
— T ArT a

= Ineax Ty’l-Ny FO)N,T,;.

Therefore, the original problem in Equation 3.14 can be considered as the following
optimization problem:

max TyTiG(wn)Tu,i

= max )TyfiNyTG(wn)NuT ;

Tu,i:Ty,i Tu,iva,l
_ AT AT 2
= max max(1),N] FON, T, (3.19)
w,irly,i

= max max (7:Ny FONu T
Tu,iva,i

To solve the optimization in Equation 3.19, we first need to find the optimum 6*
in the first optimization step. After the optimum 6* has been computed, because
vectors Ty; and T); both have the unit length, the second optimization problem
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of Equation 3.19 can be seen as finding the maximum singular value o, of the
matrix Ny F(@*)N, [18]:

max 77, (N] FO" )N, Tui = |N] F@*)N,
fu.iva,i P

, = Omax: (3.20)

Therefore, the optimum vectors T, ; and T),; can be directly obtained by using the
Singular Value Decomposition (SVD) on matrix N},T F(O*)Ny:

Omax O

N T
" ]

NyFO*)N, =[ Ty; ... ] [ Tui , (3.21)

where the Tu,i and Tu, ; are the right-singular vectors and left-singular vectors,
respectively.
After that, we can recover the actual vectors T;,; and T),; by again using Equation
3.17: R
Tu,i =Ny Tu,i
Ty = NyTy,i-

To conclude Section 3.4, the algorithm can be summarized as follow: First, we
need to calculate the null space N, and N, in which the dynamics of other
modes are isolated from the targeted mode, and this can be obtained by solving
the first optimization problem in Equation 3.12. Second, we need to calculate the
modal transformation vector T, and T), which give the maximum observability and
controllability in terms of the -, norm over the targeted mode, and these vectors
can be obtained by solving the second optimization problem in Equation 3.19.

After we obtain the vectors T, ; and T),;, all the actuator signals U and sensor
signals Y can be combined and distributed so that only the targeted mode can be
actuated and observed by the SISO controller. As a result, any SISO Active Vibration
controller can now be used as the modal controller.

3.5. DATA-BASED MODAL ACTIVE DAMPING — EXPERIMENTS

3.5.1. DESCRIPTION OF EXPERIMENTAL SETUP

In order to validate the performance of the proposed data-based filter, a vertically
clamped cantilever made up of aluminum will be used to represent the lightweight,
flexible system. The complete system consists of a flexible beam with four collocated
piezoelectric patches acting as actuators and sensors. A piezoelectric stack actuator
at the root of the beam will be used to generate the disturbance signal, and an
accelerometer will be placed at the tip of the beam to measure the vibration
amplitude. The accelerometer and the stack actuator will be used as the performance
channel to evaluate the damping performance. For real-time implementation, the
National Instruments Compact RIO FPGA Module is used to obtain the sensor
outputs and compute and send the control signal to the voltage amplifier BD-300
to drive the piezoelectric actuator. The final assembled experimental setup and its
illustrative diagram are shown in Figure 3.5.
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To obtain the MIMO FRD model of the system, a swept sine signal from 1 Hz to
1000 Hz is performed on each piezoelectric actuator to excite the system. And to
collect each sensor output, a sampling rate of 10 kHz for the FPGA Module is chosen
to provide a more accurate reconstruction of the frequency response below 1000 Hz.

MIMO FRD model

From: Actuator 1 From: Actuator 2 From: Actuator 3 From: Actuator 4 From: Stack Actuator

W

-50

-100

-50

-100

-50

-100

Magnitude (dB)
To: Sensor 4 To: Sensor 3 To: Sensor 2 To: Sensor 1
o

1]
hBEE:

LR

-50

-100
0

S

-50

To: Acc

-100

A
A

102 102 102
Frequency (Hz)

102

Figure 3.4.: MIMO frequency response function obtained from the experimental
setup

After obtaining the time domain data, the Matlab System Identification Toolbox is
used to obtain the complete five-by-five MIMO FRD model, which also includes the
aforementioned performance channel. The bode plot of this FRD model is shown in
Figure 3.4, and it will be used to design the filter in Section 3.5.2.

3.5.2. FILTER IMPLEMENTATION

From the experimental data, five resonance peaks are clearly visible within the
identified frequency range, which is located at 8.68, 53.2, 149, 296, and 485 Hz,
respectively. With the identified resonance frequency, we can directly use the MIMO
FRD model in the proposed algorithm in Section 3.4 to compute the vectors T, ; and
Ty,;. Because there are a total of four collocated piezoelectric patches in the system,
we can choose to isolate any of these five modes from the other three modes. So, to
validate the performance of the filter on the real experimental data, the goal is to
dampen the third mode at 53.2 Hz, and the filter should isolate it from the modes at
8.68, 53.2, and 296 Hz.

Using the acquired data and the method described in section 3.4, the vectors Ty, 3
and Ty3 can be computed as:

Ty,3 =10.49;-0.74;0.38;0.26],




48 3. DATA-BASED MODAL SPACE CONTROL FOR ACTIVE DAMPING

— M Accelerometer

Stack
actuator
(a) The assembled (b) Mlustration of experimental
setup setup

Figure 3.5.: The experimental setup

and
Ty3=10.16;-0.76;0.51;0.26].

In Figure 3.6, we can evaluate the performance of the computed vectors T, 3 and
Ty3 in the open loop and compare it with the aforementioned performance channel.
In the upper magnitude of Figure 3.6, we can observe there are four peaks visible in
the performance channel, but we can only observe one peak at 53.2 Hz in the filter
channel. The flat line outside of the third resonance means the modes at 8.68, 53.2,
and 296 Hz are completely isolated from the third mode. Also, we can examine the
phase plot to have the same conclusion: in the performance channel, the phase is
dropping every —180° after each resonance, but in the filter channel, the phase is
only dropping to nearly —180° for the third mode, and within the considered range
of frequencies, the phase always stays at 0° line and we can not observer any phase
drop due to resonance, which indicates nearly perfect isolation the non-targeted
modes. And the phase is only slightly dropping as the frequency increase because of
the time delay in the system.

3.6. CONCLUSION

In this paper, a novel data-based modal control method is introduced, aiming
at dampening the harmful flexible modes using a large number of actuators and
sensors. The proposed method has been verified using the MIMO non-parametric
frequency response obtained from the experimental setup, which shows nearly
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Figure 3.6.: Online implementation of T3 and Ty3

perfect isolation of the mode of interest. Then, a SISO controller using all available
actuators and sensors can be implemented to dampen this mode, which greatly
reduces tuning effort compared to the decentralized control architecture.
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DISCUSSION

The following sections discuss additional aspects of the method with the aim of provid-
ing further insights into the method and motivating future developments.

4.1. EXPERIMENTAL STUDY
FILTER IMPLEMENTATION FOR OTHER MODES
In chapter 3, we have demonstrated the proposed data-based modal control method can
perfectly isolate the third mode from the rest of the dynamics in the frequency range of
interests. In this section, we want to demonstrate the applicability of this method by
applying it to the other modes.

In Figure 4.1, the second mode at 53.2 Hz is isolated from the modes at 8.68, 149, and
296 Hz. The vectors Ty, 2 and T),» is computed as:

Ty, =1[-0,74;0,40;0,38;0,35],

and
Ty,2 =1[-0,44;0,73;0,27;-0,43].

In Figure 4.1, from the Bode magnitude plot, we can see the flat line outside of the
second resonance, which indicates good isolation of the second mode. From the phase
plot, we can only observe a significant phase drop at around 50 Hz. But for the first mode
at around 8 Hz, we could see a negligible phase drop for a few degrees, and for the third
mode at around 149 Hz, we could see a very small phase lead which does not correspond
to the plant’s collocated behavior.

In Figure 4.2, the open loop response of filter T, 3 and T3 is plotted, which has been
described in detail in section 3.5.2.

In Figure 4.3, the fourth mode at 296 Hz is isolated from the modes at 8.68, 149, and
53.2 Hz The vectors Ty 4 and T),4 is computed as:

Ty4=1[-0,37;0,59;-0,55;0,44],

and
Ty4=1-0,08;0,57;-0,68;-0,42].

53
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In Figure 4.3, we have the same conclusion for the performance of vectors Ty, 4 and Tj,4.
From Figure 4.3, before the fourth mode at 296 Hz, we can see the flat line both in the
magnitude plot and the phase plot, which indicates perfect isolation of the first three
modes.

In Figure 4.4, the first mode at 8 Hz is isolated from the modes at 149 and 53.2 Hz.
The reason for this is that the filters T;,; and T,; are designed based on the initial setup
with only three collocated piezoelectric patches, so the maximum number of modes the
filter can isolate is two. But from the bode plot, we can also conclude this filter is able to
isolate the second and the third mode from the first one.

ACTIVE DAMPING CONTROLLER

After we have examined the performance of the vectors T;, 3 and T),3 in Section 3.5.2 and
concluded it could achieve nearly perfect mode decoupling, we can then design a SISO
controller for all four collocated piezoelectric patches just for the targeted mode. Be-
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cause the cantilever beam is a continuum system, there is an infinite number of modes
in the system. But we only have a total of four collocated patches, so we can only isolate
up to the fourth mode as explained in Section 3.4. To avoid the excitation of higher-order
modes that we can not isolate, we would use a controller with low-pass characteristics,
such as Positive Position Feedback (PPF), to dampen the targeted mode.

The transfer function of the PPF controller C(s) is given as follows:

4.1)

2
C(s) L

sz+2(fwfs+wf

where g, wy, and (¢ are the tuning parameters and represent the gain factor, corner

frequency, and damping ratio, respectively.
To implement the controller, we set the corner frequency w f =532 Hz, which is the
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resonance frequency of the third mode, and the gain and the damping ratio are tuned to

be g=0.25and {r =0.2.
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To evaluate the damping performance, we can compare the undamped plant and the
damped plant in the performance channel, which is from the piezoelectric stack actua-
tor at the base to the accelerometer at the tip. In Figure 4.5, the two frequency responses,
the damped plant, and the undamped plant, are plotted.
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4.2, SIMULATION

In this section, the initial simulation to study the algorithm is shown. The system is the
same as the experimental setup: four collocated piezoelectric patches attached to an
aluminum beam with the same dimension and with a piezo stack actuator and an ac-
celerometer acting as the performance channel. But in the simulation, only four flexible
modes are included in the system. Because there are no higher-order modes after the
fourth mode, we could observe the —2 slope at the high frequency. From Figure 4.7, we
can see that in the offline simulation, filter Ty, 3 and T}, 3 can isolate the third mode from
the system. What is more interesting is the pole-zero map in Figure 4.8, and from this
figure, we can conclude that what the algorithm really did is to place the zero at the loca-
tion of the pole that we want to isolate, and it achieved that only using the information of
the frequency response without obtaining the actual pole location from the parametric
model.
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CONCLUSIONS

5.1. CONCLUSION

In this thesis, a novel data-based modal control scheme for active damping was
developed. This was motivated by the increasing requirement for speed and precision
in the mechatronics system, and a solution is needed to dampen the flexible mode
that is limiting the maximum achievable bandwidth.

After the literature study, it was concluded that a modal control method is needed
to improve the current decentralized control architecture. Another requirement is
that this modal control method should be based on the frequency response function,
which can be easily obtained, and this will allow the possibility to circumvent the
time-consuming process of obtaining an accurate parametric model.

In this thesis, the aforementioned requirement is fulfilled by developing an
optimization algorithm that allows us to compute a set of vectors that combine all
the sensor signals and redistribute all the actuator signals in such a way that only a
single flexible mode is made controllable and observable. In this way, the dynamics
of other modes are filtered out of the active vibration control loop.

This method was then validated experimentally on a cantilever beam with four
collocated placed transducers. The experiment shows that the computed vectors can
perfectly isolate the targeted mode from the rest of the dynamics. Then, a SISO
active vibration controller can be implemented to dampen the targeted mode using
all available sensors and actuators.

5.2. RECOMMENDATION

In this section, recommendations for future work is given:

e In section 3, we have validated the proposed method on the experiment setup:
after we have obtained the frequency response function, the proposed method
can make the specific flexible mode both uncontrollable and unobservable.
However, in practice, making one mode either uncontrollable or unobservable
should be sufficient to let this mode disappear from the frequency response.
In future work, one possible direction could be to investigate what is the
optimum arrangement for the unobservability and uncontrollability of a mode
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such that we could cover a wider range of frequencies with the same amount
of actuators and sensors.

Another possible direction is to investigate how to use the zero calculated in the
algorithm to have the maximum reachable damping. In [1], the authors have
proven that for a lightly damped MIMO system with collocated transducers, a
low authority control law will have the property that the maximum achievable
damping for a mode is proportional to the distance between the pole and the
transmission zero. This may imply that other than using the zeros to make
the mode unobservable and uncontrollable, the zeros can also be placed in a
smart way so that the maximum achievable damping for the active vibration
controller is increased. And this naturally begs the question of how we can
measure the distance between a pole and a transmission zero in the system
when this system is described only using frequency response function. If this
distance can be calculated, or a value that is proportional to this quantity
is obtained, how can the maximizing of this value be incorporated into the
existing optimization scheme?



(1]
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EXPERIMENT

In Appendix A, how to use Compact Rio FPGA Module with Labview for real-time imple-
mentation will be explained.

A.1. LABVIEW PROJECT

In Figure A.1, all the Labview files and the FPGA hardware is shown. For the FPGA mod-
ule, we use two FPGA analog inputs NI9263, to collect the outputs of the piezoelectric
sensors and one FPGA analog input NI 9201, to send the control signal to the piezoelec-
tric actuators via the amplifier. The files that are most relevant for the implementation
are the Host.vi, RTMain.vi, and the FPGA.vi highlighted in Figure A.1.

=& Project: MIMO_iden.lvproj

- My Computer

d

Dependencies

Build Specifications

I-cRI0-9039-01C9918E (169.254.61.47) [Link-local IP Address]
Chassis (cRIO-9039)

- [ Real-Time Scan Resources
= {8 FPGA Target (RIOD, cRIO-9039)
Chassis 1/0
Mod1
Mod2
Mod3
Mod4
40 MHz Onboard Clock
~ ) Mod1 (Slot 1, NI 9201)
1 Mod2 (Slot 2, NI 9260)
- ) Mod3 (Slot 3, NI 9263)
1 Mod4 (Slot 4, NI 9263)
-~ Ik FIFO
)
[ FPGAVariablesi
[l Control_loop_subVl.vi
1Ib FIFO SGL_Modal
e Dependencies
‘% Build Specifications
!
B Dependencies
‘% Build Specifications

aLaLatata

Figure A.1.: Project

The FPGA.vi file can be considered as the real-time control loop: the FPGA module
collects all the sensor data and processes them based on the instruction in the FPGA.vi
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file and send the control signal to the FPGA output ports. It is worth noting that any
modification in the FPGA.vi file will result in the recompiling of the file, which will take
20 to 40 minutes depending on the file size.

And what makes the FPGA an attractive option for real-time implementation is that
each loop can run parallel, so the delay caused by the computation is reduced signifi-
cantly compared to the MCU board, such as TI2000. In the following figure, we will show
the most important control loop in the FPGA.vi file.

®an Mod1/AI0" {
FanModi/AIT
AR Mod /AL

[ ]
et 5

FanModi/ABS|
Fanodi/AZy|

’ f
f}
> feem)
i &V .
[Baoor-.....[ @]
o]

Figure A.2.: Data collection loop

In Figure A.2, the data collection loop is shown. The data is collected from AIO to AI5,
and it is sent to the global variable, such as Sensor 1 and Sensor 2. The block between
them can be used to find the new zero point of the signal when the sensor needs to be
re-calibrated.
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Figure A.3.: Data process loop
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In Figure A.3, the data process loop is shown. After the data is collected and stored in
the global variable, the data process loop will compute the output to the actuator based

on the specified control algorithm.

NI 5263 Output Molduie

YT
A Ned3 /AT
. AR Mod3/AOZY
Dota Logging
A Mod3/AOT
AR Mod4/A00!

Wi 3

e

Timed Out?
i

Figure A.4.: Data storage loop

In Figure A.4, the data storage loop is shown. All of the data will be sent to the computer
via a FIFO block. These data can be later processed in Matlab.
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Figure A.5.: RTMain control panel



66 A. EXPERIMENT

We have mentioned in this section before that any modification in the FPGA.vi file will
result in a re-compilation time of around 20 to 40 minutes. So, to shorten the waiting
time, any possible changes of the parameter will be put into the RTMain.vi. The control
panel of this file is shown in A.5. We can change the control parameter while the FPGA.vi
is running, such as the on and off switch, and the parameter for the Input Blending and
Output Blending.

After that, we need to store all of the useful data in the computer, such as the sensor
outputs and the actuator input. This is done in the Host.vi file. The front panel and the
back panel of this file are shown in Figure A.6 and Figure A.7. In the front panel, we can
monitor the data while the FPGA is running. And in the back panel, how the data is sent
to the host computer via FIFO block is shown.

........ ploto E ] Acustor2 ploto PR Actustor s poto Y| Acumors #loto QY stack Actuator poto M
s200- 5200 s200- s200 00
soo0- 5000 so00- 5000
e
oD = g 0] ¢ ]
e H fe {er oo
% a0 < a0 00 o] H
2000
a0 a0 e a0}
000 | 4000 | 000-1 / o001 d 2600
2im o 2w s 21iee o 2 o 23
Time Time Time Time
,,,,,,,,, ot encor 4 Pot0
sorvor 1 neto R o R LIE - jRERns veto M

it
Ampltude.
b883.388

3 2382 o 2383 3 21383 [3 21383 3 28
T

Figure A.7.: Host.vi back panel
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Finally, the data collected in the Labview can be imported into Matlab for post-processing. A
In Figure A.8, we show the correct setting for importing the date to Matlab.

IMPORT VIEW

O Delimiteq Column delimiters: Output Type: “Replace - unimportable cells with - NaN = + ¥
b

© Fixed Width @ Delimiter Options /0 NaMeSROWD__= g+ Optio.. » + Selection~
DELIMITERS SELECTION IMPORTED DATA UNIMPORTABLE CELLS IMPORT
act_1.vm
A B c D 3 F G H 1 J K
VarNamel  actl act2 act3 act4 stack  sensorl  sensor2  sensor3  sensor4 acc
[Text ~vNumber vNumber ~Number ~vNumber vNumber ~vNumber ~vNumber ~vNumber vNumber ~vNumber ~
1 [4600,0000... 4600,0000... |4600,0000... 4600,0000... 0,000000 _-6,000000 |-7,000000 |-10,000000 -7,000000 |282,000000
2 (4600,0001 14600,0000... |4600,000( 14600,0000... 0,000000 -8,000000 |-7,000000 |-6,000000 -5,000000 282,000000
3 }4600,0000... 4600,0000... |4600,0000... 4600,0000... 0,000000 -7,000000 |-10,000000 -9,000000 -5,000000 |282,000000
4 (4600,0001 14600,0000... |4600,000( 14600,0000... 0,000000 -7,000000 |-3,000000 |-7,000000 -7,000000 281,000000
5 }4600,0000... 4600,0000... |4600,0000... 4600,0000... 0,000000 -7,000000 |-4,000000 -6,000000 -7,000000 |280,000000
6 (4600,0001 14600,0000... |4600,000( 14600,0000... 0,000000 -8,000000 |-4,000000 -1,000000 -5,000000 282,000000
7 }4600,0000... 4600,0000... |4600,0000... 4600,0000... 0,000000 -8,000000 |-14,000000 -19,000000 -6,000000 |282,000000
8 {4600,0000... |4600,0000... 14600,0000... 0,000000 -8,000000 |-15,000000 -6,000000 -7,000000 281,000000

Figure A.8.: Import data in Matlab






MATLAB CODE

The Matlab code for the proposed method is listed below. The input is the frequency
response data (FRD) collected from the simulation model or the experiment.

clear
clc

load('SYS.mat');
load('filter _onine identification.mat');
load (' Gnew.mat');

load('H 0601');
load ('BV1");
load ('BV2");
load ('BV3");
load ('BV4");

load ('H full FRD');

load ('PPF_off');
load ('PPF _on');

SYS.H
SYS.A=
SYS.B
SYS.C
SYS.D=D;
SYS.Cmodal=Cmodal;
SYS.Nmodes=Nmodes;
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B. MATLAB CODE

SYS.omega2=omega2;

SYS.ky=[1;

SYS.ku=[];

SYS.sys_ss=[];

SYS.k=[1;

SYS.sys_fb=[1;

SYS.Htf _nest =[];
SYS.InputModeShape = [];
SYS.OutputModeShape = [];
SYS.NumOfPatch = 4;

SYS.wn =[];
SYS.wnl =[];

BVSetting.IsModeDecoupled =
BVSetting.DampedMode = 1;

SYS1 = 8YS;
SYS2 = 8YS;
SYS3 = 8YS;
SYS4 = SYS;

SYS1.wn = 2xpix[ 8.68 53.2
SYS1.wnl = 2*pix[ 8.68 53.2
SYS1 = getInMS(SYS1);

SYS1 getOutMS (SYS1);

SYS1 =FindBV(SYS1);

SYS2.wn = 2xpix[ 53.2 8.68
SYS2.wnl = 2*xpix[ 53.2 8.68
SYS2 = getInMS(SYS2);

SYS2 = getOutMS(SYS2);

SYS2 =FindBV(SYS2);

SYS3.wn = 2x*pix*[ 149 53.
SYS3.wnl = 2*xpi*x[ 149 53.
SYS3 = getInMS(SYS3);

SYS3 getOutMsS (SYS3);
SYS3 =FindBV(SYS3);

NN

SYS4.wn = 2xpi*[ 296 53.2 8.

true;

149 2961 ;
149 2961 ;

149 296];
149 296];

8.68 296];
8.68 296];

68 149 1;
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SYS4.wnl = 2*pix[ 296 53.2 8.68 149 ];
SYS4 = getInMS(SYS4);

SYS4 = getOutMS(SYS4);

SYS4 =FindBV(SYS4);

opts = bodeoptions('cstprefs');
opts.MagUnits = 'db';
opts.XLim= [5 0.45e3];
opts.Grid = 'on';
opts.PhaseWrapping = 'on';
opts.PhaseWrappingBranch
opts.PhaseVisible = 'on';
opts.Title.String = '';
opts.Title.Interpreter = 'latex';
opts.XLabel.Interpreter = 'latex';
opts.YLabel.Interpreter = 'latex';
opts.XLabel.FontSize = 13;
opts.YLabel.FontSize = 13;
opts.Title.FontSize = 13;

-180;

figure ()

bode( -SYS1.ky' * SYS1.H * SYS1.ku,-BV1, opts)
legend ('0Offline filter','Online filter')
title('Filter for the first mode')

figure ()

bode( -SYS2.ky' * SYS2.H * SYS2.ku,-BV2, opts)
legend ('0Offline filter','Online filter')
title('Filter for the second mode')

figure ()

opts.XLim= [5 0.35e3];
bode (-BV2 ,PPF_off, opts)
1egend(‘Filter online implementation

channel')

title('Filter for the second mode')
h = findobj(gcf, 'type','line');
set(h, 'linewidth',2);

','"Performance

figure ()
opts.XLim= [5 0.35e3];
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bode (-BV3,PPF_off, opts)

legend ('Filter online implementation','Performance
channel')

title('Filter for the third mode')

h = findobj(gcf, ' 'type','line');

set(h, 'linewidth',2);

figure ()

bode( -SYS4.ky' * SYS4.H * SYS4.ku,-BV4, opts)
legend ('0ffline filter','Online filter')
title('Filter for the fourth mode')

figure ()
opts.XLim= [5 0.35e3];
bode (-BV4 ,PPF_off, opts)
legend ('Filter online implementation', 'Performance
channel')
title('Filter for the fourth mode')
h = findobj(gcf, type','line');
set(h, 'linewidth',2);

figure ()

bode (PPF_off ,PPF_on,opts)

legend ('Undamped beam', 'Damped beam')
title('Bode plot for the performance channel')
h = findobj(gcf, ' 'type','line');

set(h, 'linewidth' ,2);

figure ()

opts.PhaseVisible = 'off';
bode (H, opts)

title ('MIMO FRD model')

h = findobj(gcf, 'type','line');
set(h, 'linewidth',1.5);

Fs = 1le4;

ts = 1/Fs;
W= 149%2x*pi;
g = 0.05;
eta=0.10;

k=1/0.398;
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sign = 1;
PPF = signxtf ([1xk*gl,[1/W™2 2*eta/W 1]1);
PPFd = c2d(PPF,ts, 'tustin');

PPF_numd = cell2mat (PPFd.Numerator) ;
PPF_dend = cell2mat (PPFd.Denominator);
gain = 1;

Labview_PPF_num -1 * gain * fliplr (PPF_numd)

Labview_PPF_den fliplr (PPF_dend)

function [SYS]=FindBV(SYS)

BVSetting=SYS.BVSetting;

wn = SYS.wn;

n = BVSetting.DampedMode;

wnl = wn(n);
M = SYS.H;
if BVSetting.IsModeDecoupled == false

[reZ,imZ] = nyquist (M,wnl);
bnd_min= 0; bnd_max = pi;
F = @(phi) -norm( (reZ * cos(phi) + imZ * sin(phi)) ,2)

)

phi_star = fminbnd(F,bnd_min,bnd_max) ;

Fmat = (reZ * cos(phi_star) + imZ * sin(phi_star)) ;
[ky_mat ,~,ku_mat] = svd(Fmat);

ku_true = ku_mat(:,1);

ky_true = ky_mat(:,1);

effi = norm(ky_true' * M * ku_true, 2)/norm(M ,2) ;

elseif BVSetting.IsModeDecoupled == true
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Bl = SYS.InputModeShape (:,1);
B2 = SYS.InputModeShape(:,2);
B3 = SYS.InputModeShape(:,3);
B4 = SYS.InputModeShape(:,4);
D1 = SYS.OutputModeShape(1,:);
D2 = SYS.OutputModeShape(2,:);
)
)

’

D3 = SYS.OutputModeShape (3,
D4 = SYS.OutputModeShape (4,

)

if BVSetting.DampedMode == 1
Nul = null([B2';B3';B4' 1);
Nyl = null( [D2;D3;D41]);

elseif BVSetting.DampedMode == 2
Nul = null ([B1';B3';B4']);

Nyl = null([D1;D3;D41]);

elseif BVSetting.DampedMode == 3
Nul = null ([B1';B2';B4']);

Nyl = null([D1;D2;D41]);

elseif BVSetting.DampedMode == 4

Nul = null([B1';B2';B3']);
Nyl null ([D1;D2;D3]);
end

[reZ,imZ] = nyquist (M,wnl);

bnd_min= 0; bnd_max = pi;

F = @(phi) -norm( Nyl' * (reZ * cos(phi) + imZ * sin(phi)
) * Nuil ,2);

phi_star = fminbnd(F,bnd_min,bnd_max);

Fmat = Nyl'x (reZ * cos(phi_star) + imZ * sin(phi_star))
* Nul;

[ky_mat ,~,ku_mat] = svd(Fmat);

ku ku_mat (:,1);

ky ky_mat (:,1);

ku_true= Nul * ku;




75

ky_true= Nyl * ky;
end

SYS .ky=ky_true;
SYS.ku=ku_true;

end

function [SYS] = getInMS(SYS)

Htf_nest=SYS.H;

wn = SYS.wn;

NumOfPatch = SYS.NumOfPatch;
B_result=[];

for i = 1:1length(wn)

wn_nest=wn (i) ;

Htf_wn = freqresp(Htf_nest,wn_nest);
[Jmin] = Jcost_nested(Htf_wn);
bmi_result = GetBmi (Jmin,NumOfPatch);
B_result= [B_result bmi_result];

end

SYS.InputModeShape = B_result;
end

function Bmi = GetBmi (Jmin, NumOfPatch)
Jresult = Jmin;

if NumOfPatch == 4

Bmi = [cos(Jresult (3))*cos(Jresult(2))*cos(Jresult(1));
sin(Jresult (3))*cos(Jresult (2))*cos(Jresult (1)) ;sin(
Jresult (2))*cos (Jresult (1)) ;sin(Jresult(1))];

elseif NumOfPatch == 3

Bmi = [cos(Jresult (2))*cos(Jresult (1)) ;sin(Jresult (2))*
cos (Jresult (1)) ;sin(Jresult (1))];

end

end

function [Jmin] = Jcost_nested (Htf_wn)
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lb=[-pi,-pi,-pil;
ub=[pi,pi,pil;

problem.solver = 'ga';
problem.fitnessfcn = Q@JcostNest;
problem.nvars = 3;

problem.1lb=1b;

problem.ub =ub;

problem.options = gaoptimset('PopInitRange',[-pi,-pi,-pi;
pi,pi,pil);

[Jmin,f,exitflag,output] = ga(problem);

function J = JcostNest (theta)
thetal= theta (1) ;
theta2= theta(2);
theta3= theta(3);

bmi = [cos(theta3)*cos(theta2)*cos(thetal) ;sin(theta3
Y*cos (theta2)*cos(thetal);sin(theta2)*cos(thetal);
sin(thetal)];

Tini = [bmi,null (bmi')];
M = Htf_wn * Tini;
J norm(M(:,2:end) ,1);

end
end

function [SYS] = getOutMS(SYS)

Htf _nest=SYS.H;

NumOfPatch = SYS.NumOfPatch;
wn = SYS.wnil;

C_result=[];

for i = 1:length(wn)

wn_nest=wn (i) ;

Htf _wn freqresp(Htf_nest ,wn_nest);
[Jmin] JcostC_nested (Htf_wn);
cmi_result = GetCmi (Jmin,NumOfPatch) ;
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C_result [C_result; cmi_result];

end

SYS.OutputModeShape C_result;

end

function Cmi GetCmi (Jmin , NumOfPatch)

Jresult Jmin;

if NumOfPatch 4

Cmi [cos(Jresult (3))*cos(Jresult (2))*cos(Jresult (1)),
sin(Jresult (3))*cos(Jresult (2))*cos(Jresult (1)) ,sin(
Jresult (2))*cos(Jresult (1)) ,sin(Jresult (1))];

elseif NumOfPatch 3

Cmi = [cos(Jresult(2))*cos(Jresult(1l)),sin(Jresult (2))*
cos(Jresult (1)) ,sin(Jresult(1))1];

end

end

function [Jmin] JcostC_nested (Htf_wn)

l1b=[-pi,-pi,-pil;
ub=[pi,pi,pil;

problem.
problem.
problem.
problem.

solver
fitnessfcn
nvars 3;
1b=1b;

ga'

>

@JcostNestC;

problem.ub =ub;
problem.options

pi,pi,pil);
[Jmin,f,exitflag,output]

= gaoptimset ('PopInitRange',[-pi,-pi,-pi;

ga(problem) ;

function J JcostNestC(theta)
thetal= theta(l);
theta2= theta(2);
theta3= theta(3);

cmi = [cos(theta3)*cos(theta2)*cos(thetal),sin(theta3)x*
cos(theta2)*cos(thetal) ,sin(theta2)*cos(thetal) ,sin(
thetal)];
Touti = [cmi;null(cmi).'];
M = Toutix*Htf_wn;
J = norm(M(2:end) ,2);
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367 ’ end
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