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Abstract
Commonsense knowledge is the key of human in-
telligence in generalizing their knowledge to deal
with complex tasks. Over the past years, a lot of
research has been done in both natural language
processing (NLP) and computer vision (CV) on
leveraging commonsense knowledge to improve AI
models. However, no systematic comparisons of
existing work have been made between the two do-
mains. Therefore this survey aims to provide an
overview of how commonsense knowledge is used
within NLP and CV and how research varies be-
tween these two domains and what future chal-
lenges it may hold. An observation made from this
survey is that leveraging commonsense is more dif-
ficult in CV than NLP, as commonsense is mostly
incorporated textually and datasets need to be fil-
tered to make them more relevant for visual com-
monsense. We hope to promote further research
and create a better understanding of commonsense
knowledge and its applications with this survey.

1 Introduction
Commonsense knowledge is an important topic within ar-
tificial intelligence (AI), especially in the areas of natural
language processing and computer vision. Commonsense
knowledge is knowledge that everybody is expected to know.
It can normally be left out when conveying a message. Take
an example “Lemons are sour”, people are expected to know
this and therefore it can be left out when talking about
lemons. This makes it difficult for AI-based models to pos-
sess commonsense knowledge, as it is not always available in
the data [Ilievski et al., 2021]. However, AI models can bene-
fit a lot from commonsense knowledge, like allowing them to
reason about certain situations and explain how they come to
an answer [Lin et al., 2019], improving machine translation
[Vilares et al., 2018] or even supporting robot manipulation
and navigation [Zhu et al., 2019].

In recent years a lot of research on commonsense knowl-
edge is done, resulting in the creation of commonsense
benchmarks like CommonsenseQA [Talmor et al., 2018] and
VCR [Zellers et al., 2019]. These benchmarks are common-
sense datasets where state-of-the-art language models like
BERT [Devlin et al., 2018] are tested and trained on, to test
their accuracy on particular commonsense tasks. Besides data
sets, other benchmarks consist of models like TopicKA [Wu
et al., 2020] or R2C[Zellers et al., 2019], which are devel-
oped for all kinds of commonsense tasks like Dialogue or
VCR . However, although there is a lot of existing work in
commonsense, no comparisons are made yet between the two
domains.

In this survey, the main research question is “How does
research related to commonsense knowledge vary across nat-
ural language processing (NLP) and computer vision (CV)”.
As these are two major fields in artificial intelligence, more
research is done on commonsense in these areas. However,
right now no prominent surveys to evaluate and compare the

existing NLP/CV methods exist, which serves as motivation
for this survey. To answer the main research question, we
divided it into two subquestions: (1) What kind of different
NLP/CV tasks incorporate commonsense, and (2) what are
the specific usages of commonsense knowledge within these
different tasks?

Therefore the goal of this survey is to give an overview
of the different NLP and CV tasks that incorporate common-
sense and how this commonsense is specifically used within
these tasks (Figure 1 for a high-level overview). We see that
when comparing NLP to CV, there exists a lot more work in
NLP, because commonsense is easier to incorporate textually
and that incorporating commonsense in a lot of CV tasks goes
in combination with NLP. In this survey, an analysis is made
to compare the difference of each usage within NLP or CV to
finally promote further research of commonsense knowledge
with AI.

The structure of the paper is as follows. First, the method-
ology will show how and what kind of papers were collected
and organized and how the research was done. Secondly,
there will be a section for preliminary knowledge, explain-
ing the different NLP/CV tasks. After this the survey will
go more into detail about the usages of commonsense knowl-
edge and their existing work; This survey will end off with a
discussion and a final conclusion;

2 Methodology
In this section, a summary of the gathering process, the orga-
nization of research and the procedure of the survey will be
provided.

2.1 Gathering papers
At the start of the survey, papers needed to be gathered related
to the research question. Therefore the research question was
split into multiple sub-questions to get a clearer idea of what
kind of papers were relevant. For gathering papers, important
questions were: “What kind of different NLP/CV tasks ex-
ist that incorporate commonsense?”, and “How does existing
work of commonsense look like in these tasks?”. With these
questions in mind, other surveys of NLP and CV were looked
up to get a better overview of the tasks within these fields.
Queries were then sent on specific keywords, for example,
NLP tasks combined with commonsense, towards databases
like Google Scholar and Scopus. Examples of keywords were
commonsense, natural language processing, computer vision,
NLP tasks (§3.1), CV tasks (§3.2), commonsense benchmarks
(§4) and their abbreviations. See an example of the two main
queries to start with below.

(commonsense* OR common sense*) AND (NLP OR
Natural Language Processing OR Natural Language)

(commonsense* OR common sense*) AND (CV OR
Computer Vision OR computer vision)

After finding papers from this query, we can move on to
more advanced queries and search for specific tasks and mod-
els. Based on the number of citations, publication year, and
source, papers were selected to be read. By reading the



Figure 1: a) High-level overview of an example of how commonsense knowledge can be incorporated within NLP domain. The question
and answers are put through the language model and relational concepts (commonsense triples) are found within an external knowledge base.
These results are then combined and refined by neural networks to reason over it and eventually predict the outcome. b) High-level overview
of commonsense in CV domain performing VCR task [Zellers et al., 2019]. Text and images are first grounded together, then relations
between them are contextualized and finally, this is used to reason over the query, response, and images.

abstract, introduction, and conclusion, papers were finally
deemed to be relevant.

2.2 Organization
When organizing the collected papers, initially, Google Docs
was used and papers were divided into sections for NLP, CV,
and Surveys. After this, papers were read more in detail and
put in Mendeley Reference Manager. Mendeley is a tool to
organize papers and there is the possibility to highlight, an-
notate and make remarks on specific parts of the paper. An-
other feature is tagging, where you can manually put multi-
ple tags on a paper, which will then be categorized and can
be sorted on their tags later on. In Mendeley important parts
were highlighted and papers were tagged, indicating (1) What
NLP/CV task is used, (2) How users involve explicit com-
monsense knowledge in this research, and (3) What implica-
tions/observations are provided. With these steps, the organi-
zation of the research was concluded.

2.3 Survey procedure
To answer the research question, the focus of this survey came
to lie on the specific usages of commonsense instead of on the
different NLP/CV tasks that incorporated commonsense. The
survey summarized the existing work of the different usages
and analyzed how these usages were used within NLP and
CV in general, instead of categorizing them per task. From
this analysis, a discussion was formed and a conclusion was
drawn.

NLP CV

Question Answering (QA) Scene Graph Generation (SGG)

Machine reading Comprehension (MRC) Visual Question Answering (VQA)

Generating NLE Visual Commonsense Reasoning (VCR)

Dialogue Vision-Language Navigation (VLN)

Natural Language Inference (NLI)

Machine Translation (MT)

Table 1: Overview of the different NLP and CV tasks covered by
this survey and their abbreviations.

3 Preliminary Knowledge
In the preliminary knowledge, different NLP and CV tasks
are explained to get a better picture of how usages of com-
monsense knowledge can be connected with these tasks (Ta-
ble 1). A thing to notice is that these tasks do not necessarily
cover every task leveraging commonsense knowledge, but are
deemed the most relevant by this survey.

3.1 NLP tasks
Natural Language Processing is all about the relation of hu-
man language with computers. Commonsense knowledge in
this area is very important, as text can be ambiguous [Davis
and Marcus, 2015]. Therefore real-life knowledge is needed
to let AI models understand ambiguity and other data where
commonsense is required. The following part aims to give



an overview of the different NLP tasks that incorporate com-
monsense knowledge.

Question Answering
Question Answering (QA) is one of the major tasks in NLP
and can benefit a lot from commonsense. In QA human-posed
questions are automatically answered by the model. As hu-
mans mostly use their commonsense knowledge to answer
questions, the QA task comes back often when commonsense
is researched.

Machine Reading Comprehension
The goal of Machine Reading Comprehension (MRC) is
for machines to learn how to read and understand human
languages [Zhang et al., 2020]. To test the MRC ability
of machines, researchers often utilize cloze-style questions
[Mostafazadeh et al., 2017]. These questions contain a place-
holder, where the machine should choose which word or sen-
tence is the most suitable.

Generating NLE
Natural Language Explanations (NLE) are an important part
of NLP. Generating NLEs can help us gain a better under-
standing of the predictions made by a neural model. An ex-
ample of this is users getting an insight into why something
is recommended to them [Chen et al., 2021].

Dialogue
Dialogue is a fundamental part of natural language. Nowa-
days dialogue systems like Alexia, Siri, online website assis-
tants, and many more exist. These systems can support us by
generating the right response. Think about examples such as
automated customer service or simply finding the right direc-
tions.

Natural Language Inference
One of the main tasks in NLP is Natural Language Inference
(NLI). The goal is to decide, given a premise, if a hypothesis
is true, false or undetermined [Ruder, 2019].

Machine Translation
In natural language processing machine translation (MT) is
an important task that translates natural languages using com-
puters. [Tan et al., 2020]

3.2 CV tasks
Computer Vision is a field that focuses on identifying and un-
derstanding images and videos. Humans can automatically
reason about objects in images, like when knives are sticking
on the kitchen wall, humans can deduce that it is probably
due to a magnet. For AI models in CV, this is more difficult
to deduce. Therefore commonsense knowledge is needed in
CV. In the following paragraphs, different CV tasks that in-
corporate commonsense are introduced.

Scene Graph Generation
The goal of Scene Graph Generation is to gain a higher-level
understanding of visual scenes and have the ability to reason
about it [Chang et al., 2022]. This is done by labeling objects
and relations in the images and mapping them all together
towards a structured scene graph.

Visual Question Answering
As the name says, Visual Question Answering (VQA) is the
same as Question Answering, only images are now included.
Given an image and a question, an answer needs to be gen-
erated. Therefore this task is also actually a combination be-
tween NLP and CV.

Visual Commonsense Reasoning
Visual Commonsense Reasoning (VCR) is one of the more
prominent tasks incorporating commonsense. It is a task like
VQA, however, after answering a question, a model must also
provide a rationale as to why they chose the answer [Zellers
et al., 2019].

Vision-Language Navigation
Vision-Language Navigation (VLN) is a CV task, where
agents need to navigate through their surroundings by follow-
ing human language instructions [Wu et al., 2021]. Common-
sense is needed here, as agents should not walk over a table
for example but around it.

4 Usages of commonsense knowledge
In this section, the focus is on the different usages of com-
monsense knowledge in NLP and CV (Figure 2). We are
going to talk about the terminology of the usages and what
existing work looks like. The terminology is made by taking
the usages literally out of the papers. Usages like pre-training
and reasoning are the collective name of different usages that
essentially fall under the same category. Other usages like an-
swering questions and response generation are divided based
on the difference in methods for these usages. Following that,
we will talk about the difference between the usages them-
selves, when comparing their research in NLP to CV.

4.1 Answering a question
One of the main usages of commonsense knowledge in AI
models is using this knowledge to answer questions. Re-
searchers came up with many benchmarks to improve ques-
tion answering. These benchmarks consist of frameworks and
datasets.

Graph-based Models: A textual inference framework like
KagNet [Lin et al., 2019], is used to incorporate common-
sense knowledge for question answering. This framework
measures the plausibility of each answer by first ground-
ing question-answer sets as a schema graph extracted from
external knowledge graphs like ConceptNet [Speer et al.,
2016]. Following this, the framework uses graph convolu-
tional networks (GCNs) [Kipf and Welling, 2016] to encode
the schema graphs and find relational paths between ques-
tions and answers. With these relational paths, the plausi-
bility of each answer can finally be measured. Another ap-
proach is graph-based reasoning [Lv et al., 2020]. This ap-
proach consists of two graph-based modules. One contex-
tual representation learning module to find the relative posi-
tion between words and an inference model using GCNs, like
KagNet. The previous two models mainly focused on solely
textual question answering, while there is also an approach
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Figure 2: The main usages of commonsense and their subcategories
together with the corresponding NLP/CV tasks that are performed
with these usages.

that focuses on VQA (§3). This approach utilizes scene de-
scription graphs (SDGs) [Aditya et al., 2018] to answer ques-
tions related to images. These SDGs are obtained by a deep
learning-based perception model that combines the images
with commonsense extracted from a knowledge base. After
this with the detailed information in the SDGs, questions can
be answered. However, in practice, SDGs are not always as
informative compared to other existing methods.

Fusion-based Models: There exist other frameworks that
use a different method than graphs to improve question an-
swering with commonsense knowledge specifically for com-
puter vision. ”Bounding Boxes in Text Transformer” (B2T2)
[Alberti et al., 2019] is a model that classifies answers by
combining natural language and vision and is developed for
Visual Question Answering (§3). B2T2 is an early fusion ar-
chitecture where text, image, and bounding boxes are embed-
ded at the same level as word tokens, before the classification
of the answers. This model showed better performance on
the VCR task (§3) than the ”Dual Encoder” [Alberti et al.,
2019], another architecture that does not make use of bound-
ing boxes. R2C [Zellers et al., 2019] is another model that
can perform the VQA task, which will be mentioned more in

the reasoning paragraph.

Datasets: Datasets have also been developed for improv-
ing question answering. Language models like BERT [Devlin
et al., 2018] are then pre-trained on these datasets to perform
question answering with commonsense. A typical dataset is
CommonsenseQA [Talmor et al., 2018]. This is a dataset
containing commonsense-required questions, where there are
multiple answers related to the concept and a few are not. Due
to having a few distractors, researchers can test the common-
sense in a model (Figure 3). Other examples of datasets that
are developed for question answering are PIQA [Bisk et al.,
2020], a dataset that focuses on physical commonsense, and
CosmosQA [Huang et al., 2019], a dataset focused on an-
swering questions through machine reading comprehension.

Analysis: What we observe from existing work is that for
NLP-based models, graph-based methods are more dominant,
when researching the QA task with commonsense knowl-
edge. For CV-based models, transformers and classifiers
prove to be effective when performing the VQA task, while
graph-based methods are less explored on CV tasks as they
show worse performance. However, due to recent graph-
based methods working well for NLP models, future research
will try to build further on these methods and incorporate
them for CV tasks as mentioned in KagNet [Lin et al., 2019].

Figure 3: In this figure we see a few examples of the dataset com-
monsenseQA [Talmor et al., 2018]. Here we see a commonsense-
required question, with a few answers. The answers a,b,and c are
related to the concept, while the answers d and e serve as distrac-
tors, answers that do not have any relation with the concept, to make
the task more difficult.

4.2 Pre-training
Pre-training is something that happens in every NLP or CV
task. Models are pre-trained to perform a specific task like
question answering on a dataset. There are different types
of pre-training; Datasets are constructed for pre-training con-
taining examples of commonsense knowledge from external
knowledge bases like ConceptNet [Speer et al., 2016]; While
there are also models that use methods to train themselves.

Dataset Construction Methods: There are several meth-
ods that exist to construct datasets for pre-training; A com-
mon way to construct datasets is by using crowd sourcing
methods. Crowd-sourcing workers are asked to author com-
monsense examples for the dataset. Examples of datasets
constructed by crowd-sourcing are CommonsenseQA (§4.1),
SocialIQA [Sap et al., 2019], a dataset for social interactions



and CoS-E [Rajani et al., 2019]. Next to crowd-sourcing dif-
ferent methods like AMS [Ye et al., 2019] exist (Figure 4).
This method constructs a multiple-choice (MC) dataset by
first aligning sentences with triples from ConceptNet, then
masking the alignments as questions and finally selecting
some distractors for the questions. By doing this, a MC
dataset is constructed to pre-train language models for im-
proving commonsense abilities, while their language repre-
sentation skills are not sacrificed for this improvement. An-
other method is Knowledge-based Commonsense Generation
(KCG) [Xing et al., 2021]. This method is used to pre-
train models to perform the VCG task [Park et al., 2020].
KCG makes use of generated commonsense from COMET
[Bosselut et al., 2019], a model pre-trained on commonsense
knowledge graphs (CSKGs) [Ilievski et al., 2020]. However
COMET only uses textual information and no visual infor-
mation. Therefore a self-training data filtering method is ap-
plied to filter out examples that resemble the VCG dataset
to finally construct the pre-training dataset. An example of
another filtering method is used in the VCR dataset [Zellers
et al., 2019]. VCR uses an interestingness filter, interesting-
ness meaning complex examples that humans can solve with-
out additional context.

Self-training: Although KCG in the previous paragraph
showed a form of self-training, there are also other forms of
self-training. An example of this is self-talk [Shwartz et al.,
2020]. Given some context, this model generates clarification
questions and answers to incorporate as additional context.
In this way, the model trains itself to better understand and
answer questions and therefore does not need to depend on
external knowledge or supervision.

Analysis: In both NLP and CV models, datasets are con-
structed to pre-train them on specific tasks. And the meth-
ods for creating these datasets, like crowdsourcing and using
transformers mostly overlap. However, there are occasions
that CV models require filtering on their pre-training dataset
to get relevant examples. This is because commonsense is of-
ten incorporated textually and therefore examples need to be
selected to also be relevant to the images.

4.3 Reasoning
Reasoning is maybe the most important usage of com-
monsense knowledge. Every commonsense task essentially
comes back to reasoning. Models must reason to get a better
understanding of context and to answer questions correctly
where commonsense is required. However, when answering
questions we cannot say for sure that models contain com-
monsense, as they can also choose an answer randomly or for
the wrong reason. Therefore by adding a reasoning task, it is
possible to measure commonsense within a model with more
certainty.

Datasets, frameworks, and models like R2C [Zellers et al.,
2019] are made to incorporate commonsense for reasoning.
R2C for example is a model specifically developed for the
VCR task (§3). This model first grounds the images and
queries and then contextualizes them together to finally rea-
son over the relationships between image, query, and re-
sponse, where the reasoning is used as additional context to

Figure 4: An example is taken from the dataset construction method
AMS [Ye et al., 2019]. First commonsense triples extracted from
ConceptNet [Speer et al., 2016] are aligned with sentences. After
this the aligned concepts are masked and distractors (Figure 3) are
selected to finally generate an MC question answering sample. By
using this method, language models preserve their language repre-
sentation skills, while improving their commonsense abilities.

come to a prediction. Next to this, there are other usages of
commonsense within the reasoning area.

Generating Explanations: One usage of commonsense
knowledge in reasoning is generating explanations that can
be incorporated as additional context. CAGE [Rajani et al.,
2019] is a framework developed for generating explanations
on the CommonsenseQA dataset. CAGE consists of 2 phases;
In the first phase, models are trained to generate NLE (§3)
with examples from the CoS-E [Rajani et al., 2019] dataset,
a dataset containing questions and answers from Common-
senseQA and their corresponding explanation for the correct
answer. In the second phase, explanations that are generated
by the pre-trained model, are provided to another model to
help them with their predictions. A more recent framework
is RExC [Majumder et al., 2021]. RExC uses self-extracted
rationales to incorporate commonsense knowledge and gen-
erate fitting NLEs that help in prediction making. These ra-
tionales are extracted from the input and used in queries to
knowledge modules. This framework works on NLP tasks,
like ComVE [Wang et al., 2020], a commonsense validation



and explanation task, and CoS-E as well as on CV tasks like
VCR .

Contextualized Reasoning: Contextualized reasoning
means when given a context like a paragraph, reason about
the causality of events or facts about people, etc. Essentially it
requires machine reading comprehension (§3). Datasets and
models have been constructed to support commonsense in
reading comprehension. Examples of datasets are ReCoRD
[Zhang et al., 2018] and CosmosQA [Huang et al., 2019].
ReCoRD is a dataset containing passages from news arti-
cles and therefore reduces the bias. A cloze-style query
[Mostafazadeh et al., 2017] that is supported by the passage
is posed with an X in it. And the goal is to reason what
best fits the X. CosmosQA is a dataset that contains exam-
ples that are less “exact”, meaning less focus on facts and
literal understanding and instead focusing on people’s every-
day situations, asking what-if questions. Therefore to answer
these questions, reasoning ability is required and with these
datasets, existing language models are trained and common-
sense is incorporated.

Analysis: When looking at models and frameworks, the
more recent work for generating additional contexts like ex-
planations and reasons does well on both NLP and CV tasks.
However, when trying to reason without factual context, re-
search for now is still focused on textual areas, with datasets
constructed for improving machine reading comprehension.

4.4 Response generation
Response Generation is seen in dialogue systems and to cre-
ate human-like conversations, it can benefit a lot from com-
monsense knowledge. There are two types of conversational
models where commonsense is used differently, retrieval-
based and generative-based models.

Retrieval-based Models: In retrieval-based models, com-
monsense knowledge is used to select a suitable response
from a predefined repository. An example of this is using
commonsense knowledge in the form of external memory to
augment dialogue systems [Young et al., 2017]. In this work,
a match score is defined to see how well commonsense as-
sertions go with their responses and only the highest score
is taken into account when selecting an appropriate response.
This is done by using a Tri-LSTM encoder to encode com-
monsense assertions, messages, and responses.

Generative-based Models: In generative-based models,
commonsense knowledge is used to generate new conver-
sations. A commonsense knowledge-aware conversational
model (CCM) is an example of a generative-based model
[Zhou et al., 2018]. This model uses static and dynamic graph
attention mechanisms to understand the posts and generate
better responses. These are mechanisms that allow the model
to focus on an input one at a time. Another example is Top-
icKA [Wu et al., 2020], a model developed for open-domain
dialogue. TopicKA generates responses that are conditioned
on the query and a topic fact, which are commonsense facts
related to the query and the response.

Analysis: Current existing work on response generation in-

corporated with commonsense knowledge only focuses on re-
sponses based on natural language dialogues. Dialogue itself
is an NLP task, although response generation can also be in
the form of responding to or with an image or video. How-
ever, currently, there is no research available on response gen-
eration in CV. Future research may be generating responses
based on actions seen in visuals.

4.5 Other usages

In the previous sections, four main usages of commonsense
knowledge were mentioned together with their existing work.
However, there are also other usages of commonsense knowl-
edge that are less prominently researched. These usages will
be mentioned short below.

Scene Graph Generation: Scene graph generation is one
of the tasks within CV where commonsense is researched.
However, it is not always clear whether the perception or
commonsense in scene graph generation is correct or not.
Therefore GLAT [Zareian et al., 2020] was proposed, a
method for generating plausible scene graphs. First common-
sense is acquired from annotated scene graphs and then both
perception and commonsense models are fused to support
each other to correct obvious mistakes and finally generate
plausible scene graphs.

Language Translation: Machine translation is an area that
can benefit a lot from commonsense. For example, when
translating fast food, you could also get the translation of
quick food. Although this translation is correct, the meaning
is different. Knowledge bases like BabelSenticNet [Vilares
et al., 2018] and test suites like [He et al., 2020] are developed
to incorporate and promote future research of commonsense
in machine translation.

Next to machine translation, other forms of translation like
translating videos into captions exist. An example model of
this is Video2Commonsense [Fang et al., 2020]. In this model
first global representations of a video are encoded and then
decoded by a transformer that generates commonsense cap-
tion and finally a cross-modal self-attention model is used to
capitalize on joint visual-text embeddings.

Story Generation: Although different forms of language
generation like response generation and explanation genera-
tion were mentioned earlier in this survey, another less re-
searched form is story generation. To improve story gen-
eration with commonsense, a model was developed with an
incremental encoding scheme and a multi-source attention
mechanism [Guan et al., 2018]. Context clues are built up
by incremental reading and commonsense is gathered from
knowledge graphs through the mechanism.

Agent Navigation: For VLN (§3), the AuxRN [Zhu et al.,
2019] framework was developed to improve navigation learn-
ing for agents. This framework consists of 4 phases: Explain-
ing the previous actions, evaluating the navigation progress,
predicting the next move, and aligning vision and language
encoding. Using commonsense, these tasks can improve a
lot.



5 Discussion
In the discussion section, different observations are high-
lighted and interesting statements made from these observa-
tions are discussed.

Reused methods: Commonsense knowledge is used for a
variety of tasks within both natural language processing and
computer vision. For a lot of commonsense usages, existing
work is seen in both NLP and CV fields. One thing observed
from reading papers was that earlier papers on NLP-based
commonsense methods like KagNet [Lin et al., 2019] men-
tioned that future directions regarding their research included
using their work in a visual context. From this, we can rea-
son that when research is proven to be useful, there will also
be an attempt to integrate it into CV tasks. This is also a
commonly seen phenomenon in research, that when methods
work in particular fields, they are also applied to other fields
and then put off as new work.

Amount existing work: Another observation made when
looking only at the amount of existing work in both NLP and
CV, was that more research existed for NLP tasks. This is
an interesting topic, as both fields are important within arti-
ficial intelligence. Although it may be because of what was
discussed in the previous paragraph, there could be multiple
reasons for this. One reason could be that it is a lot easier
to incorporate commonsense in NLP models. This is because
commonsense is mostly incorporated textually and aligning
the encodings for both text and images together is more dif-
ficult. Another observation to support this is that there are
hardly any usages of commonsense, solely for CV models
and if there are, they still make use of textual commonsense,
like VLN [Zhu et al., 2019] or [Zareian et al., 2020]. Finally,
images and videos on their own contain a very rich amount of
information, therefore commonsense knowledge may not be
needed to reason about or caption everything that is happen-
ing in a visual.

Bias: Furthermore a case to consider is existing bias in
commonsense datasets. Models are pre-trained on datasets,
however, a lot of datasets are constructed by crowd-sourcing.
This means that there could be a possibility that examples
contain bias from crowd-workers. Although commonsense
is regarded as knowledge that every human should know, it
can still differ in some cases due to for example cultural dif-
ferences or language use. Commonsense in America can not
always be the same as commonsense in Asian countries. This
may be a point to take into account when constructing such
datasets.

Future research domains: In the future there could be sev-
eral extra challenges when researching commonsense knowl-
edge. Currently, existing research is more focused on natural
language processing and computer vision, however, there are
many more areas where commonsense can be applied. Just
like humans, when commonsense is fully applied in AI, it
can use commonsense for example to recognize audio frag-
ments, or maybe in the far future robots can even recognize
objects by touch using commonsense. For audio there already
exists some research like [Zhang et al., 2021], although not

much. It is an interesting challenge for the future to get AI
using commonsense just like humans do, in a way that when
AI is developed to use the six senses, commonsense can be
involved.

6 Conclusions and Future Work
This survey aims to give an overview of what commonsense
knowledge is, and how commonsense is used within NLP and
CV. Furthermore, this survey analyzes the differences in com-
monsense usages in both fields. From this survey, the main
findings were, that there are four main usages of common-
sense knowledge: Answering questions, pre-training mod-
els, reasoning, and response generation. These are the us-
ages of commonsense that we found had the most research
about themselves. In this research, we see that most com-
monsense usages have existing work in both NLP and CV
fields, however, the implementation of these usages has some
differences in both fields. Specifically for pre-training, of-
ten when creating datasets for CV tasks the datasets will have
an extra filtering process to make examples more relevant for
visuals. For other usages, implementations have great simi-
larities in both fields, although there are other usages than the
four main ones, which only happen in one field. The main
difference between these implementations is that research in
NLP is mostly more advanced than in CV, as it is easier to in-
corporate commonsense textually. However, we see research
on CV catching up while building on research already done in
NLP. We hope that this survey will provide other researchers
with a better understanding of existing work in NLP and CV
and hope that this will support future research of common-
sense and its applications.

7 Responsible Research
As this research solely contains a survey on commonsense
and its existing work, only a literature review is needed and
no experiments were carried out outside of the review. How-
ever, the existing works mentioned in the survey contain some
ethical aspects in their research. When creating datasets for
pre-training, it must be made sure that the examples do not
contain any bias. Furthermore, every paper that is used in this
survey is cited at least once, to make clear what the source is.
And finally, this literature review is easily reproducible, as all
the steps are described in the methodology section (§2).
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