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Abstract
Buoyancy-driven plumes are natural phenomena that occur in widespread applications,
such as geological flows or pollutant dispersion from a chimney. One characteristic
of plumes is the entrainment process, where the plume stream drags in ambient fluid
and mixes with the ambient fluid, and classic plume theory has used an entrainment
coefficient to describe the entrainment process. Literature research reveals that there is
a general lack of experiment data on the entrainment process of an axisymmetric plume,
and there is little consensus on the entrainment coefficient. The aims of the thesis
are to address the problem of insufficient experimental evidence and to investigate the
entrainment coefficient using two theories (classic entrainment theory and new energy-
consistent theory).

The thesis’s method is experimental. Buoyancy-driven plumes with different initial
conditions were created in a water tank, and the velocity field and buoyancy field were
measured using particle image velocimetry (PIV) and laser induced fluorescence (LIF).
In addition, a new combination of urea and sodium sulfate was proposed to perform
the refractive index matching (RIM), which is a crucial step for accurate velocity and
buoyancy measurements.

The thesis’s results highlighted that the entrainment coefficient is approximately
0.11, despite large variations when using the classic theory to determine the entrainment
coefficient, which may help explain different values in previous literature. In addition,
the existence of a refractive index field was observed to affect both the velocity and
buoyancy measurements. Specifically, the refractive index field caused PIV and LIF to
overestimate the velocity field and underestimate the buoyancy field, respectively.
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1
Introduction

Plumes arise when a source steadily supplies buoyant forces, and plumes are a form
of free-boundary flows that can evolve freely without any constraint. The study of
plumes is important due to the widespread occurrence of plumes in different forms.
This chapter unfolds the motivation for studying buoyancy-driven plumes and outlines
the objectives of the thesis by reviewing the literature on plumes. §1.1 gives background
information about the problem by describing the various plumes in daily life. After that,
the available research about thermal plumes is retrieved and discussed in §1.2, and this
section highlights several scientific gaps to be investigated. And finally, in §1.3, the three
research objectives are formed based on the current scientific gaps.

1.1 The Omnipresent Plumes
Plumes are everywhere. On a large scale, a city can be regarded as a source that generates
a thermal plume because the human activities in the city produce heat (known as the
urban heat island effect), and the generated thermal energy can drive a flow of ambient
air. Large-scale flow like this can be related to city ventilation or pollutant dispersion
and therefore has received attention (Fan et al., 2020). On a smaller scale, the flow
shown in Fig. 1.1 that expels from a chimney is also an example of various plumes.

Even bounded (natural convection) flows will finally become free-boundary plumes.
In actual practice, all the boundaries are of finite size, meaning any flow must leave the
boundary at some point and evolve in the form of a plume (Jaluria, 1980). Consider,
for example, the radiators used for domestic heating. Although the air near the radiator
surface may be regarded as natural convection bounded by a warm surface, the air above

1



1.1. The Omnipresent Plumes 2

the top of the radiator is a buoyant plume as there is no boundary to constrain the fluid
motion.

 

Figure 1.1: Near the city of Delft, an outflow from a chimney is also a plume. As the plume keeps
rising in the environment, it drags ambient air into itself, and arrows in the picture indicate the

direction of the entrained air.

One characteristic of plumes is entrainment. Entrainment refers to the phenomenon
that a plume can drag the ambient fluid into itself when it rises. In the previous chimney
flow (Fig. 1.1), ambient air is continuously pulled into the rising plume, mixing with
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the rising plume.

 

Figure 1.2: The water vapor coming out from the natural draft cooling tower drags ambient air and
exchanges heat with the environment. Figure modified from Dey (2018).

Understanding the entrainment is necessary due to the widespread applications and
occurrence of buoyant plumes. For instance, understanding the entrainment of a hot
vapor plume is important in urban planning. If a natural cooling tower (Fig. 1.2) is
constructed near a road, the water vapor (buoyant plume) may pose a problem. The hot
rising water vapor will decrease its temperature due to the continuous mixing of cold
ambient air entrained by the plume. As the bulk temperature of the plume drops contin-
uously, the plume’s density will increase up to a point when the buoyancy forces (caused
by density difference) can no longer sustain the plume’s rising. The dense and moist
air will then fall down onto the road at some distance, causing the road to be slippery
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and dangerous if severe weather conditions are encountered. Hence, the entrainment
process of thermal plumes warrants a closer look, and we shall continue our journey by
reviewing some available studies.

1.2 Previous Research on Thermal Plumes
The research on a buoyant plume is not easy due to the complexity of the coupled govern-
ing equations. The three governing equations are the continuity equation, momentum
equation, scalar conservation equation (temperature or species concentration):

∂ϱ

∂t
+∇ · (ϱu) = 0, (1.1)

∂ (ϱu)
∂t

+∇ · (ϱuu) = −∇p+ µ∇2u + ϱg, (1.2)

∂(ϱϑ)

∂t
+∇ · (ϱϑu) = ∇ · (Ddiff∇ϑ) + qϑ, (1.3)

where ϱ is the density, t is the time, u is the velocity vector, p is the pressure, µ is the
dynamics viscosity, g is the gravitational vector, ϑ is the quantity of the passive scalar,
Ddiff is the diffusivity (or the diffusion coefficient) for the passive scalar ϑ, and qϑ is
the source or sink of ϑ. As mentioned earlier, a plume is driven by buoyancy forces
fueled by density differences; furthermore, the density itself is a function of temperature
(or concentration). This means that the governing equations are coupled together by
the variation of density ϱ. In other words, it is impossible to solve the momentum
equation without solving the energy equation; while the energy equation is affected by
the momentum equation (because it can alter the heat transfer rate).

In general, these highly coupled elliptic governing equations are difficult to solve ana-
lytically, and this fact has promoted many researchers to use other approaches. Roughly
speaking, the research themes can be divided into three categories. Some researchers
tried simplifying the governing equation by introducing extra assumptions, while others
resorted to numerical and experimental methods. We begin our discussion by introduc-
ing several simplified analytical models.

1.2.1 Simplified Theoretical Models of Thermal Plume
Various proposed theoretical models intend to simplify the governing equations of a
thermal plume, and these models, later on, constituted the classic plume theory (Kaye,
2008). For example, one possible simplification for a laminar plume was proposed by
Gebhart et al. (1970) and Jaluria (1980), in which the Boussinesq approximation for
density variation and the assumption that the temperature distribution is in a power



1.2. Previous Research on Thermal Plumes 5

law form were used. The macro energy balance can be applied to determine the constants
in the temperature power-law profile, and a self-similar solution may be obtained. The
results show that the maximum temperature in the plume decreases with plume height z,
and has a relation of z−5/3, while the mass flow rate increases at the same rate (Gebhart
et al., 1970).

The emergence of the so-called MTT model marked one of the milestones in the de-
velopment of plume theory. Morton et al. (1956) argued that the above model cannot be
used to analyze turbulent plumes. Therefore, Morton et al. (1956) introduced another
model, later known as the MTT model, which considers the turbulent entrainment by
assuming that the entrainment is proportional to the turbulent plume’s vertical velocity
with a constant entrainment coefficient α. Furthermore, by assuming density variation
is small compared with the ambient density and incompressible flow, they were able
to rewrite mass conservation Eq. (1.1) as volume conservation and consider density
changes only in terms associated with buoyancy forces (e.g., consider density variation
only in ϱg and energy equation). Rewriting the energy equation as conservation of den-
sity deficiency and considering only time-averaged (quasi-steady) motions, the governing
equations now simplify to a set of ODEs:

dQ

dz
= 2αM1/2,

dM

dz
=

QF

M
,

dF

dz
= −N2Q, (1.4a,b,c)

where the entrainment coefficient α is an assumed closure model for a turbulent plume
problem, and it dictates that entrainment velocity ue is proportional to the mean vertical
velocity uz at any given height, namely

ue = αuz. (1.5)

The volume flux Q, momentum flux M , buoyancy flux F , and buoyancy frequency N2

are defined respectively as

Q ≡ 2

ˆ ∞

0

uz (r, z)rdr, M ≡ 2

ˆ ∞

0

u2
z (r, z)rdr, (1.6a,b)

F ≡ 2

ˆ ∞

0

uz (r, z)b(r, z)rdr, N 2 ≡ − g

ϱe

dϱe

dz
. (1.6c,d)

In above equations b = g(ϱ−ϱe)
ϱ0

, where ϱe is the environment density and ϱ0 is the reference
density (which is the ambient density at the same altitude as the source). Note that the
buoyance frequency N2 = 0 if there is no stratification.

The simple yet powerful entrainment coefficient α is the key ingredient that makes
the MTT model so successful in classic plume theory. Not only can the model give
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predictions on a plume’s vertical velocity and identifies the maximum height the plume
can reach (Morton et al., 1956), but it also promotes many other studies based on it.
Scase et al. (2006), for example, based on a modification of the MTT model and presented
another analytic solution for the forced plume with a time-varying source strength. One
may refer to Kaye (2008) and Woods (2010) for a more comprehensive review of these
works.

However, it turned out that the exact value of the coefficient α would later be the
center of disagreement over many years. Richardson and Hunt (2022) summarized sev-
eral previously measured entrainment coefficient results and found that the variation of
entrainment coefficients could be up to 100%, warning that the choice of two different
entrainment coefficients can lead to up to a 60% difference in the MTT predicted dis-
tance at which the buoyancy of the plume has decreased to a certain value. Parker et al.
(2020) also mentioned that there exists a significant disagreement in the entrainment co-
efficient. The review work by Kaye (2008) also considered determining the entrainment
coefficient as one open question.

As a result, many theorists tried to devise new methods to reconcile the different en-
trainment coefficients in different studies. These theorists seemed to follow two different
approaches. Following the original approach adopted by Morton et al. (1956), Richard-
son and Hunt (2022) created a method to assess the measurement in existing literature
to identify why there are variations, concluding that the entrainment coefficient should
be α = 0.11 ± 15%. Other theorists adopted another approach, which was first out-
lined by Priestley and Ball (1955), in an attempt to link turbulent kinetic energy with
the entrainment process. Reeuwijk and Craske (2015) further developed the idea and
discussed restrictions on the entrainment coefficient from the perspective of turbulent
kinetic energy. Craske et al. (2017) also derived a new expression for the entrainment
coefficient from the perspective of squared mean buoyancy. It should be noted, however,
that the above two approaches can be related to each other (as the entrainment process
is invariant no matter what approach to be adopted), and Fox (1970) presented the
discussion about the link between the two approaches.

Nonetheless, lacking experimental data is a general problem in verifying the validity
of the above theories. To the author’s best knowledge, there is limited and restricted
experimental knowledge that can provide support for the above theories. On the one
hand, even the inventor of the above theories called for observational studies to confirm
their theories (Craske et al., 2017); on the other hand, Richardson and Hunt (2022) men-
tioned the scarcity of available comprehensive data, which makes re-using the existing
data to test the newly-developed theories difficult. This point of insufficient supporting
evidence shall become more straightforward after reviewing available experimental and
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numerical studies.

1.2.2 Experimental/Numerical Studies on Entrainment Coefficient
Less than 20 pertinent research papers were found after literature retrieval. In order to
retrieve studies that focused on the entrainment coefficient, the following search opera-
tors were used: {[(buoyant plume) AND (entrainment coefficient)] OR [(thermal plume)
AND (entrainment coefficient)]}. Among the total 425 results returned from Scopus and
Web of Science, only 19 papers are highly relevant to the current topic. After excluding
theoretical studies from the 19 papers, only 11 papers (either experimental or numerical
studies) are left, and the details of these papers are summarized in table 1.1.

Table 1.1: Summary of available experimental/numerical studies on entrainment coefficient. In the
approach column, the “O” approach means the original MTT approach mentioned in §1.2.1, which

measures the entrainment coefficient based on the volume flux change; and the “N” approach refers to
the newly-developed method that evaluates the entrainment coefficient with a focus on turbulent
statistics. In the category column, the “E” stands for experimental study, while the “N” refers to

numerical study.

Author Category Methodology Approach
Ramaprian and Chan-
drasekhara (1989)

E LDA + thermistor. O

Kumar et al. (1996) E Pressure tubes + concen-
tration measurement.

O

Contini et al. (2011) E Quantitative plume visual-
izations with neon lighting.

O

Dadonau et al. (2019) E conductivity sensor and
thermocouple.

O

Ezzamel et al. (2015) E PIV + thermocouple. O
Milton-McGurk et al.
(2022)

E PIV + LIF. N

Zhang et al. (2017) E PIV + density measure-
ment at different locations.

O

Dellino et al. (2014) E & N image/video analysis. O
Kewalramani et al.
(2022)

N Large eddy simulation. N

Abdalla et al. (2009) N Large eddy simulation. O
Plourde et al. (2008) N Direct numerical simula-

tion.
NA

Indeed, the above review of available research on the plume entrainment coefficient
confirms the scientific gap that there is limited observational evidence to confirm newly-
developed theories. Except for the latest study by Milton-McGurk et al. (2022), all other
experimental studies adopted the original method to analyze the entrainment coefficient;
however, the focus of Milton-McGurk et al. (2022) was on negative buoyant jets and
fountains (not plumes). Hence, the scientific gap still exists. The author attributes the
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scientific gap to insufficient access to high spatial resolution measurement techniques
(such as PIV or LIF) because all the recently developed theories require measurements
of turbulent quantities at a reasonable spatial resolution, which might not be possible
for earlier studies (Mayinger et al., 2001).

Besides reaffirming the above scientific gap, the review further reveals two interesting
facts. The first fact is that some numerical studies have already shed light on the cur-
rent study. As a strong example, the LES study by Kewalramani et al. (2022) analyzed
the entrainment coefficient in axisymmetric plumes from the perspective of turbulent
kinetic energy and compared the result against the original method, concluding that the
two results agree reasonably well with each other. As another example, the numerical
study by Abdalla et al. (2009) also gave some insight into the entrainment mechanism
of thermal plumes: they observed that small packets/eddies of hot fluid detach from the
main plume stream and then encompass the cold ambient fluid. Hence, observations by
Abdalla et al. (2009) suggested that the entrainment coefficient should be linked with
turbulent quantities, and one should not separate entrainment coefficient measurement
from the measurement of turbulent statistics as was done so in many previous measure-
ments (the “O” approach in table 1.1). Still, it should be noted that there are limited
experimental studies to confirm either these numerical results or the theoretical results
mentioned above.

The second fact is that some experimentalists began to address the dependence
of the entrainment coefficient on the Richardson number Γ , despite lacking accurate
measurement. The Richardson number Γ is defined as

Γ =
5FQ2

27/2π1/2αpM5/2
, (1.7)

where αp is the entrainment coefficient of a pure plume. Historically, theorists first no-
ticed the dependence of the entrainment coefficient α on Γ . At an earlier time, Morton
and Middleton (1973) used the Richardson number at the plume source Γ0 to distinguish
different plumes, where Γ0 provides a measure of the relative strength of initial momen-
tum flux and buoyancy flux: for 0 < Γ0 < 1, the plume is termed as a forced plume; for
Γ0 > 1, the plume is termed as a lazy plume; while for Γ0 = 1, the plume is termed as
a pure plume. More recently, in their theoretical modeling, Reeuwijk and Craske (2015)
pointed out the dependence of the entrainment coefficient on the Γ . Nevertheless, these
theoretical conclusions were never tested experimentally until Ezzamel et al. (2015). Ez-
zamel et al. (2015), to the best of the author’s knowledge, was the first to experimentally
address the problem; in their paper, they used PIV and thermocouple to determine the
entrainment coefficient and measure the local Γ . By varying the source strength (partic-
ularly the momentum), they were able to obtain different Γ . It was observed that force
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plume and jet both tend to become pure plume as they evolve (Γ becomes unity), and
local Γ alters α directly and indirectly by changing turbulence (yet no clear link was
offered). Ezzamel et al. (2015) also motivates the current study due to two facts. First,
their buoyancy measurement was of low spatial resolution: they used a thermocouple
array (thermocouples in a row at a spacing of 10 mm) to measure the buoyancy profile,
and this method has a relatively low spatial resolution which might result in a wrong
interpretation of buoyancy profile (and thus the local Γ ). Second, since they would need
to insert the thermocouple array into the plume, they had to measure the temperature
and velocity separately; however, it is not clear if separate measurements of velocity
and temperature could be under different ambient conditions, as they recognized that
background flow is a noise source (Ezzamel et al., 2015).

It is evident that the previous literature review (on either theoretical or experimen-
tal/numerical studies) shows several scientific gaps to be filled, and these gaps motivate
the current study. Still, it would be helpful to formulate and summarize the research
objectives formally before proceeding to the methodology of the current study.

1.3 Research Objectives
The current study has, in total, three research objectives based on different scientific
gaps and motivations. The first objective is to measure the entrainment coefficient of
an axisymmetric plume with state-of-the-art measurement techniques. This objective
is intended to address the problem of the general lack of experimental data mentioned
by Richardson and Hunt (2022). By doing so, the current study hopes to provide the
classic plume theory with more experimental evidence.

The second objective of the current study is to confirm the validity of the recently-
conceived theories, as there is limited experimental support for for entrainment coefficient
measurements (Craske et al., 2017; Reeuwijk & Craske, 2015). By reassuring the new
theories that can predict the entrainment coefficient, the objective is expected to improve
the reliability of the widespread usage of the classic plume theory.

The third objective is to investigate the dependence of the entrainment coefficient
α on the local Richardson number Γ . Despite one emerging experimental study on
determining such a dependence relation (Ezzamel et al., 2015), there is still a lack of
accurate knowledge on how α could be related to Γ ; and the object aims to shed light
on the point.



2
Methodology

The previous chapter outlined the research gaps in previous studies and the research
objectives of the current thesis. The focus of this chapter is to discuss the methodology
of the thesis, including theories behind the experimental setup, how could the turbulent
plume be created, and how the measurement may be performed. §2.1 will formally
introduce the new theory used for entrainment coefficient measurement, which will also
be the theoretical basis for choosing proper measurement methods for the experiment.
§2.2 explains the creation of a turbulent plume in a water tank. Finally, §2.3 and
§2.4 discuss the measurement techniques in detail and address possible measurement
uncertainty.

2.1 Theoretical Basis for Entrainment Coefficient
This section gives a review of the theory for entrainment coefficient measurement in
turbulent plumes and motivates the choice of measurement techniques. Although the
definition of the entrainment coefficient of a turbulent plume was introduced in chapter
1, no knowledge about its measurement has been discussed. This section first delineates
relevant theories used in entrainment coefficient measurements in §2.1.1, and then ex-
amines different measurement techniques and selects the proper measurements for our
experiment in §2.1.2.

10
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2.1.1 Relevant Theories for Turbulent Plumes
Turbulent and Laminar Plumes
The magnitude of the Reynolds number determines whether a plume, created by re-
leasing/injecting a solution with a density difference in a water tank, is laminar or
turbulent. The liquid-liquid injection experiment done by Reynolds (1962) showed that
the flow regime remains laminar only when Re = ϱud

µ
≲ 30 (here ϱ is the density, u is

the velocity, d is the diameter of the nozzle, and µ is the dynamic viscosity). It should
be noted that the numeric value is an approximate value, and the exact values of tran-
sition to turbulence vary from experiment to experiment; what matters is the order of
magnitude.

In the current study, the magnitudes of Reynolds number at the inlet will be hundreds
(200 to 700), which means the plume will be turbulent. However, it should be noted
that both a laminar plume and a turbulent plume can entrain ambient fluid, where the
laminar plume entrains fluid by viscous drag, while the turbulent counterpart shows a
more complex entrainment pattern (Davidson, 2004). We start our journey toward the
entrainment coefficient with the different scales presented in a turbulent plume.

Various Scales in Turbulent Plumes
A turbulent plume is characterized by various scales, and these scales prove useful when
designing the experiment (Fig. 2.1). In general, there are two types of scales in turbu-
lence, the first type being length scales and the second being time scales. Both types
are important for the design of the experiment. Length scales, for example, are useful
when choosing the measurement region so that measurements can fully cover the plume
stream. Time scales are useful when determining the measurement acquisition time; for
instance, a short measurement may not be sufficient to converge the flow field when
time-averaged quantities are concerned.
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Figure 2.1: Various scales in a plume.

There are a series of length scales associated with turbulence to describe various sizes
of eddies. For the macroscale, there are large eddies whose dimensions are comparable
to the plume half-width L, and those large eddies usually have a characteristic velocity
of the mean flow velocity U (Nieuwstadt et al., 2016). In a jet, U will be on the same
order of magnitude as the centerline velocity.

For the microscale, the smallest eddies for energy dissipation usually have length
scales comparable to the Kolmogorov scale η. The Kolmogorov scale is defined as

η ≃
(
ν3

ϵ

) 1
4

, (2.1)

where ϵ is the dissipation rate of turbulent kinetic energy. Since all the kinetic energy
has to be dissipated on the smallest scale, the dissipation rate (in equilibrium conditions)
can be calculated by

ϵ ≃ U3

L
. (2.2)

Similar to the small eddies for energy dissipation, there are tiny eddies responsible
for the molecular diffusion of a scalar. These little eddies act to smooth out the different
concentrations, and their length scale is usually called the Batchelor length scale (Paul
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et al., 2004), defined by

ℓ ≃
(
νD2

ϵ

) 1
4

. (2.3)

It should be noted that the ratio of Kolmogorov scale to the Batchelor scale is the square
root of the Schmidt number, namely η

ℓ
≃ Sc1/2, which implies that the Kolmogorov scale

is greater than the Batchelor scale for mixtures with a large Sc.
Besides all the above length scales, there are also various time scales. Among the

different time scales, three temporal scales prove to be useful in our experiment. The
first time scale is the eddy turnover time, which is the time required for one large eddy
to break up into smaller eddies or the time needed for a large eddy with energy ∼ U2

to lose its energy (Nieuwstadt et al., 2016). Therefore, the eddy turnover time may be
estimated as

τeddy ≃ L
U
. (2.4)

It was mentioned in §1.2.1 that the description of the entrainment coefficient presumes
that the flow is quasi-steady, and this fact put a restriction on the measurement time:
The time duration to perform the measurement has to be larger than the eddy turnover
time, so that when taking time average, the measurement results converge statistically
and represent a quasi-steady description of the flow.

The second time scale worthy of attention is the eddy transverse time (Richardson &
Hunt, 2022). For the measurement to correctly capture the quasi-steady description of
the flow, the measurement time window should be able to fully record the history of every
eddy in the measurement region. In other words, the measurement time should be long
enough to record one eddy from first entering the measurement region to leaving the
measurement region. The time required for any eddy to pass the measurement region is
called the eddy transverse time

τtrav ≃ L

U
, (2.5)

where L is the length of the measurement window (Fig. 2.1). One should not confuse L

with L, where L is the macro length scale for large eddies.
The last time scale is the available time window τavail. There are two factors that may

limit the available measurement window, one being the plume collapsing and the other
being the “filling-box” effect. The plume collapse phenomenon was analyzed previously
in §1.1, and a straightforward visualization of such a collapsing phenomenon in a lab
setting was provided by Carey et al. (1988). The “filling-box” effect refers to the accu-
mulation of plume fluid, and this problem can become dominant when the experiment
setup is of finite size (Turner, 1973). Both the collapsing and “filling-box” effects may
limit the available measurement time by making it harder to distinguish the plume fluid



2.1. Theoretical Basis for Entrainment Coefficient 14

from the ambient fluid. Unfortunately, there is no direct way to estimate the available
time. As a result, we will use flow visualization to estimate the available time, and it
will be shown that the “filling-box” effect is the prime factor that puts an upper bound
on τavail.

Transport of a Scalar
It is important to understand the transport of the scalar before deriving the entrainment
relation since the plume is, ultimately, fueled by a scalar. Recall that in chapter 1, it was
explained that the density difference drives the plume. In practice, the density difference
is related to some other scalar—be it the temperature of the fluid or the concentration of
a chemical species. In our case, the scalar will be the concentration C of a dilute solution
(the reason for choosing concentration rather than temperature as the buoyancy source
will be discussed later in §2.2.)

For the transportation of species concentration C, the conservation equation, namely
Eq. (1.3), simplifies to the convection-diffusion equation (Bejan, 2013):

∂C

∂t
+ u · ∇C = D∇2C, (2.6)

where D is the mass diffusion coefficient of the species in solution. The underlying
assumptions of the above equation are that the flow is incompressible, there are no
sources or sinks for the species, and the diffusion coefficient D is constant. The first
assumption is valid because the experiment would be held in a water tank, and water is
clearly incompressible in the experiment. The second assumption is correct since there
is no chemical reaction during the plume rising, and only advection and diffusion are
present in the species transport. Finally, the mass diffusivity can be considered as a
constant because the solution in our experiment will be a dilute solution, and there will
be no temperature changes (Wilke & Chang, 1955).

Now that the governing equation is simplified a little bit, one can start deriving the
entrainment relations. As mentioned in the previous chapter, there are two distinct
approaches to the formulation of entrainment calculation: One is called the “original”
approach (Morton et al., 1956), while the other is called the “newly-developed” approach
(Reeuwijk & Craske, 2015). We start by discussing the new approach.

New Approach to Calculating Entrainment Coefficient
To derive the relation for the calculation of the entrainment coefficient, one has to relate
the coordinate-free governing equations of a turbulent plume (Eqs. 1.1 to 1.3) to the
MTT model equations (Eqs. 1.4). Since the plume will be created using a round nozzle,
the plume will be an axisymmetric plume shown in the following figure.



2.1. Theoretical Basis for Entrainment Coefficient 15

 

Figure 2.2: The sketch of a time-averaged plume from a point source is axisymmetric.

It is better to rewrite the coordinate-free governing equations using a cylindrical
coordinate system for the plume. In other words, the operator u ·∇ = ur

∂
∂r
+ uθ

r
∂
∂θ
+uz

∂
∂z

and ∇2 = 1
r

∂
∂r

(
r ∂
∂r

)
+ 1

r2
∂2

∂θ2
+ ∂2

∂z2
. Now the continuity equation (Eq. 1.1) becomes

∂ϱ

∂t
+

1

r

∂

∂r
(rur) +

∂uz

∂z
= 0, (2.7)

the momentum equation in the z-direction (Eq. 1.2) becomes

∂uz

∂t
+ ur

∂uz

∂r
+

uθ

r

∂uz

∂θ
+ uz

∂uz

∂z
= −1

ϱ

∂p

∂z
+ ν

{
1

r

∂

∂r

(
r
∂uz

∂r

)
+

1

r2
∂2uz

∂θ2
+

∂2uz

∂z2

}
+ g

C

C0

(2.8)
where C0 is the reference concentration and the conservation equation of species trans-
port (Eq. 2.6) becomes

∂C

∂t
+ ur

∂C

∂r
+

uθ

r

∂C

∂θ
+ uz

∂C

∂z
=

D

ϱ

[
1

r

∂

∂r

(
r
∂C

∂r

)
+

1

r2
∂2C

∂θ2
+

∂2C

∂z2

]
. (2.9)

In accordance with the methodology outlined by Reeuwijk and Craske (2015), one
can apply Reynolds decomposition to rewrite the governing equation with the Boussinesq
approximation and the assumption of neglecting viscous effects (see Appendix A for the
derivation):

1

r

∂

∂r
(rur) +

∂uz

∂z
= 0, (2.10)
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1

r

∂

∂r

(
ruzur + ru′

zu
′
r

)
+

∂

∂z

(
uzuz + u′

zu
′
z

)
= −∂p

∂z
+

g

C0

C, (2.11)

1

r

∂

∂r

(
ruzC + ru′

zC
′
)
+

∂

∂z

(
uzC + u′

zC
′
)
= 0. (2.12)

Furthermore, the turbulent kinetic energy may be derived as:

1

r

∂

∂r

(
rur(uz)

2 + 2ru′
ru

′
zuz

)
+

∂

∂z

(
uz

3 + 2u′2
z uz + 2puz

)
= 2u′

ru
′
z

∂uz

∂r
+ 2u′2

z

∂uz

∂z
+ 2p

∂uz

∂z
+ 2uz

g

C0

C. (2.13)

Integrating Eqs. 2.10 –2.13 over r will give a result similar to Eqs. 1.4 but with some
profile coefficients 

dQ
dz

= 2αM1/2,
d
dz
(βgM) = QF

θmM
,

d
dz

(
θg
θm

F
)
= 0,

d
dz

(
γg

M2

Q

)
= δg

M5/2

Q2 + 2F.

(2.14)

where the profile coefficients are given by

βm ≡ M

u2
zcr

2
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zcr

2
C
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βg = βm + βf + βp, γg = γm + γf + γp, δg = δm + δf + δp,

(2.15)
and the characteristics plume width rc, velocity uzc, and buoyancy bc are

rc =
Q

M1/2
, uzc =

M

Q
, bc =

BM

Q2
, B ≡ 2

g

C0

ˆ ∞

0

Crdr. (2.16)

Finally, the entrainment coefficient is obtained by considering the restriction posed by
the overdetermined governing equations, Eqs. 2.14, as there are four equations for three
variables Q,M,F :

α = − δg
2γg

+

(
1

βg

− θm
γg

)
8αpβg

5
Γ +

Q

2M1/2

d

dz

(
log γg

β2
g

)
, (2.17)

where Γ is the local Richardson number defined in Eq. 1.7. If the pressure effect is
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neglected and the mean flow is self-similar, the entrainment relation further simplifies
to

α = − δm
2γm

+

(
1− θm

γm

)
8αp

5
Γ (2.18)

Eq. 2.18 will be the entrainment relation for the evaluation of our experimental data.
The discussion of choosing measurement techniques will be presented in the next sub-
section §2.1.2 based on the formulation of Eq. 2.18.

Old Approach to Calculating Entrianment Coefficient
The old approach considers the entrainment coefficient evaluation in a rather straight-
forward way, drastically simplifying a complicated entrainment process. Combine the
definition of volume flux, namely Eq. 1.4, with the characteristic scales Eqs. 2.16 to
give

dQ

dz
= 2αM1/2 = 2αrcuzc,

or
α =

1

2M1/2

dQ

dz
, (2.19)

where the quantities needed to determine the entrainment coefficient can be obtained
from the velocity measurement alone. It should be noted that the definitions of rc and
uzc do not depend on any presumed velocity profile according to Eqs. 2.16 yet several
previous studies used the distance in which the velocity drops to 1/e of the centerline
velocity uzc as the value for rc (Paillat & Kaminski, 2014; Richardson & Hunt, 2022).

2.1.2 Measurement of Turbulent Plume
It was shown that the calculation of the entrainment coefficient α requires the measure-
ment of the velocity and buoyancy profiles. Therefore, choosing proper measurement
techniques for data acquisition is very important. A brief overview of velocity and con-
centration measurement will be given first, and then proper techniques will be chosen
based on the formulation of the entrainment coefficient relation (Eqs. 2.18 and 2.19).

Velocity Measurement
There are a lot of velocity measurements available. Common techniques for velocity mea-
surements are Pitot–Static pressure probe, thermal anemometry, doppler anemometry,
and particle image velocimetry (PIV) (Figliola & Beasley, 2014).

For the measurement of the velocity field, PIV proves to be suitable. The Pitot–
Static pressure probe is not suitable for the velocity measurement because of the invalid
underlying assumptions that the density is a constant. Thermal anemometry should
better be avoided because the technique is an intrusive measurement and it may disturb
the plume. LDA cannot be applied due to the time window limit mentioned in §2.1.1.
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LDA is a point-wise measurement, and measuring multiple positions means one has
to move the measurement volume by a traverse system. According to the author’s
experience with LDA, measuring dozens of points could easily take ten minutes, which
exceeds the available time window τavail described in §2.1.1. Therefore, it is preferable
to choose PIV as the velocity field measurement technique.

Particle image velocimetry (PIV) is an non-intrusive optical measurement for flow
velocity (Raffel et al., 2018). The technique illuminates the flow field (seeded with
particles) with a laser sheet and then takes two images of the flow field consecutively
in a short time, where the particles on the image would appear as white spots (Fig.
2.3). Cross-correlation is then used to determine the small displacement of a particle on
the two images. With the known separation time, which is the time interval in which
two images are taken, the velocity of the whole flow field can be calculated. PIV is an
advanced technology to measure the velocity of the whole flow field without affecting the
flow. Yet, care must be taken to ensure that particles can faithfully follow the actuall
flow and the image quality is high.

�
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ASSUMPTIONS Scattering particles follow the water exactly.

FIND U.

SOLUTION
Applying Equation 9.54,

U = 1
2 sin θ∕2

f D =
(

632.8 × 10−9 m
2 sin(11∘∕2)

)
(1.411 × 106 Hz) = 4.655 m∕s

Particle Image Velocimetry

Particle image velocimetry (PIV) measures the full-field instantaneous velocities in a planar cross
section of a flow. The technique tracks the time displacement of particles, which are assumed to
follow the flow. Principle components for the technique are a coherent light source (laser beam),
optics, a CCD camera, and dedicated signal interrogation software.

In a simple overview, the image of particles suspended in the flow are illuminated and recorded
repetitively at very short intervals in time. Sequential image pairs are compared. The distance
traveled by a particle during the period between images is a measure of its velocity. By repeatedly
recording the particle field, the particle positions can be tracked and velocity as a function of space
and time obtained.

In a typical layout, such as shown in Figure 9.34, a laser beam is passed through a cylindrical
lens, which converts the beam into a two-dimensional (2D) sheet of light. This laser sheet is
mechanically situated to illuminate an appropriate cross section of the flow field. The camera
is positioned and focused to record the view of the illuminated field. The time interval between
image pairs can be controlled either by using a pulsed-light laser synchronized with the camera
shutter or by using a continuous light laser and a high speed motion camera. The acquired digital
images are stored and processed by interrogation software, resulting in a full-field instantaneous
velocity mapping of the flow.

The operating principle is based on particle displacement with time

−⇀
U = Δ−⇀x ∕Δt (9.55)

where
−⇀
U is the instantaneous particle velocity vector based on its spatial position −⇀x (x, y, z, t). The

camera records particle position into separate image frames. To obtain velocity data in a rapid
manner, each image is divided into small areas, called interrogation areas. The corresponding
interrogation areas between two images, I1 and I2, are cross-correlated with each other, on a

FIGURE 9.34 Basic layout of a digital particle image velocimeter.

Figure 2.3: The sketch of a PIV system (Figliola & Beasley, 2014).

Concentration Measurement
Two possible approaches can lead to the measurement of concentration. This first ap-
proach measures the concentration using probes, while the second method measures the
concentration of specific species directly by optical methods.

The probe-based methods utilize the fact that the electrical properties of the fluid are
closely related to the concentration of salt concentration (Gavish & Promislow, 2016);
namely, by measuring the electrical properties, one may deduce the concentration in-
formation. For the measurement of electrical properties of salt solutions, two methods
have been used, including conductivity meters and Impedance spectroscopy.

The optics-based method tries to visualize and quantify the concentration of chemical
species directly. Since chemical species’ concentration can change the optical properties
of the fluid, one can obtain the flow information by analyzing the optical images of the
flow field. These methods include shadowgraphy, interferometer, Schlieren method, or
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laser induced fluorescence (LIF).
For the measurement of the concentration field, direct measurement using LIF would

be a better choice than the other options. First, all the probe-based measurement options
(namely, conductivity sensor or impedance spectroscopy) are intrusive. Since inserting
a probe may disturb the flow, introduce noises, and affect the measurement of PIV, it
is proper to choose a non-intrusive method. Second, while all the optical others are
non-intrusive measurement techniques, LIF would be the better choice for concentra-
tion measurement. It is hard to quantify the density field with the shadowgraph, and
therefore shadowgraph is not suitable for our purposes. The many difficulties with the
interferometer setup prevent it from being the best choice. The Schlieren method is to
be ruled out if the buoyant plume needs a refractive index match, as will be described in
§2.3.3, the Schlieren method will completely malfunction because there is no refractive
index field anymore.

Laser induced fluorescence (LIF) is one of the most powerful and commonly used
techniques to measure the concentration of tracer species in a fluid flow (Chrzan, 2012;
Mayinger et al., 2001). Adding certain types of fluorescence to the flow allows observa-
tion of the concentration of the fluorescence, provided a laser is applied to excite the
fluorescence. LIF is a non-intrusive measurement of the fluorescence concentration and
gives quantitative information about the concentration. However, as will be discussed
in §2.4.2, this technique requires careful calibration and correction procedure.

Figure 2.4: Sketch of LIF.

2.2 Plume Creation
As mentioned earlier, the plume is created by releasing/injecting fluids with different
densities into a tank. The creation of such a plume, however, needs more discussion on
the realization in a lab setup. This section first explains how the setup was designed
(§2.2.1) and then describes the apparatus of the experimental setup in §2.2.2.
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2.2.1 Preliminary Design
There are two key considerations to be addressed in the plume creation. The first
question is, what is the geometry within which the plume will be released, held, and
measured? The second question is how to obtain the density difference. These questions
shall be discussed as follows.

The Geometry of the Setup
The plume is to be released from a round outlet, creating an axisymmetric plume. Fur-
thermore, a cuboid tank will be used to hold the plume for its evolution, and Fig. 2.5
is the cross-section view of the setup. Even though a cylindrical tank seems to be a
better choice when considering the system’s symmetry (the round plume outlet matches
the round shape tank), a cuboid tank was chosen. The reason is that the water tank’s
cylindrical shape may pose a problem on the optical measurement due to refraction, and
as a result, the option of using a cylinder tank is discarded.

 

Figure 2.5: Preliminary design of the experiment setup. A cuboid tank is used as the reservoir of the
less dense fluid, and the heavy fluid is to be released from the top using a nozzle.

The vertical dimension of the tank should be much larger than the dimension of the
plume nozzle so that the plume becomes self-similar. It was reported by Ezzamel et al.
(2015) that after a distance of 10 times the nozzle diameter, the second-order velocity
statics becomes self-similar. As a result, the outlet nozzle is chosen to be 3 mm, whereas
the height of the cuboid tank is 495 mm, large enough for the plume to develop.

Similarly, the horizontal dimension of the tank should also be chosen correctly to
minimize the effect of the plume-tank interaction. If the tank’s width is too small,
the plume might interact with the tank wall. Furthermore, the choice of width is also
constrained by the aspect ratio (width to height) as mentioned by Barnett (1992), where
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the aspect ratio value between 1 and 5.8 was recommended. As a result, the width of
the tank was decided to be 293 mm.

Up to this point, the general geometric parameters of the experiment setup are
specified. In the next experiment design stage, the method used to generate buoyancy
will be discussed.

Buoyancy Source: Different Density Solutions
The density difference is achieved by adding sodium sulfate to water, creating a heavier
solution than fresh water. Although density difference may also be obtained by adjusting
the species concentration or changing the temperature, using temperature difference to
create the density difference is not favorable for several reasons.

Had a temperature difference been used to create the plume, there would be two
difficulties. First, there would be difficulties in creating a uniform/flat temperature
profile at the inlet. In classical plume theory, the plume is assumed to be a point source
(Morton et al., 1956), and a point source clearly has no buoyancy profile. Since it was
chosen to create a plume from a circular nozzle inlet, it is desirable to have a uniform
buoyancy profile at the inlet. However, obtaining a uniform temperature profile at the
inlet can be quite a challenge due to heat transfer. Let’s say cold water is to be used
as the source of the plume. Before being injected into the tank, the cold water has to
pass a transporting pipe and the nozzle, and a certain temperature profile will develop
because of the temperature difference between the pipe and the running cold water (see
Fig. 2.6). It would probably be difficult to flatten the temperature profile.476 Chapter 8 ■ Internal Flow

to develop. Moreover, if the tube surface condition is fixed by imposing either a uniform 
temperature (Ts is constant) or a uniform heat flux (qs′′ is constant), a thermally fully devel-
oped condition is eventually reached. The shape of the fully developed temperature profile 
T(r, x) differs according to whether a uniform surface temperature or heat flux is main-
tained. For both surface conditions, however, the amount by which fluid temperatures 
exceed the entrance temperature increases with increasing x.

For laminar flow the thermal entry length may be expressed as [3]
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
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≈ (8.23)

Comparing Equations 8.3 and 8.23, it is evident that, if Pr > 1, the hydrodynamic boundary 
layer develops more rapidly than the thermal boundary layer (xfd,h < xfd,t), while the inverse 
is true for Pr < 1. For large Prandtl number fluids such as oils, xfd,h is much smaller than 
xfd,t and it is reasonable to assume a fully developed velocity profile throughout the thermal 
entry region. In contrast, for turbulent flow, conditions are nearly independent of Prandtl 
number, and to a first approximation, we shall assume (xfd,t/D) = 10.

Thermal conditions in the fully developed region are characterized by several interest-
ing and useful features. Before we can consider these features (Section 8.2.3), however, it 
is necessary to introduce the concept of a mean temperature and the appropriate form of 
Newton’s law of cooling.

8.2.1 The Mean Temperature

Just as the absence of a free stream velocity requires use of a mean velocity to describe an 
internal flow, the absence of a fixed free stream temperature necessitates using a mean (or 
bulk) temperature. To provide a definition of the mean temperature, we begin by returning 
to Equation 1.12e:

�= −q mc T T( )p out in (1.12e)
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Figure 8.4 Thermal boundary layer development in a circular tube with a hot wall.
Figure 2.6: Typical temperature profiles of a pipe flow (Bergman et al., 2018).

Second, there would be difficulties in monitoring the source temperature. To know
the inlet buoyancy condition requires measurement of inlet temperature. Even if the
cold water is generated and kept in a constant temperature water bath/reservoir, whose
temperature is a known value, chances are that the temperature at the nozzle outlet will
not be the same due to heat transfer in the transportation pipe. Since the inlet nozzle
diameter is so small (3 mm), it could be difficult to monitor the source temperature
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without affecting the flow (especially when considering the sizes of a typical temperature
probe).

Contrary to the above difficulties, using a denser fluid (with a higher concentration
of chemical substance) would be a good choice. First, there is no difficulty in obtaining
a uniform buoyancy profile at the inlet, as there is no mass transfer along the trans-
portation pipe. Second, there is no need to measure the inlet concentration/buoyancy
because the desired concentration will be specified as a priori constant, where the amount
of sodium sulfate will be calculated and the concentration will be adjusted.

The density difference can be adjusted by varying the concentration of sodium sulfate.
By looking up concentrative property table provided by Haynes (2016), desired density
values can be obtained. For example, assuming the freshwater density is 998 kg/m3,
then the density of 6 wt% sodium sulfate solution will be 1052.6 kg/m3.

Experimental Parameters
The experimental conditions can be specified by two parameters, including the source
Reynolds number Re0 and the source Richardson number Γ0 (Li et al., 2019). These
parameters can be calculated in the following way. Recall that earlier in this section, it
was decided the nozzle diameter would be d = 3 mm. The source Reynolds number will
then be given by

Re0 =
ϱ0u0d

µ0

, (2.20)

where the subscript “0” means values evaluated at the source. The source Richardson
number Γ0 can be found by plugging the source volume flux Q0 = π

4
d2u0, the scource

momentum flux M0 = π
4
d2u2

0, and the source buoyancy flux F0 = g ϱ0−ϱe
ϱe

Q0 into the
definition of the Richardson number given in Eq. 1.7.

With the mass fraction of the sodium sulfate in the dense fluid to be 6%, one can ob-
tain different forms of plumes by varying changing the inlet velocity, and the experimen-
tal parameters are summarized in table 2.1 (experiment number 1 to 10). Experiments
11 to 20 are measurements with refractive index matching (RIM), and experimental pa-
rameters in these measurements are the same with experiments 1 to 10, except there is
no refractive index field. As a result, the mass fraction of sodium sulfate needs to be
adjusted accordingly to eliminate the refractive index field, and this will be explained in
§2.3.3.
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Table 2.1: Experimental Parameters.

Exp.
No.

u0 (cm/s) ρ0 (g/ml) ρe (kg/m3) Q0 (ml/s) Re0 Γ0

1 2.45 1053.21 997.44 0.17 64.37 13.80
2 3.41 1053.21 997.44 0.24 89.67 7.11
3 4.14 1053.21 997.44 0.29 108.65 4.84
4 5.10 1053.21 997.44 0.36 133.95 3.19
5 6.06 1053.21 997.44 0.43 159.26 2.25
6 7.03 1053.21 997.44 0.50 184.56 1.68
7 7.99 1053.21 997.44 0.56 209.86 1.30
8 8.95 1053.21 997.44 0.63 235.17 1.03
9 9.91 1053.21 997.44 0.70 260.47 0.84
10 10.88 1053.21 997.44 0.77 285.77 0.70
11 2.45 1072.45 1020.45 0.17 63.55 12.58
12 3.41 1072.45 1020.45 0.24 88.53 6.48
13 4.14 1072.45 1020.45 0.29 107.26 4.41
14 5.10 1072.45 1020.89 0.36 132.24 2.88
15 6.06 1072.45 1020.89 0.43 157.22 2.04
16 7.03 1072.45 1020.89 0.50 182.20 1.52
17 7.99 1072.45 1020.89 0.56 207.18 1.17
18 8.95 1072.45 1020.13 0.63 232.16 0.95
19 9.91 1072.45 1020.13 0.70 257.14 0.77
20 10.88 1072.45 1019.66 0.77 282.12 0.65

2.2.2 Plume Delivery Instrumentation
The plume creation system contains several parts, namely the plume injection nozzle,
the pumping system, and the piping system. The nozzle will be introduced first.

The Nozzle
The outflow from the nozzle should be as uniform as possible, and a pipette with an outlet
diameter of 3 mm was used to create the plume. Similar to getting a flat buoyancy profile,
it is desirable to have a uniform velocity profile at the outlet of the nozzle. In many
experiments, a contraction duct is used to reduce the fluctuating velocity component
and accelerate the flow, resulting in a uniform flow (Abdelhamed et al., 2015). Our
experiment uses a pipette as the nozzle, given its streamlined contraction design, to
flatten the velocity profile. As shown in the following figure, the pipette has an outlet
diameter of 3mm and an inlet diameter of 10 mm.

Figure 2.7: A pipette was used as the nozzle to inject fluids with higher density. Notice that the
outlet of the pipette has a contract, which can be used to flatten the velocity profile.
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The Pumping
The pumping system uses one pump that drives the liquid into the nozzle. There are
two approaches to driving the fluid, and the first method is using a pump and the other
is using gravity. It is possible to use gravity as the driving force, where the high-density
fluid is placed in a tank at a higher altitude, and the fluid will flow downward naturally
under gravity. However, based on the lab’s logistics, controlling the flow rate is difficult
in this scenario because a valve and an accurate flowmeter will be required. In contrast,
if a pump is to be used as the driving force, one can adjust the flow rate by simply
controlling the pump. Therefore, a pump is decided to be the driving force.

There are many different types of pumps available (Nesbitt, 2006a), and when choos-
ing the pump type, one needs to consider the requirements of the experiment. As
revealed by the experimental parameters in table 2.1, the volume flow rate is quite low,
and it is required to control the flow rate. Therefore, a low-speed pump with a flow rate
regulating ability is preferable.

Among all the pump types, positive displacement pumps offer a good ability to
achieve a low flow rate while maintaining the possibility to adjust the volume flow rate.
This is because the working principle of positive displacement pumps is to suck fluid by
continuously compressing and discharging the fluid at any given speed (Nesbitt, 2006a).

In the fluid mechanics lab at Delft University of Technology, there are two types of
positive displacement pumps available: syringe infusion pumps and peristaltic pumps. A
syringe pump typically consists of a syringe holder and a stepper motor. When working,
the syringe pump’s stepper motor moves and pushes the plunger flange of the syringe
while the syringe is held firmly by the syringe holder. And by controlling the speed
of the motor, the syringe pump can deliver the amounts of fluid at a desired rate. A
peristaltic pump often has a rotating roller and a flexible/elastic tube. The peristaltic
pump transport fluid by mechanically squeezing the flexible tube using the rotating
roller. The flow rate can be adjusted by changing the speed at which the roller rotates.
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(a) The syringe pump (b) The peristaltic pump.

Figure 2.8: Available pumps in the lab.

The peristaltic pump was decided as the pump in the experiment. There are two
main limitations associated with the syringe pump in the lab. First, the syringe pump
has a limited capacity. Notice that the largest size of the syringe that the available
syringe pump can hold is 50 ml. Given that the flow rate decided in table 2.1 is on the
order of ml/s, the pump will run out of liquid after about 1 minute, which restricts the
measurement of the experiment. Second, the syringe pump has a limited flow rate. It
was tested that the existing pump has a maximum flow rate of 300 ml per hour, and
this flow rate was not even close to the desired value of ml per second. The two major
limitations ruled out the possibility of using the existing syringe pump in the lab, and
the peristaltic pump was chosen as the pumping unit.

Yet, the existing peristaltic pump (Watson Marlow 505Du) poses other challenges in
the experiment. One of the major challenges is the fluctuating flow rate caused by the
peristaltic pump (Klespitz & Kovács, 2014; Nesbitt, 2006b). Nonetheless, the drawbacks
of pulsation can be mitigated. There are several methods to mitigate the effects of
fluctuations, including adding more rollers to the pump, purging out air bubbles, and
modifying the pipework (Nesbitt, 2006b). One should consider combining as many the
above methods as possible when designing the pumping system, and in the following
discussion about the pipework, it will be shown that our design can combine all the
techniques together, mitigating the pulsation to a large extent.

The Piping
The piping system contains a series of tubing and containers that transport the fluid, and
two designs of the piping system have been tested. The first method is to transport the
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sodium sulfate solution directly, and the second is to transport the solution indirectly.
The direct method involves sucking the solution directly from a reservoir and trans-

porting it to the nozzle. However, since the pipes were originally empty and full of air
before the experiment startup, it was tested that the method usually traps a lot of air
bubbles in the tubing between the rollers during the experiment, causing the pulsation
phenomenon to deteriorate. Hence, this method is abandoned.

The current design aims to resolve the air-bubble-trapping problem by pumping air
directly and using the air to move the sodium solution indirectly. This design was
motivated by previous practices, which successfully reduced the fluctuations in flow by
taking advantage of air compressibility (Jiao et al., 2019; Kang et al., 2014). A gas-
washing bottle from the chemical lab (Fig. 2.9) was added to the piping system, but
it was used in a reverse direction: use the air to purge out the sodium sulfate solution.
The trick of adding a gas-washing bottle solves two problems simultaneously. First, by
separating the air and the solution, the method solves the air-bubble-trapping problem
because the peristaltic pump now works solely for pumping air. Second, the method
adds a pulsation damper by introducing a thick layer of air before pumping the solution;
moreover, it was demonstrated that when the gas-washing bottle is half-filled with air,
the pulsation could be almost damped out.

 

Figure 2.9: A gas washing bottle was used in the reverse direction as the damper to limit flow
fluctuations. The left end is connected to the peristaltic pump, and air will be pumped into the gas
washing bottle. The high-density solution will be purged out from the right end of the gas washing

bottle.
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Quick Summary: The Plume Delivery Instrumentation
The plume delivery system consists of all the components mentioned above and is
mounted on a rigid aluminum support (Fig. 2.10). The following sketch shows how
all the parts for plume delivery are placed and arranged, and the corresponding setup
photo is also shown. It should be noted that the aluminum structure provides extra
space for mounting optics, which, as will be shown in §2.3.2, allows the laser sheet to be
projected through the lateral wall of the tank.

 

(a) The plume delivery system sketch.
 

(b) The plume delivery system lab setup.

Figure 2.10: The plume delivery system. (a) The sketch of the plume delivery system, and (b) the
setup photo in the lab, and the whole setup is placed on a rigid aluminum frame.

2.3 PIV Setup
This section discusses the velocity measurement technique that was chosen in §2.1.2, the
particle image velocimetry (PIV). First, a brief introduction to the PIV measurement
system will be explained (§2.3.1). Then, experiment apparatuses in our experiment will
be outlined in §2.3.2, followed by a discussion of refractive index matching (§2.3.3).

2.3.1 Introduction to PIV
The working principle mentioned previously in §2.1.2 specified that PIV works on cap-
turing the displacement of small particles carried by the flow during a very short time
interval. The working principle implies that one PIV system consists of at least four
steps. The first step is flow seeding, which means some tracer particles must be added
to the flow. The second step is flow illumination, where the flow field must be illumi-
nated by proper light in order to make particles visible. The third step is flow imaging,
in which the images of seeded flow are recorded by a camera. The last step involves
processing images and extracting velocity information from images.
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Flow Seeding
Since most fluids, including the liquid used in our water tank experiment, are transparent,
visualizing the flow and calculating velocity information requires seeding the fluid with
some microparticles. The microparticles should be expected to have good mechanical
properties and optical properties.

The microparticles must have good mechanical properties such that they can follow
the flow faithfully. The dynamical analysis of small tracer particles used in typical PIV
systems shows that the only term that dominates the dynamics of one particle is the
quasi-steady viscous term (Stokes drag), and the response time of the particle is

τp = d2p
ϱp
18µ

.

The formula indicates that the smaller the particle size dp, the faster the particle can
respond to the flow condition changes (such as changes in flow direction or velocity
magnitude). In other words, small particles are preferred so that the seeding particles
can follow the flow faithfully.

Yet, using small particles compromises optical properties. For spherical particles
with a diameter larger than the laser wavelength, Mie’s theory is applicable, and the
theory dictates that the light scattering ability depends on the particle diameter, laser
light wavelength, and refractive index of the particle. Since both the laser wavelength
and the refractive index cannot be changed because they are inherent properties of the
laser and the particle, the common guideline for PIV is to choose the largest particles,
provided that the particle can still follow the flow.

Illumination
Particles are only visible when the laser is on. If the laser is off, the camera will not
capture any visible particles because the experiment is performed in a dark room, and
the PIV image is black without any light source. On the other hand, when the laser is
on, it illuminates the particles, and the camera records the images (Fig. 2.11).

Because particles will be visible when the laser is on, it is desirable to keep the
illumination time (pulse duration δt) as small as possible. If the pulse duration δt is
very long, the particles stay visible while they keep moving with the flow, and this will
result in streaks in the image, causing the image quality to deteriorate (Fig. 2.11). The
laser used in the present study has a pulse duration of around 150 nanoseconds, which
is reasonably small for the PIV measurement (Photonics Industries, 2023).
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Figure 2.11: Sketch of PIV measurement. When the laser is on, the laser beam is expanded to a
laser sheet and illustrates the whole flow field. When the seeded flow passes the measurement window,
the particles in the flow begin to scatter laser light and show up as dots on the image, provided that
the pulse duration is short. However, if the pulse duration is too long, particles will appear as streaks

because they constantly scatter light while moving.

If particles are imaged as dots for every pulse, it is possible to analyze two consecutive
images of the flow field that have been illuminated twice to obtain the instantaneous
velocity field. In other words, one measurement by PIV requires two laser pulses. The
time between the two pulses is called separation time ∆t.

The proper choice of ∆t is important for image processing at later stages. The
choice of ∆t must ensure that most particles are captured in the same window during
both exposures so that there are enough particle pairs contribute to the cross-correlation.
In practice, one can follow the one-quarter rule (Raffel et al., 2018). The one-quarter
rule asserts that during the separation time ∆t, the displacement of particles should not
exceed a quarter of the interrogation window, namely

displacement = Mu∆t <
1

4
interrogation window, (2.21)

where M is the magnification factor, u is the flow velocity, and the interrogation window
size can be calculated from the (known) pixel pitch.

Imaging
The image of particles in the flow field must go through lenses before being received by
the camera sensor, and the schematic is shown in Fig. 2.12. The imaging lens system
has several attributes, such as the focal length of the lens f , aperture number (f-stop)
f#, magnification factor M , object distance do, and image distance di.
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Figure 2.12: Ray path of the imaging process.

Apparently, the position where the camera can be placed is restricted by the imaging
lens system. With the thin lens formula, the image distance di and object distance do

can be related by the focal length f : 1
f
= 1

di
+ 1

do
,

M = di
do
,

(2.22)

where the magnification factor M can also be determined from the ratio of camera sensor
size to measurement window size.

Furthermore, the aperture number f# is also restricted by physical constraints. On
the one hand, there is a physical constraint—the focal depth should be thicker than the
laser sheet thickness—that puts a lower limit on f#. The reason is that if the focal
depth is thinner than the laser sheet thickness, particles will stay out of focus, causing
blurs in images. The focal depth δz can be calculated as

δz = 4.88λf 2
#

(
M + 1

M

)2

, (2.23)

where λ is the wavelength of the laser. Since the typical laser sheet thickness in an
experiment is a constant, the above equation puts a lower limit on the choice of f#.

On the other hand, there is an upper limit on the aperture number f# because of
the particle image size (Raffel et al., 2018). If the particles’ size on the image is too
small (smaller than 1 pixel), peak locking or pixel locking phenomenon can occur, which
means that the accurate position of particles cannot be detected by the camera sensor.
If the particles’ size on the image is too big (bigger than 3 pixels), individual particles
appearing on the image may begin to overlap, which compromises the spatial resolution
of the measurement. As a rule of thumb, it is desirable to have the particle image size
around 2 pixels. The particle image size can be calculated as the Euclidean sum of
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diffraction particle size and effective particle size

dp,im =

√
(Mdp)

2 + (ddiff)
2 ≈ ddiff = 2.44λ(1 +M)f#, (2.24)

where dp,im is the particle image size, dp is the actual particle size, and ddiff = 2.44λ(1 +

M)f# is the Airy disc diameter caused by diffraction effects. It should be noted that
ddiff is the dominant term in general. It is evident that Eq. 2.24 puts an upper limit on
the choice of f# because it is required that 2 < dp,im < 3 px.

Image-Processing
Image-processing is a series of operations in order to extract displacement information
from image pairs. In general, data processing consists of four steps. In the first step, the
image has to be partitioned into a number of cells (interrogation window) depending on
the specified interrogation window size. It is tempting to choose a small interrogation
window as this would increase the resolution of the measurement. However, a small
interrogation window makes it difficult to figure out displacement information because
most particles may have left the interrogation window, and PIV may return a misleading
displacement result.

In the second step, cross-correlation analysis is applied to each cell. The cross-
correlation analysis will give the displacement value of each cell by finding the peak
or maximum value. And later in the third step, a correlation-peak interpolation will
usually be used to provide more accurate information about the displacement.

In the last step, the particle image displacement value is converted to velocity in the
flow field. Because the separation time between two images is known, and the velocity
of an interrogation window is readily available by dividing the displacement by the
separation time. Eventually, the velocity on the image has to be rescaled to the actual
velocity in the flow field.

2.3.2 PIV Instrumentation
Based on the working principles of PIV measurement, instruments used in our experi-
ments will be introduced. Major components include the PIV camera, the laser system,
the optics, and the PC control.

The PIV Camera
LaVision’s Imager sCMOS CLHS camera was used as the PIV camera. According to
the manufacturer, the camera has 2560 × 2160 pixels with a pixel pitch of 6.5µm, and
the maximum frame rate is 50 fps (LaVision, 2023).

The camera should be equipped with a suitable lens per the requirements outlined in
previous §2.3.1. The magnification factor, for example, can be determined by the field
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of view (FOV) size and the camera sensor size. Other parameters, such as f#, should
be calculted by Eq. 2.22 and 2.23. After a visualization experiment (which will be
explained in §3.1), it is possible to find the desired FOV and choose the correct lens for
the camera: f = 50 mm, f# = 5.6.

Moreover, a bandpass filter should be applied to the PIV camera. Since the PIV
particles scatter laser light without changing the wavelength, the filter should allow
wavelengths around the laser wavelength to pass while blocking other wavelengths, such
as the fluorescence from the LIF measurement, which is around 550 nm. Specifically, the
Edmund OD 6 Fluorescence Filter has been used for the PIV camera. This filter allows
wavelengths between 510 and 540 nm to pass and effectively blocks other wavelengths
(Edmund, 2023).

The Laser
One Nd:YLF (Neodymium-doped Yttrium Lithium Fluoride) laser was used for both
PIV and LIF measurements. The dual head Nd:YLF laser, made by Photonics Industries,
can lase at a wavelength of 527 nm. Furthermore, the laser has relatively high pulse-to-
pulse stability, with variation smaller than 0.5% rms (Photonics Industries, 2023).

The laser was placed at a height similar to the water tank, simplifying the ray path.
The laser head is mounted on rigid aluminum bars and is lifted to a similar height as
the water tank, and the space below the laser head are the temperature and the laser
control units for the laser head. Moreover, because the laser beam will be projected at a
similar height as the measurement region, this reduces mirrors and simplifies the optical
setup.
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Figure 2.13: The Nd:YLF laser system.

The required laser pulse separation time ∆t can be estimated after a plume visualiza-
tion, which will be explained in the §3.1. Once the plume is visualized, it is possible to
estimate the centerline velocity of the plume, and thus calculate the separation time using
Eq. 2.21. Ultimately, the separation time should be optimized to meet the one-quarter
rule of PIV measurements, and in our experiments, ∆t is a variable under different inlet
conditions.

Lastly, a filter should be applied to the PIV camera to block light with a higher
wavelength. It will be explained in §2.4.3 that the LIF signal will have a higher wave-
length, and a filter must be applied to block the LIF signal to prevent the LIF signal
from affecting the PIV measurement.

The Optics
Two mirrors were used to change the position of the laser sheet. The laser beam coming
out from the laser head is not aligned with the vertical position of the measurement
region, and thus the laser beam cannot be expanded directly. Instead, the laser beam
should be collimated at the desired vertical position (z-direction) before expanding, and
this is done by changing the vertical distance between the two mirrors, marked as “mirror
1” and “mirror 2” in Fig. 2.14. Similarly, in the x-direction, the laser beam may not be
aligned with the desired laser sheet position, and this problem may be solved by varying
the relative angle between the two mirrors.
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(a) A sketch.
 

(b) The lab configuration.

Figure 2.14: The optical setup.

A combination of a cylindrical lens and a spherical lens was used to reshape/expand
the laser beam into a laser sheet. The cylindrical lens serves to expand the beam
vertically while the spherical lens converges the expanded laser beam. As a result,
the combination not only elongates the beam vertically (in the z-direction) but also
compresses the laser beam horizontally (in the x-direction), forming a laser sheet with
a contracting cross-section. The thinnest cross-section of the laser beam is termed the
waist.

 

(a) Front view of laser sheet.
 

(b) Top view of laser sheet.

Figure 2.15: The laser sheet formation illustration.

It is desirable to position the measurement region around the waist area to optimize
the image quality. The position of the waist can be changed by choosing a spherical
lens with a different focal length because the spherical lens converges the laser sheet at
a distance equal to its focal length.

Furthermore, as a rule of thumb, the thickness of the waist should be roughly the
same as the interrogation window size. Since the interrogation window is usually 32 by
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32 pixels, and the pixel pitch can be known from the manufacturer’s specification, one
can determine that the interrogation window size is around 1.6 mm. Thus, the waist
thickness, a function of the spherical lens’ focal length and laser properties, should be
about 2 mm.

2.3.3 Refractive Index Matching
A known issue with PIV measurement is the existence of a refractive index field in the
flow (Mishra & Philip, 2021). In §2.3.1, it was discussed that high-quality images are
the key to the success of PIV measurement, which implies that particles should appear
as dots on images. However, if a refractive index field presents in the flow, some particles
may become blurred due to variations in ray paths. Elsinga et al. (2005) identified two
types of errors associated with the refractive index field, namely the position error and
the velocity error, and according to their description, the particles that would have been
circular dots started to stretch, forming blurry regions.

The particle-blur effect was observed in our experiment, as shown in Fig. 2.16. The
reason for such a blur should not be surprising; after all, the plume is a sodium sulfate
solution with high density, and the refractive index for sodium sulfate solution cannot
be the same as fresh water.

Figure 2.16: A PIV image in the experiment. In the center of the image, large lumps of blurred
particles can be observed.

The particle-blur problem may be solved by refractive index matching (RIM). RIM is
a technique to ensure that the refractive index field is the same throughout the entire flow
regime by utilizing distinctive properties of different chemicals. Ethanol, for example,
when added to fresh water, can increase the refractive index while decreasing the density.
On the other hand, the addition of sodium sulfate increases both the refractive index and
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the density when added to fresh water. In a nutshell, when choosing proper chemicals,
RIM allows a uniform refractive index field while retaining density difference.

Urea was chosen as the counterpart of sodium sulfate in an attempt to perform RIM.
There are many promising chemicals that can be used as RIM, and researchers in the
past used ethynol or sodium nitrate to perform RIM (Mishra & Philip, 2021). Yet the
two choices were discarded due to lab safety considerations in terms of lab regulations.
Haynes (2016) provides a comprehensive list of chemicals and their aqueous solutions’
concentrative properties, and urea was chosen for RIM because it is relatively safe and
cheap. With data from Haynes (2016), the properties of both urea and sodium sulfate
solution can be plotted in Fig. 2.17. By changing the mass concentration of glycerol
and sodium sulfate, one can obtain the same refractive index while keeping the density
difference.
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Figure 2.17: The physical properties of promising RIM materials. (a) the refractive index as a
function of concentration (density), and the combination of urea and sodium sulfate is good for RIM

because the difference in curves’ slope is large. On the contrary, the difference in curves’ slope for
sodium chloride and sodium sulfate is relatively small, and as a result, a certain density difference
cannot be achieved without using a high concentration of solute. (b) the dynamic viscosity as a

function of concentration (density), and the chosen combination of urea and sodium sulfate shows a
similar viscosity under various concentrations.

The above data from Haynes (2016) was measured in mass fractions (wt%), which
greatly simplifies the solution-preparation process if validated. Every data point in
the above figure has a different mass fractions; in other words, one can easily prepare
a solution with desired density (and refractive index) by simply changing the mass
fractions. Changing the mass fractions requires only mass measurement, and volume
measurement is unnecessary, which is a great advantage when considering the volume
change when mixing. The mass concentration can be calculated as

wt% =
msolute

msolute +msolvent
× 100%,

and the equation can be solved when any two of the following variables are known: mass
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of the solute msolute, mass concentration of the solute Csolute, mass of the solvent msolvent,
or mass of the solution (msolute +msolvent).

Fig. 2.17 can be used as a reference when preparing solutions only if the validity
is checked. Due to differences in water quality or temperature, the data provided by
Haynes (2016), namely Fig. 2.17, could differ from our experiment; as a result, validation
of data in Fig. 2.17 was carried out. The validation procedure involves comparing the
predicted density value of a sodium sulfate solution with the actual value obtained
through laboratory measurement. A sample sodium sulfate solution with mass fraction
wt% = 6.02 was prepared, and the density predicted by Fig. 2.17 is 1.053788 g/ml while
the density measured by a precise density meter in the chemical lab is 1.053478 g/ml,
implying that the error of using Fig. 2.17 should be within 0.03 %.

Figure 2.18: Density measurement result of the sample sodium sulfate solution.

In the current study (see table 2.1), all RIM measurements (experiment number 11
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to 20) utilize a urea solution (wt% = 8.59%) and a sodium sulfate solution (wt% =
8.46%). Under the above two concentrations, the density difference is the same as non-
RIM measurements (experiment number 1 to 10), where the tank fluid contains no urea
(wt% = 0.00%) and the plume fluid has a sodium sulfate concentration wt% = 6.00%.

2.4 LIF Setup
This section discusses the concentration measurement technique that was chosen in
§2.1.2, the laser induced fluorescence (LIF). First, we start with a brief introduction to
the LIF theoretical in §2.4.1, explaining the fundamentals of fluorescence theory and why
it is necessary to convert concentration value. Then, more detailed description about
LIF data processing is outlined in §2.4.2. Finally, the experiment instruments will be
introduced in §2.4.3.

2.4.1 Introduction to LIF
LIF measurement can be understood as a two-stage process and is based on the unique
properties of natural fluorescent molecules. A fluorescent molecule is defined as a
molecule that absorbs incident light at a specific wavelength and later emits light. In
the first stage, the effect of incident light/laser is to excite a considerable number of
fluorescent molecules from the lower energy level (ground state) to the higher energy
level (excited state). Once molecules are promoted to a higher energy level, they may
subsequently return to the ground level by emitting fluorescence at a certain wavelength
in the second stage.

Naturally, based on the brief discussion of LIF principles, the LIF returns the con-
centration of fluorescent molecules from the intensity of the fluorescence signal. Yet,
the conversion from signal intensity to concentration is accurate only if numerous fac-
tors that can lead to misleading intensity measurements are corrected, and this will be
examined in the next subsection §2.4.2. In the current subsection, however, only the
fundamental fluorescence theory and the conversion of different concentrations will be
explained.

Fluorescence Theory Fundamentals
Mayinger et al. (2001) shows that the analysis of the energy level model yields the
following relation between fluorescence FR and the concentration of the fluorescent dye
Cf

FR = CfB12I

(
A21

A21 +Q21

)(
1

1 + I/Isat

)
,
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where B12, A21,and Q21 are constant, I is the local laser intensity used to excite the
fluorescent dye, and Isat is the saturation intensity of the dye. It is evident that the
relation may be simplified as

FR ∝ Cf

(
I

1 + I/Isat

)
. (2.25)

This relation provides a way to calculate the concentration of the fluorescent dye based
on the knowledge of local excitation laser intensity I and fluorescence FR.

The nonlinear Eq. 2.25 can be further simplified. Under the assumption that Isat ≫
I, Eq. 2.25 may be rewritten as

FR ∝ CfI, (2.26)

and this equation is a simpler way to calculate the concentration of fluorescent dye. The
assumption of Isat ≫ I implies that the local laser intensity (used to excite the dye)
is very small compared with the saturation intensity, and this assumption is generally
valid in LIF (Mayinger et al., 2001). It should be noted, however, that not only a high
excitation laser intensity causes non-linearity but also a high concentration of fluorescent
dye. Crimaldi (2008) and Ferrier et al. (1993) showed that the linear Eq. 2.25 is not
valid when the dye concentration is too high. Ferrier et al. (1993) concluded that for
fluorescent dye Rhodamine 6G, a concentration of higher than 50 µg/l may cause non-
linearity, and calibration of LIF should be done to ensure that the relation between FR

and Cf is linear.
Nevertheless, using Eq. 2.26 is not as straightforward as it appears. On the one

hand, the light intensity is not measured locally in the flow field and can vary spa-
tially and temporally. Spatial variation, for instance, can be partly attributed to ex-
tinction/attenuation (light intensity decreases when traveling in a medium, such as
water). On the other hand, measuring/interpreting the intensity of fluorescence may
not be straightforward. To avoid a lengthy digression, detailed descriptions of how to
correct these variations and how to interpret the fluorescence will be delayed to the
next subsection §2.4.2. Now, another question about the conversion between different
concentrations needs to be addressed.

Conversion between Dye Concentration and Salt Concentration
It should be reiterated that the concentration Cf measured by LIF in Eq. 2.26 is the
concentration of the fluorescent dye, not the concentration of the sodium sulfate C.
Because LIF determines the concentration based on the value of emitted light FR, and
because sodium sulfate solution cannot be excited by a laser and cannot emit any light,
the LIF only gives the concentration of the dye Cf.

However, one can infer the value of C from Cf. Despite the dye and sodium sulfate
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being two different materials, the mass transfer process might be similar for them as
long as the dimensionless number governing the process is alike. Similar to the Prandtl
number in heat convection problems, the Schmidt number Sc, defined as the ratio of mo-
mentum diffusivity to mass diffusivity, governs the mass transfer problem in convection.
Since Troy and Koseff (2005) reported that Sc of salt and that of Rhodamine 6G are on
the same order of magnitude, the turbulent mixing for sodium sulfate and Rhodamine
6G is similar. In other words, even though LIF only measures the concentration of
Rhodamine 6G, Cf, this value can be used to deduce the concentration value of sodium
sulfate concentration C by using

C =
∆C

∆Cf
[Cf − Cf0] + C0, (2.27)

where C0 is the source concentration of the sodium sulfate, Cf0 is the source concentration
of the dye, ∆C is the maximum concentration difference presented in the experiment
for the sodium sulfate, and ∆Cf is the maximum concentration difference presented in
the experiment for the dye.

2.4.2 LIF Calibration
In the previous subsection §2.4.1, the fluorescence theory fundamentals were introduced,
and it showed that LIF is based on the accurate measurement of fluorescence intensity.
In reality, however, the fluorescence intensity can be affected by numerous factors, which
may lead to erroneous results if left untreated. This subsection examines factors that
influence the fluorescence intensity and explains the procedure to accurately evaluate
concentration from the fluorescence intensity.

Incident Laser Intensity as a Function of Space
Numerous factors can change the laser intensity spatially (Ferrier et al., 1993). The
first factor is attenuation. Attenuation is a phenomenon caused by the absorption or
scattering of light as it travels through a medium. The intensity changes caused by
attenuation can be describe by the Beer-Lambert law

dI

I
= −ϵCfdr,

where ϵ is the absorption/extinction/attenuation coefficient, dr is the infinitesimal dis-
tance that light travels in the medium, and dI is the decreased amount of light intensity
(or the absorbed amount of light intensity). Upon integration, the local laser intensity
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I is a function of the spatial position:

I = I0 exp
[
−ϵ

ˆ
Cf(r)dr

]
= I0f (x, y) , (2.28)

where I0 is the power of the incident laser beam. Any system satisfying ϵ
´ r1
r0

C(r)dr ≪ 1

is termed as optically thin, meaning that the laser intensity change from r = r0 to r = r1

is negligible. It should also be noticed that the function f in the above expression is a
neat collection that includes all the attenuation effects (because attenuation is a spatial
variation only), and the trick of using a spatial function f will be used again later to
include all the other fators described below.

The second factor is the light sheet distribution. The laser beam coming out from
the laser heat must go through a series of optical lenses to become a laser sheet, yet
the intensity of the laser sheet, in general, is not uniformly distributed. The following
figure provides a sketch of such distribution, and according to Ferrier et al. (1993), the
distribution of the laser sheet intensity may be approximated by a Gaussian function.

 

Figure 2.19: Sketch of the laser sheet intensity. Laser sheet is obtained by expanding a laser beam
through optical lenses, and the intensity of a laser sheet is not uniform but is distributed in space.

The shape of the distribution is Gaussian-like (Ferrier et al., 1993).

Apparently, the spatial distribution of laser sheet intensity can be corrected by multi-
plying the laser intensity by a spatial function, say g (x, y). Without any loss of general-
ity, the function g (x, y) can be included by the aforementioned spatial function f (x, y).
Now, the correct function f (x, y) in Eq. 2.28 takes into account two factors that cause
laser intensity variations, namely the attenuation and the laser sheet distribution.

Outcoming Fluorescence Light as a Function of Space
As mentioned before, after the laser sheet illuminates the fluorescent molecules, fluo-
rescent dye begins to fluoresce, and the fluorescence has to travel through the medium
and be received by the LIF camera. Assuming that the emitted fluorescence will not
be absorbed again, the fluorescence FR received by the camera may still be affected by
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two factors.
The first factor that causes spatial variations in fluorescence FR is quantum efficiency.

Only part of the absorbed laser intensity dI will be emitted as fluorescence FR. This
process can be described by quantum efficiency ϕ, and by combining the Beer-Lambert
law, the amount of fluorescence FR of a small volume is:

d (FR) = ϕϵICfdV,

where dV is the infinitesimal volume. It should be noted that quantum efficiency ϕ,
defined as the ratio of emitted light to absorbed light, is another spatial function, namely
ϕ = ϕ (x, y). In other words, the quantum efficiency ϕ can be integrated into the
correction functionf (x, y) in Eq. 2.28 without loss of generality. The above equation
can be integrated over volume to give the total fluorescence FR.

The second factor is the actual amount of fluorescence received by the LIF camera.
Not all emitted light FR is received by the camera, and only part of the light will
be detected by the camera. Another coefficient, called the omnidirectional coefficient,
can be used to relate the intensity received by the camera and the total fluorescence
emitted (Crimaldi, 2008). Again, because the coefficient is a spatial function, which
depends on the coordinates only, this coefficient can be incorporated by the correction
functionf (x, y) in Eq. 2.28 without loss of generality.

Quick Summary: The Fluorescence Intensity as a Function of Space
Based on previous analyses of incident laser variation and fluorescent light variation, one
can correct these variations altogether by the correction functionf (x, y). Since all the
variations can be corrected by using proper coefficients that are a spatial function only,
be it extinction coefficient ϵ or quantum efficiency ϕ, the intensity on the LIF image and
actual dye concentration can be corrected by a single spatial function f as

If = f (x, y)Cf, (2.29)

where If is the intensity perceived by the LIF camera and f incorporates all the spatial
variation effects.

The LIF calibration should serve solely to determine the explicit expression for the
spatial correction function f . It is evident that the spatial correction function is nonlinear
because all the coefficients (extinction coefficient, quantum efficiency coefficient, etc.)
that constitute f are nonlinear. As a result, a pixel-to-pixel calibration is used to
automatically take into account all the above nonlinearities.

Once the LIF calibration is done, the fluorescent intensity may be converted into dye
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by calculating
Cf (x, y) =

If (x, y)

f (x, y)
. (2.30)

Again, it worth noting that the above equation is a pixel-wise expression; that is to say,
the concentration is calculated for every pixel in the image.

2.4.3 LIF Instrumentation
Based on the principles of LIF measurement, the main components of the LIF system
include the laser, the fluorescence dye, and the camera. The PIV measurement and
LIF system share the same laser, and descriptions of the laser can be found in §2.3.2.
Therefore, only information regarding fluorescence and LIF camera will be discussed in
the discussion of LIF instrumentation.

The Fluorescent Dye
There are many laser dye options. In past research, Rhodamines were widely used as
fluorescence dyes because of their excellent photophysical properties. Petracci et al.
(2006), for example, used Rhodamine b as the fluorescence dye for LIF measurement,
while Parker et al. (2020) used Rhodamine 6G as the dye for LIF. According to the
logistics of the lab, both dyes are available to choose.

Rhodamine 6G was chosen as the fluorescent dye, and there are two reasons for
the choice. The first reason is to match the mass transfer process of Rhodamine 6G
and sodium sulfate. Since Troy and Koseff (2005) showed that the mass transfer for
Rhodamine 6G and sodium sulfate is similar, the concentration of sodium sulfate can
be easily deduced from the concentration of Rhodamine 6G based on Eq. 2.27. It is not
very clear, however, whether Rhodamine b also shows a similar mass transfer process as
sodium sulfate. Therefore, Rhodamine 6G is preferred over Rhodamine b from the mass
transfer perspective.

The second reason for choosing Rhodamine 6G is to exclude the effect of temperature
variation. Rhodamine b is sensitive to temperature changes, while Rhodamine 6G is less
sensitive to temperature variations. Liu et al. (2022) gave a set of experimental data on
fluorescence emission spectra for different Rhodamine solutions under different tempera-
tures, and it was concluded that Rhodamine 6G showed less temperature sensitivity than
its counterparts. Choosing Rhodamine 6G helps to mitigate the temperature-variation
effects in the lab room.

In terms of photophysical properties, Rhodamine 6G is also a good choice. For Rho-
damine 6G (Fig. 2.20), the peak excitation wavelength is around 530 nm (C. Beaumont
et al., 1993; Liu et al., 2022), which is close to the laser’s wavelength of 527 nm. More-
over, the peak emission wavelength is around 550 mm (C. Beaumont et al., 1993), which
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implies that by applying appropriate filters, it is possible to separate the fluorescence
from other lights of different wavelengths.
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Figure 2.20: Extinction and emission data of the LIF dye Rhodamine 6G(Dixon et al., 2005).

The LIF Camera
Another camera with the same lens as the PIV camera was used for LIF imaging, except
a different filter must be applied. In order to overlap the field of view on both PIV
and LIF cameras as much as possible, the same type of CMOS camera and lens were
used in the experiment. Nonetheless, a longpass filter must be used to block the signal
from PIV. Because the PIV particles scatter the laser without changing its wavelength
(527 nm), whereas the LIF dye fluoresces at a longer wavelength (around 550 nm), the
longpass filter should attenuate shorter wavelengths and transmit longer wavelengths.
The Schott OG570 longpass filter has been used on the LIF camera, and this filter
allows wavelengths greater than 560 nm to pass while effectively blocking wavelengths
shorter than 530 nm (Schott, 2023).



3
Experiment

Configurations
The previous chapter explained the main methodology behind the experiment, and this
chapter discusses the necessary preliminary steps before any measurement can be per-
formed. These steps include a plume visualization to locate the measurement region
(§3.1) and experiment apparatus calibration (§3.2).

3.1 Choose Measurement Region
A trial experiment was performed to visualize the plume, to estimate the measurement
location, and to check the available measurement time window and other time scales.
Despite the fact that a CFD simulation has been carried out, a trial experiment is
necessary, given that real experiments can differ from simulations due to many different
factors, such as small vibrations or disturbances, and simulations can also be different
from reality due to turbulence modeling.

Since both the sodium sulfate solution (the dense liquid) and the freshwater (the light
liquid) are both clear liquids (colorless liquids), visualizing the plume requires dying the
fluid. In this experiment, the sodium sulfate solution was colored with methylthioninium
chloride (also know as methylene blue). And the evolution of the plume was recorded
by a phone camera mounted on a tripod.

45
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3.1.1 Plume Evolution and “Filling Box” Effect
The visualization confirms that the plume is turbulent (Fig. 3.1). Soon after the heavy
liquid leaves the nozzle, instability develops, and the plume becomes turbulent. The
result confirms the theoretical prediction mentioned in §2.1.1 as the Reynolds number
is greater than 30, and the plume should be turbulent.

Figure 3.1: The plume is turbulent. After the injection, the plume becomes unstable, as can be seen
from the meandering pattern of the plume. The instability soon develops into a turbulent motion of

the plume because the flow shows a chaotic fashion.

A “filling box” effect (Fig. 3.2) described in the work of Turner (1973) should be
expected because the experimental setup is of finite size. The “filling box” effect refers
to the phenomenon that once the heavy fluid released from the top falls to the bottom
of the tank due to the buoyancy effect, it begins to accumulate because the plume is
continuously supplied until the whole container is filled with the plume. The “filling box”
effect implies that a stable stratification may be observed as the plume accumulates on
the bottom of the tank.
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Figure 3.2: The “filling box” effect. The heavy fluid accumulates on the bottom of the tank, and the

interface between heavy fluid and lighter fluid will move upwards continuously.

The stable stratification can be explained by the entrainment process. As the heavy
plume leaves the nozzle and falls to the bottom of the tank, it will lose buoyance due to
mixing with the entrained fluid. Because the tank may not be large enough, the plume
may reach the boundary without losing all the buoyancy. Hence the plume will stay on
the boundary due to the leftover buoyancy. However, since the plume is being supplied
continuously, more and more plume fluid enters the accumulated heavy-fluid layer. This
implies that plume fluid shall begin to entrain and mix with heavier fluid (rather than
pure light liquid), which means that the buoyancy losing rate is further lowered, and
the density of the plume remains relatively unchanged after entering the stratified layer.
Therefore, a stable stratification of the plume should be observed because heavier plume
fluids tend to rest on the bottom.

This plume visualization clearly illustrates the “filling box” effect. Figs. 3.3 showed
the evolution of the plume: After around 16.5 seconds, the plume’s cap is just about to
touch the bottom surface of the tank and another 5 seconds later, the plume begins to sit
on the bottom. With the plume being constantly supplied, the heavy dense accumulates,
and the interface (outlined by red lines) begins to move upward.
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(a) t = 0 s.
 

(b) t = 16.50 s.
 

(c) t = 21.78 s.

 

(d) t = 40.92 s.
 

(e) t = 65.01 s.
 

(f) t = 260.21 s.

Figure 3.3: The “filling box” effect visualization. (a) the initialization of the plume. (b) The plume’s
cap is about to touch the bottom surface, and the red dashed line is the outline of the plume. (c) The

plume begins to accumulate on the bottom, and the red dashed line is the outline of the plume. (d)
and (e) the interface of dense fluid and light fluid (highlighted by red lines) keeps rising. (f) Stable

stratification.

3.1.2 Estimate Measurement Location
The “filling box” effect puts a fundamental restriction on the measurement region both
spatially and temporally. First, let’s consider the location of measurement. On the one
hand, it is necessary to keep the measurement region above the interface between accu-
mulated dense fluid and light fluid. Because once the plume enters the accumulated layer,
it begins to mix with a fluid whose density differs from the fresh tank fluid. Avoiding
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measuring in the accumulated layer ensures that the local boundary condition, namely
the uniform density outside the plume stream, remains consistent. If one fails to do so, it
will be possible to obtain a misleading result as the boundary condition changes within
the measurement region. On the other hand, one needs to keep the measurement region
away from the inlet. Because if the measurement region is chosen too close to the nozzle
outlet, the nozzle outlet boundary condition may affect the measurement; in addition,
the plume may still be in the transition phase, while only the turbulent entrainment is
of interest.

Then let’s consider the time restriction. Recall that in §2.1.1, it was mentioned
that there exists an available measurement window τavail, which should be much greater
than both the eddy turnover time τeddy and the eddy traverse time τtrav. The τavail is
a limit beyond which the measurement will be affected by the undesirable “filling-box”
effect. In our case, this translates to the time point before which the interface (between
accumulated dense fluid and fresh tank liquid) enters the measurement region. Therefore,
in our case, the τavail is the time range between the time point when the turbulent plume
stream is completely formed in the measurement region and the time point when the
interface just rises to the boundary of the measurement region.

 
Figure 3.4: Sketch of the measurement location.
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The above spatial restriction and temporal restriction limit the possible locations of
the measurement, and introduce a trade-off. If the measurement location is chosen to
be very close to the nozzle, one may have a very long measurement window (hence a
large τavail) because it takes longer for the interface to rise to that measurement region;
yet, one cannot get rid of the inlet condition because the measurement is too close to
the inlet. If the measurement location is lowered, one can stay away from the nozzle
inlet, yet the available measurement time τavail is reduced because it takes less time
for the interface to reach the measurement region and start affecting the concentration
measurement accuracy.

To maximize τavail while minimizing the effects of nozzle outlet conditions, one can
examine the time-averaged image to determine the measurement location. Starting from
the first frame recorded, a total of 150 frames were used to calculate the average, and
the time average of the plume is obtained in Fig. 3.5. Since the geometry of the tank
is known, the geometry of the measurement region can also be estimated by counting
pixels, and the result is sketched in the same figure.

 

Figure 3.5: Time-averaged plume evolution. The time range used for averaging is between 0 seconds
and 95.73 seconds. The red line is an indication of the location of the interface in the last frame. The
light yellow rectangle is the proposed measurement region, whose geometry and relative location (the

distance from the nozzle inlet) are highlighted by yellow dimension readings.
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3.1.3 Check Time Scales
The last conclusion that can be derived from the trial visualization is the estimation of
various scales mentioned in §2.1.1. Among all the scales, time scales will be checked so
that the measurement can represent the time-averaged entrainment process.

First, consider the eddy traverse time. The camera recorded the moment when an
eddy was just about to enter the measurement region and when the eddy was going to
leave (Fig. 3.6). The eddy traverse time is, therefore, calculated by the time difference
between the above two moments. Therefore, the eddy traverse time is τtrav ≃ 4s.

 

(a) The instantaneous photo when
the first eddy is just about to enter

the measurement region.

 

(b) The instantaneous image taken
after 3.96 seconds, the same eddy in
the previous photo will soon leave

the measurement region.

Figure 3.6: Derivation of the eddy traverse time.

The vertical velocity scale U is then readily available. Since the eddy traverse time
is known, and the vertical length of the measurement region L is also a constant, the
vertical velocity scale is U ≃ L

τtrav
≃ 0.09

4
≃ 0.023 m/s.

Next, consider the eddy turnover time. By examining known dimensions, such as the
tank’s width, the plume’s half width is estimated to be L ≃ 42mm (observed from the
image by counting pixels). Therefore the eddy turnover time is τeddy ≃ L

U ≃ 42
23

≃ 1.82 s.
All the time scales should compare with the available time scale so that the measure-

ment reflects the time-averaged entrainment properties. Since the available time window
for measurement is τavail ≃ 90 s, it is evident that τavail ≫ τeddy and τavail ≫ τtrav, it is
therefore concluded that time scales satisfy the criteria mentioned in §2.1.1.
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3.2 Calibrate the Setup
The last step before performing experiments is calibration, and this section describes how
the setup was calibrated. In the current investigation, there are three major components
to be calibrated: the peristaltic pump, the PIV system, and the LIF system. We shall
start with the pump calibration.

3.2.1 Calibrate the Pump
The pump’s speed dictates the amount of liquid that will be injected into the water tank,
and the purpose of calibration is to obtain the relation between pump speed and the
volume flow rate. As explained in §2.2.1, the experiment parameters can be specified by
changing the Reynolds number and the Richardson number, and by varying the pump
speed, the volume flow rate (thus the Reynolds number) can be changed. As a result, it
is necessary to know the relation between pump speed and volume flow rate.

The pump is calibrated by recording the time needed to pump out a certain amount
of plume. First, several marks were made on the gas-washing bottle such that the volume
difference between any two adjacent marks is 100 ml. Then, for four different pumping
speeds, the time required for the pump to purge out 100 ml is recorded (by a stopwatch),
and the procedure is repeated five times.
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Figure 3.7: Pump calibration curve. Since five volume flow rates are available for each pumping
speed (as time is recorded five times for each pumping speed), the error bar may be estimated using

the standard deviation of these five volume flow rates.
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3.2.2 Calibrate PIV
The PIV measurement requires position calibration, which is done by placing a target
with a known geometric pattern in the water tank, as shown in Fig. 3.8. The target has
a large array of dots engraved on it, and the distance between two dots is 15 mm. Since
the geometry of the calibration target is known, its image can be used to calibrate the
PIV system.

 

Figure 3.8: PIV calibration plate.

The target plate should be positioned correctly. On the one hand, the plane of the
dotted array should be at the same location as the laser sheet, and the position of the
calibration plate can be adjusted precisely with a differential screw stand. Moreover,
the light sheet (and hence the plate) should be positioned at the required location such
that the nozzle’s axis is on the calibration plate’s plane.

3.2.3 Calibrate LIF
As outlined in §2.4.2, the goal of the LIF calibration is to obtain the calibration function
f in Eq. 2.30, which enables converting the measured fluorescent intensity to the local
concentration. The method to find the calibration function is to measure the fluorescence
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intensity in the water tank, whose dye concentration is uniform and known. Once the
intensity I and the concentration C are known in Eq. 2.30, the calibration function can
be easily calculated for every pixel. The uniform concentration C of the water tank may
be accurately controlled by the amount of Rhodamine 6G dye added to the water tank.
For this purpose, a sophisticated pipette from the chemical lab was used to transfer
Rhodamine 6G dye to the water tank with high precision (±0.01ml).

It should be noted that by calibrating every pixel separately, the spatial variations of
both laser and fluorescence intensity are considered automatically. Fig. 3.9 is a sample
calibration image and it clearly indicates the distribution of fluorescence intensity in
space. To take into account the spatial variation automatically, one can calibrate each
pixel separately.
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Figure 3.9: Fluorescence intensity distribution over the measurement plane (Rhodamine
concentration is 16.5 µg/l). Vertically, a Gaussian-like distribution of intensity pattern can be
observed, and this distribution may be attributed to the expanding laser sheet. Horizontally,

decreasing fluorescence intensity can be identified, and this phenomenon can at least be partly
attributed to the absorption of the fluorescence dye in the water tank.

Before the pixel-wise calibration can be applied, two problems must be addressed:
where is the linear response of the fluorescence dye, and is the calibration valid? We
start by finding the linear range of LIF response, and after that, a discussion of the
calibration’s validity will be given.

Determine the Linear Range of Fluorescence Dye
It is necessary to find the linear response range of the fluorescence dye. It should be
noted that Eq. 2.30 is based on the assumption that the relation between fluorescence
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intensity and concentration is linear, and numerous factors can render the response to
become nonlinear, such as a high concentration of fluorescence dye. Fig. 3.10 presents
the plot of image (mean) intensity against dye concentrations in the water tank, and
it is clear that with a concentration higher than 40 µg/l, the response is nonlinear. In
other words, it is necessary to carry out measurements with a concentration lower than
40 µg/l.
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Figure 3.10: The overall image mean intensity and the fluorescence dye concentration plot. With a
concentration higher than 40 µg/lthe fluorescence intensity becomes nonlinear. As a result, LIF

calibration only uses data points in the linear range (blue points in the plot).

Nonetheless, the above linear response range is not the only constraint for the mea-
surement. Another constraint is the calibration’s validity, and the reason is evident: if
the calibration cannot represent the experiment, the concentration will be wrong. The
validity of calibration will be discussed in the following content.

On the Validity of LIF Calibration
Since LIF calibration is done with the water tank directly, one problem needs to be
considered. Recall that in §2.4.2 it is explained that laser intensity decreases as the laser
passes through a medium with fluorescence dye. One major concern about using the
water tank to calibrate LIF is that the laser light could be absorbed before it reaches the
measurement region. In other words, if the calibrations are done with the fluorescence
dye presented in the whole water tank, the fluorescence dye will absorb part of the
laser before the laser reaches the measurement region; however, in real experiments,
fluorescence dye is only present in the plume, and the laser light will not be absorbed
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before it reaches the plume. This laser intensity difference in calibration and experiment
would introduce errors if left untreated.

The error may be better understood by considering the LIF principles mentioned in
§2.4. The LIF is a two-stage process–the fluorescence molecules absorb laser light in the
first stage and fluoresce in the second stage—and this means any variation in the process
(local laser intensity, for example) causes the measured fluorescence intensity to change
(Fig. 3.11a). Consider the local laser intensity on the tank’s centerline, assuming the
dye concentration is the same both in calibration and real experiments. Since the local
laser intensity is different in calibration and real experiments, the measured fluorescence
intensity at the point will not be the same even if the concentration is the same (Fig.
3.11b).

 

(a)

 

(b)

Figure 3.11: (a) Principles of LIF: A two-stage process. Any variation in the process, be it a
variation in laser intensity or the concentration of the fluorescence dye, will change the measured

fluorescence intensity. (b) Local laser intensity change in calibration and experiment. In the
calibration, laser intensity constantly decreases once it enters the tank, while in the experiment, laser

intensity only decreases when it touches the plume.

Specifically, the error will result in an overestimation of the dye concentration. The
fluorescence intensity increases with the local laser intensity. Because the local laser
intensity at the same point in experiments is higher than in the calibration, the image
will perceive a higher fluorescence intensity in the experiments. The higher fluorescence
intensity will, in turn, cause a higher estimation of the fluorescence concentration (see
the linear calibration curve in Fig. 3.10).

A natural solution to the above concern is to find a condition under which the local
laser intensity difference in calibration and experiment can be ignored. In other words,
if the attenuation introduced by the fluorescence dye in the water tank is negligible, the
laser intensity difference in calibration and experiment may be ignored. The condition,
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as mentioned in §2.4.2, is termed optically thin. And according to Melton and Lipp
(2003), as long as ϵ

´ r1
r0

C(r)dr ⩽ 0.1 (where r0 is the starting point of the laser ray
path and r1 is the end point) the system can be regarded as optically thin and the
measurement error is acceptable.

The system is optically thin only when the concentration is below 20 µg/l. The
mean intensity difference of the first column of pixels on the left side and the middle
column of pixels in the center of the image is calculated under different Rhodamine
6G concentrations. The results are plotted in Fig. 3.12, and this figure suggests that
it is desirable to keep the Rhodamine 6G concentration lower than 20µg/l so that the
intensity difference is kept within 10% and the system is optically thin.
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Figure 3.12: The mean intensity difference between the first and the center columns of pixels in the
image under different LIF dye concentrations. The intensity difference increases as the fluorescence

dye concentration increases. Specifically, when the concentration of fluorescence dye is higher than 20
µg/l, the system is no longer optically thin, and the calibration curve, even within the linear response

range, cannot be justified to represent the situations in the experiment.



4
Results and Discussions

Under the guidance of experiment methodology in chapter 2 and experiment configura-
tions in chapter 3, 20 sets of simultaneous PIV-LIF measurements were performed (see
table 2.1). In these 20 measurements, 10 of them are under refractive index matching
(RIM) condition, while the others were performed without RIM (all the other experimen-
tal parameters were kept unchanged except the refractive index). For all 20 sets, data
were collected at 7 Hz, which corresponds to a time step size of around 0.14 seconds.
For each set, a number of 1740 frames in total were recorded, and this translates to
580 measured velocity and density fields. Fig. 4.1 presents one sample (instantaneous)
result from the 580 measured velocity and buoyancy fields.
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Figure 4.1: Velocity vector field and buoyancy scalar field. (Flow condition: No. 17. See table 2.1.)
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This chapter presents and discusses the results of the above measurements. First, for
measurements with RIM, the plume turbulence statistics will be analyzed in §4.1. Cor-
respondingly, the measured entrainment coefficients in different sets will be discussed in
§4.2. Then, §4.3 examines the effect of RIM by comparing measurements with and with-
out RIM. Last, §4.4 compares CFD simulation results with the experiment, highlighting
significant discrepancies.

4.1 Turbulent Statistics
Recall it was explained in chapter 1 that the entrainment coefficient model is a quasi-
steady description of a complex plume entrainment process, and as a result, it is impor-
tant to check the turbulent statistics. This section analyzes the turbulence statistics: In
§4.1.1, the mean flow properties will first be analyzed, and the self-similarity shall offer
us evidence of measurement validity. After that, in §4.1.2, the turbulence correlations
in our flow are discussed in an attempt to investigate the turbulence structure.

4.1.1 Mean Flow Analysis
Mean flow analysis provides direct information regarding the plume evolution. Although
580 velocity and buoyancy fields are obtained for each experimental condition, plotting
all the results as in Fig. 4.1 would not be beneficial. On the other hand, the mean
velocity field and mean buoyancy field may give insightful information about the trend
of plume evolution. We start by analyzing the mean velocity field.

Mean Velocity Field
The mean flow field is calculated by taking the ensemble average of each velocity compo-
nent for the 580 velocity fields recorded, and the result is shown in Fig. 4.2. Along with
the vector plot, the velocity magnitude is also given by the contour. Two observations
are readily available qualitatively. First, it can be seen that the plume center has the
highest velocity magnitude, and the vertical velocity component uz dominates motion
in the center because most arrows point downward. Second, the entrainment process
may be observed at the (averaged) interface of the plume body and ambient fluid (the
blue zone in the figure), as the velocity has a component towards the center.
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Figure 4.2: The mean velocity field with the background scalar field being the velocity magnitude
(Case No. 17).

More insightful information may be obtained by considering the self-similar property
of the plume, which also serves as a validation for the measurement. Recall from §2.2.1
that the plume was said to be self-similar after a distance of 10 times the nozzle outlet
diameter d. Therefore experiment is expected to reveal self-similar because the field of
view starts at around 36 times the diameter. To check the self-similar velocity profile,
consider several horizontal lines in the above velocity field. For every horizontal line, the
vertical velocity components should form a certain profile (approximately Gaussian-like
profile). The profiles on different horizontal lines should collapse onto each other if the
velocity is normalized by the centerline velocity and the r coordinate is normalized by
the plume width. In our calculations, the centerline velocity uzc and plume width rc are
defined by the following formula

uz (r, z) = uzc (z) exp
[
−(r − r0)

2

r2c (z)

]
,

where uzc and rc are functions of z coordinate only and r0 is the centerline’s coordinate.
To determine uzc, rc, and r0, one may use Gaussian curve fitting. The normalized velocity
profiles are plotted at different z coordinates, and the result is shown in Fig. 4.3.
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−3 −2 −1 0 1 2 3

(r − r0)/rc

0.0

0.2

0.4

0.6

0.8

1.0

u
z
/u

zc

z/d = 40d

z/d = 45d

z/d = 50d

z/d = 55d

z/d = 60d

z/d = 65d

Gaussian fitting
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Figure 4.3: Mean velocity self similarity observed in all plumes.

Besides showing self-similarity, the mean velocity field also gives information about
the vertical evolution of the plume. We will consider two quantities in terms of the
plume’s vertical development, the first quantity is the plume width growth, and the
second is the centerline velocity.

Theoretical analysis implies that the plume’s half-width (or simply width rc) should
scale linearly with the distance from the virtual origin, which also implies it should scale
linearly with z coordinate (Bejan, 2013). Fig. 4.4 plots the plume’s width (normal-
ized by the nozzle outlet diameter) against the vertical distance from the nozzle outlet
(normalized by the nozzle diameter). It is clear that the width shows a linear growth,
matching the theoretical analysis. Note that the plot has used the distance from the
nozzle (not the distance from the virtual origin), but this does not change the fact that
the plume follows a linear scaling growth.



4.1. Turbulent Statistics 62

3.0 3.5 4.0 4.5 5.0 5.5 6.0

rc/d

40

45

50

55

60

65

z/
d

data points

linear fitting

(a) lazy plume. (Case No.11)

3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5

rc/d

40

45

50

55

60

65

z/
d

data points

linear fitting

(b) pure plume. (Case No.17)

4.0 4.5 5.0 5.5 6.0 6.5 7.0

rc/d

45

50

55

60

65

70

z/
d

data points

linear fitting

(c) forced plume. (Case No.19)

Figure 4.4: The vertical evolution of plume width.

For the centerline velocity, Bejan (2013) shows that the centerline velocity scales with
z−1 for pure turbulent jet but scales with z−1/3 for plume (again, z is the distance from
the virtual origin). Fig. 4.5 plots the centerline velocity of different plumes (normalized
by the nozzle outlet velocity) against normalized distance (on a log scale). The results
presented a somewhat counterintuitive feature as the pure plume and lazy plume are
in the transition phase from a jet-like plume to a pure plume, while the forced plume
behaves like a pure plume in the FOV. The reason could be that while the source
Richardson number (at the nozzle outlet) has been used to identify different plume
regimes, the plume may have evolved into a different form before it reached the field of
view.
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Figure 4.5: The vertical evolution of centerline velocity. Plots are in log scale.
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Mean Buoyancy Field
The first step in obtaining the mean buoyancy field is to convert the averaged LIF im-
age into the buoyancy field. Since the pixel intensity of every image is known, the LIF
calibration information can then be used to convert intensity into fluorescence dye con-
centration, which can be used to calculate the concentration of sodium sulfate according
to Eq. 2.27. Once the sodium sulfate concentration is known, the buoyancy is readily
available by calculating the density according to the data provided by Haynes (2016).

Once the instantaneous buoyancy fields are obtained, the mean buoyancy field is
obtained by taking the ensemble average. The result is plotted in Fig. 4.6.
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Figure 4.6: A typical mean buoyancy field (case No. 17).

The buoyancy profile is also found to be self-similar. A Gaussian fitting is used to de-
termine the buoyancy profile width rbc, centerline buoyancy bc, and buoyancy centerline
coordinate rb0:

b (r, z) = bc (z) exp
[
−(r − rb0)

2

r2bc (z)

]
.

Fig. 4.7 shows the self-similar buoyancy profiles of different plumes. There are two things
to note regarding the result. First, to a relatively mild extent, on the top region of some
of these profiles, there exist some bumps. These bumpy noises are attributed to the fact
the LIF is a very sensitive pixel-to-pixel measurement of buoyancy that any perturbation
in the experiment (be it a dust particle in the water tank or a tiny bubble on the tank
wall) can alter the recorded buoyancy, and therefore increase the noise. Applying a noise
filtering technique may well solve this imperfection. Second, by scrupulously examining
the horizontal axis value, it may be observed that the width buoyancy profile is a bit
narrower compared with the velocity profile, which deserves more discussion.
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Figure 4.7: Buoyancy profile self similarity.

The evolution of the buoyancy profile width is shown in Fig. 4.8. Obviously, the
plume width follows a linear growth pattern, which should not be surprising because only
the plume stream contains buoyancy, and the plume stream grows linearly, implying that
buoyancy profile growth should also be linear. What is more striking is the difference
between buoyancy profile width and the velocity profile width. Comparing Fig. 4.9 with
the velocity profile width (Fig. 4.4), it may be found that the buoyancy profile width is
narrower than the velocity profile width. Indeed, the ratio of buoyancy profile width to
velocity profile width in Fig. 4.9 confirms this observation despite large variability. This
observation stands in contrast to the measurement done by Ezzamel et al. (2015), whose
results suggested that the buoyancy profile is wider than the velocity profile; nonetheless,
our observation is similar to the study by George et al. (1977), who determined that the
ratio is around 0.918. According to Ezzamel et al. (2015) this contradiction has been
left unexplained.



4.1. Turbulent Statistics 65

3.0 3.5 4.0 4.5 5.0 5.5 6.0

rbc/d

40

45

50

55

60

65

z/
d

data points

linear fitting

(a) lazy plume. (Case No.11)

3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5

rbc/d

40

45

50

55

60

65

z/
d

data points

linear fitting

(b) pure plume. (Case No.17)

3.5 4.0 4.5 5.0 5.5 6.0 6.5

rbc/d

40

45

50

55

60

65

z/
d

data points

linear fitting

(c) forced plume. (Case No.19)

Figure 4.8: Evolution of buoyancy width.
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Figure 4.9: Evolution of the ratio of buoyancy profile width to velocity profile width.

To conclude the discussion regarding the mean flow, we examine the centerline buoy-
ancy. Bejan (2013) showed that the centerline buoyancy scales with z−1 for jet but
scales with z−5/3 for plume. The evolution of centerline buoyancy is plotted in Fig. 4.10.
The result is consistent with the centerline velocity evolution (Fig. 4.5), that is, the
pure plume and lazy plume (classified at the source) are in the transition from forced
plume to pure plume, while the forced plume (classified at the source) follows a pure
plume scaling in the FOV.
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Figure 4.10: Evolution of the centerline buoyancy. Plots are in log scale.
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4.1.2 Turbulence Correlations
This subsection examines the turbulence spatial and temporal correlations, and the main
purpose is to compare the PIV measurement results with the visualization estimation in
§3.1 and to check the time scale mentioned in §2.1.1. The spatial correlation will first
be discussed, followed by the time correlation.

Spatial Correlation
The two-point spatial correlation is given by

R1 (x, r) = u′
r (x) u′

r (x + r)
/

max
(
u′
r (x) u′

r (x + r)
)
,

R2 (x, r) = u′
z (x) u′

z (x + r)
/

max
(
u′
z (x) u′

z (x + r)
)
.

The above correlations give information about the extent to which the velocity in the
flow field at two different locations (x and x + r) are correlated with each other (note
that r is a position vector while r is the horizontal coordinate). Specifically, R1 is the
spatial correlation for the radial velocity component and R2 is the spatial correlation for
the streamwise velocity component.
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Figure 4.11: Spatial correlation for different plumes. The spatial correlation is calculated using the
centerline point (z, r) =(17.7, 11.1) [mm], and this point corresponds to a distance of around 50d from

the nozzle outlet.
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Fig. 4.11 gives the contour plot of correlation for three different plumes. There are
two observations. First, the spatial correlation confirms the scaling in §2.1.1. The above
correlation indicates the diameter of large eddies is around 27 mm, which is consistent
with the half-width given by Fig. 4.4, confirming the scaling analysis in §2.1.1. Second,
the spatial correlation shows that the turbulence structure is anisotropy because the
spatial correlation in the horizontal direction is different from the vertical direction at
the point. Specifically, the diameter of a correlation contour is longer in the vertical
direction than in the horizontal direction.

Time Correlations
Next, we consider the time correlations, and it will be shown that these time correla-
tions are consistent with the spatial correlation. The autocorrelation coefficient ρu gives
information about the correlation of a signal u with the signal itself on different time
lags τ .

ρu(τ) =
Ru(τ)

limN→∞
1
N

∑N−1
n=0 [u(t)]2

, with Ru(τ) = lim
N→∞

1

N

N−1∑
n=0

u(t) · u(t+ τ).

The signals, in our case, are different velocity components (uz or ur).
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(a) Lazy plume uz component.
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(b) Pure plume uz component.
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(c) Forced plume uz component.
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(d) Lazy plume ur component.
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(e) Pure plume ur component.
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(f) Forced plume ur component.

Figure 4.12: Autocorrelation for different plumes.

Fig. 4.12 shows the autocorrelation coefficients for the two velocity components
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of different plumes. The time correlations are consistent with the spatial correlation.
The lazy plume, for example, whose uz component needs roughly 1.5 seconds to lose
correlation, and the uz mean velocity at this point is 0.0148 [m/s], suggesting the large
eddy size in the streamwise direction is around 1.5×14.8 = 22.2 [mm], which is consistent
with the spatial correlation map in Fig. 4.11d where the diameter of a large eddy is
roughly 27 [mm]. Furthermore, it can also be seen that for all three plumes, the uz

component needs a longer time to lose correlation than the ur component, which agrees
with the observations in Fig. 4.11 where the spatial correlation of the uz component is
narrow and slender but the spatial correlation of the ur component is somehow rounded.

Inconsistency with Visualization
In the previous discussion, it has been shown that (a) the spatial correlation is consistent
with the theoretical scaling analysis, and (b) the spatial correlation is consistent with
the time correlation. However, there exists an inconsistency with the observations in
plume visualization. Table 4.1 summarized the scales results obtained here and from
the previous visualization in §3.1.3 for a pure plume.

Table 4.1: Comparison between scales estimated by PIV measurement and visualization.

Variable Correlation analyzed here Visualization1 Difference [%]
characteristic length L [mm] ≃ 272 ≃ 42 55
characteristic velocity U [mm/s] ≃ 18 ≃ 22 22
Macrostructure time scale τeddy [s] ≃ 1.53 ≃ 1.85 35

The scales estimated here by PIV measurement and turbulent correlation certainly
have more credibility than the scales estimated by the visualization. In the plume
visualization experiment, the images are recorded by a commercial (phone) camera, and
both the FOV and the depth of focus are large, making estimating lengths in the image
quite difficult due to perspective distortion. The fact can be easily checked by looking at
Fig. 3.6. In those photos, the depth of focus is large enough to make the bottom of the
water tank completely visible (and clear), complicating the estimation of length scales
in the flow (it would be wrong to use the lengths at the bottom of the photo to estimate
the lengths of the plume, which is at the center of the photo).

4.2 The Entrainment Coefficient
This section answers the research question of the current study. First, in §4.2.1, several
variables in profile coefficient calculation are checked and will be shown to be consistent

1see §3.1.3
2estimated from Fig. 4.11e
3estimated from Fig. 4.12b
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with the previous mean flow analysis. Then, the entrainment coefficient, obtained by
both the new theory and the old theory, will be analyzed in §4.2.2.

4.2.1 Profile Coefficients Calculation Validation
This subsection checks several variables that are used to calculate the entrainment coef-
ficient and compares the results in the previous section. Specifically, the characteristic
velocity uzc and buoyancy bc will be checked. In previous mean flow analysis, these two
variables are obtained by directly fitting a Gaussian function to the velocity and buoy-
ancy field. However, in theories that determine the entrainment coefficient (both old
and new theories), these variables are computed through the volume flux, momentum
flux, and buoyancy flux (Eq. 2.16). Since it has been discovered that it is possible to
have a misleading flux result from numerical integration (Virtanen et al., 2020), variables
predicted by fluxes should be compared against the direct results from curve-fitting to
validate the calculation. As a result, the two variables have been chosen to perform the
validation because their calculations require numerically integrating the velocity field
and buoyancy field.

Using the pure plume (case No. 17) as an example, its characteristic velocity uzc

and buoyancy bc predicted by fluxes (in black points) are plotted in Fig. 4.13. In the
same figure, the characteristic velocity uzc and buoyancy bc predicted by Gaussian curve
fitting are plotted as red points. It can be seen from the figure that the Gaussian fitting
predicted value is about two times larger than the value calculated by fluxes.
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Figure 4.13: Values of uzc and bc given by Gaussian curve fitting and the theory.

Indeed, Fig. 4.14 plots the ratio of Gaussian predicted value to fluxes predicted
value, which confirms this observation. This result is not surprising; after all, the value
predicted by fluxes is consistent with the so-called top-hat profile convention (Reeuwijk
& Craske, 2015), whereas the value predicted by curve fitting is clearly consistent with
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the Gaussian profile convention. And Henderson-Sellers (1981) showed that centerline
velocity and buoyancy associated with top hat profile is two times lower than with the
Gaussian profile. Therefore, the fluxes predicted results are consistent with the curve
fitting result, proving that the calculation is valid (no numerical integration pitfalls).
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(a) Centerline velocity ratio of Gaussian profile to
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Figure 4.14: Ratio of Gaussian curve fitting predicted values to theory predicted values.

4.2.2 Calculate the Entrainment Coefficient
Fig. 4.15 gives the entrainment coefficient calculated by the new theory (Eq. 2.18) and
the old theory (Eq. 2.19) for the three cases analyzed previously. There are several
observations. First, the measured entrainment coefficient in all plumes is approximately
0.11, which agrees with other studies (Kaye, 2008; Richardson & Hunt, 2022). Both
the old theory and the new theory give an entrainment coefficient value of around 0.11.
Indeed, table 4.2 summarizes the entrainment coefficient of all measurements. It can be
seen that the entrainment coefficient takes a value of 0.11.
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Figure 4.15: Entrainment coefficient for typical plumes.

Table 4.2: Measured entrainment coefficients.

Case No. α New Theory α old Theory α Std. New Theory α Std. Old Theory
11 0.1142 0.1135 0.0106 0.0324
12 0.1143 0.1059 0.0089 0.0346
13 0.1340 0.1051 0.0137 0.0336
15 0.1274 0.0737 0.0124 0.0360
17 0.1144 0.1079 0.0088 0.0241
18 0.1058 0.1027 0.0035 0.0202
19 0.1113 0.0937 0.0027 0.0135
20 0.1357 0.1071 0.0082 0.0245

Second, it is evident that there can be substantial variations when using the old
theory to determine the entrainment coefficient compared to the old theory, see Fig.
4.15 and standard deviations summarized in table 4.2 (the standard deviation is defined
as
√

1
N

∑N
i=1 (xi − µ)2,whereµ = 1

N

∑N
i=1 xi and N is the size of the population). This

observation may help explain why many variations were observed in previous studies
(Richardson & Hunt, 2022), as these studies had mainly used the old theory to determine
the entrainment coefficient (see table 1.1).

In hindsight, these large variations may stem from the absence of buoyancy in the old
theory. The new theory (Eq. 2.18) uses two terms to determine the entrainment coeffi-
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cient: the first term − δm
2γm

contributes to the entrainment through turbulent production
(the velocity field only), and the second term

(
1− θm

γm

)
Γ is designed to be consistent

with the buoyancy effect (the buoyancy field). On the other hand, the old theory relies
solely on the velocity field, failing to take the buoyancy effect into account.

One natural inference of the above reasoning is that one may also use − δm
2γm

to predict
the entrainment of a turbulent jet because it is the only non-zero term for a pure jet. At
the same time, since the old theory does not consider any buoyancy effect, the old theory
should be pretty good at predicting the entrainment coefficient of a pure turbulent jet.
In other words, for the entrainment coeffcient resulting from the turbulence, both the
term − δm

2γm
and the old theory should be consistent. Since our plumes are turbulent,

separating the turbulent production from buoyancy is possible by only considering the
− δm

2γm
. Fig. 4.16 presents the term − δm

2γm
versus the distance. It is clear that the en-

trainment coefficient resulting from the turbulence production in our experiments is 0.06.
This is a remarkable result, because this value is consistent with the experiment done
by Falcone and Cataldo (2003), who used the old theory to determine the entrainment
coefficient of an axisymmetric jet and concluded the entrainment coefficient is 0.06.
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Figure 4.16: Turbulence contribution for entrainment coefficient.
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4.2.3 Local Richardson Number and Entrainment Coefficient
By examining the local Richardson number, which is a ratio of buoyancy to inertial
force, this subsection tries to gain more insight into the plume evolution and to explain
the contradictions raised by Figs. 4.5 and 4.10. In Figs. 4.5 and 4.10, it was observed
that the initially lazy plume behaves like a forced plume (case No. 11) in the FOV,
while the initially forced plume resembles a pure plume (case No. 19) in the FOV. This
contradiction raised doubts about the plume evolution between FOV and the source,
and the local Richardson number may help answer the doubts.

Fig. 4.17 gives the plot of local Richardson number Γ (Eq. 1.7) versus the distance
from the nozzle. Fig. 4.17a shows that the initially lazy plume begins (rather counterin-
tuitively) with a low Γ (around 0.7), which means that the plume has relatively strong
inertial force and is forced at the entrance of the FOV. Furthermore, similar to the ob-
servation by Ezzamel et al. (2015), Γ in this case constantly increases and approaches
unity (meaning that buoyancy stays relatively strong in the FOV). On the other hand,
Fig. 4.17c seems to suggest that the initially forced plume starts with a Γ close to the
unity (0.94), which means the plume has comparable buoyancy and inertial forces at the
entrance of the FOV; furthermore, Γ begins to drop, meaning that buoyancy becomes
relatively weaker in the FOV. The initially pure plume (Fig. 4.17b) lies in between the
lazy plume and forced plume, with Γ hovering around unity (meaning buoyancy stays
relatively comparable to inertial forces).
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Figure 4.17: Richardson number for typical plumes.

The above observation implies that, compared with the inertial force, the initially lazy
plume seems to have relatively strong buoyancy, the initially pure seems to have relatively
comparable buoyancy, and the forced plume seems to have relatively weak buoyancy. The
following explanation from plume visualization shall provide some support for the above
observations, yet further measurements performed at locations closer to the nozzle outlet
should be used to confirm the following explanation.

One of the possible explanations is that because of the low initial velocity at the
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nozzle outlet, the lazy plume and pure plume retain their buoyancy in the plume stream
as the turbulence (which is good at mixing and reducing buoyancy) develops slower
than that of a forced plume. In a forced plume (case No. 19), turbulence develops as
soon as the plume leaves the nozzle, and the buoyancy starts decreasing its buoyancy
due to turbulent mixing. Fig. 4.18 is a plume visualization (for a pure plume) that
illustrates this phenomenon, and it can be seen that the turbulence did not develop
until some distance away from the nozzle. Therefore, it is not surprising that lazy plume
is observed to be “jet-like”; after all, compared with its forced plume counterparts, it has
a relatively long distance to accelerate without losing its buoyancy due to turbulence.

 

Figure 4.18: Turbulence develops after some distance from the nozzle. (The flow condition is the
same as Case 11.)

4.3 Effect of RIM
This section analyzes the effect of refractive index matching (RIM). First, the direct
effect of RIM on the quality of PIV measurement will be discussed. Then, the refractive
index change’s impact on the mean flow properties will be examined.
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4.3.1 Effects on PIV Vector Goodness
When performing PIV image cross-correlation, interrogation window shifts that corre-
spond to 4 highest correlation peaks are recorded as 4 different vector choices. As a rule
of thumb, the first choice usually represents a good quality in terms of cross-correlation.
As a result, all vectors that are not the first choice are considered as “bad vectors” in
the following analysis.

Fig. 4.19 is the histogram of bad vectors observed in different images. It may be
readily observed that RIM reduces the number of bad vectors. Indeed, a statistical t-test
shows that p ≪ 0.05, meaning that there is a statistically significant difference between
the observed number of bad vectors for RIM and non-RIM. In other words, the RIM
statistically reduces the number of bad vectors.
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Figure 4.19: Histogram of bad vectors. In total, 5800 PIV vector field images are available for the
statistical analysis because 580 PIV results are available for every pump speed, and there are 10

different pump speeds in either RIM or non-RIM experiment.

The increase in the number of bad vectors is not the only problem. These bad vectors
tend to cluster together, which may lead to incorrect results if replaced by, for example,
interpolation. Fig. 4.20 compares the original PIV image (no RIM) and the vector field
result. In this figure, the original PIV image is plotted as the background, while bad
vectors are shown in the yellow arrow (good vectors are omitted in the plot). As can be
seen from the figure, blurred lumps cause the vector field to have bad vectors, and these
bad vectors cluster together around the blurred lump. Since the calculation of fluxes
requires numerical integration (and thus interpolation), these bad vectors may lead to
erroneous results.
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Figure 4.20: A comparison of PIV original image (no RIM) and the positions of bad vectors.

4.3.2 Effects on Turbulent Statistics
As mentioned before, it was found that the distortion of particle blur may lead to velocity
and position errors. There is every reason to believe that non-RIM experiments may give
different turbulent statistical results than RIM experiments. This subsection examines
the effect of RIM on mean flow properties, and we start with the velocity field.

Effect on Mean Velocity Field
Fig. 4.21 shows the velocity profiles at different distances. All blue points are data from
the RIM measurement, while all red points are data from the non-RIM measurement.
It seems that the existence of a refractive index field acts to overestimate the velocity
magnitude. This observation is consistent with the previous observation by Mishra and
Philip (2021).
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Figure 4.21: Effects of RIM on velocity profiles.

Indeed, Fig. 4.22 plots the centerline velocity evolution over the vertical direction,
and it is evident that non-RIM measurements overpredict the velocity. The result should
not be surprising because, according to Elsinga et al. (2005), the velocity error con-
tributes positively to the measured velocity if the velocity gradient and the position
error are in the same (opposite) direction of the mean flow.
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Figure 4.22: Effects of RIM on centerline velocity.
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Effect on Mean Buoyancy Field
RIM has a contrary effect on the mean buoyancy field. Fig. 4.23 plotted the mean
buoyancy profiles at three different heights, with all red data points being non-RIM
measurements and all blue data points being RIM measurements. It seems that the
existence of a refractive index field underestimates the fluorescence intensity (and thus
the buoyancy). Indeed, the centerline buoyancy evolution in Fig. 4.24 shows that non-
RIM measurements generally have a lower centerline buoyancy.
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Figure 4.23: Effects of RIM on buoyancy profiles.
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The underestimation of buoyancy caused by the refractive index field is not surprising
either; after all, some fluorescence must be diverted, causing the intensity perceived by
the camera to reduce (note that the camera is calibrated without a refractive index field).
Consider one fluorescence molecule in the plume. After it fluoresces, the fluorescence
has to travel through a refractive index field to reach the camera. In both the radial and
vertical directions, the refractive index field changes the ray path, causing the perceived
intensity to change. Figs. 4.25 and 4.26 are the results of a simple ray path simulation,
and it can be seen that the presence of an interface makes the perceived energy power
(denoted as p) decrease. This result may explain why non-RIM measurements tend to
underestimate buoyancy.
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Figure 4.25: RIM effects on the ray path: radial direction.
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Figure 4.26: RIM effects on the ray path: vertical direction.

4.4 Comparison between CFD and Experiment
In the experiment setup design stage, a CFD simulation was carried out. This section
compares the CFD simulation results and that of the experiment.

The CFD simulation uses a larger computational domain. A computational domain
of a width of 300 mm and a height of 1000 mm has been used. The width in CFD is
comparable to the experiment water tank, but the vertical dimension is almost two times
larger than the experiment tank’s height. The purpose of choosing a longer height is to
prevent the boundary condition from influencing the simulation. In the CFD, the top
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inlet condition is a uniform flow downwards, with the same velocity as the experiment;
however, the outlet boundary condition is an outflow at the bottom of the computational
domain, which is different from the experiment (a rising water level in the tank). The
reason for using such an outlet boundary condition is to simplify the meshing procedure.

The CFD simulation uses the 2D unsteady RANS k − ω model with a structured
mesh. In the computation domain, there are 99000 cells in total, and the mesh is a
structured grid given the simple geometry; furthermore, a mesh convergence has been
used to check the mesh quality. A time step of 0.01 seconds has been used to perfume
the unsteady RANS k − ω calculation, and again, different time steps have been tested.

The CFD simulation uses the species transport module with a user-defined mixture to
generate buoyancy. A mixture is defined, and its density is the same as in the experiment.
The mass diffusion coefficient is kept the same as the mass diffusion coefficient of sodium
sulfate reported in the literature.
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Figure 4.27: Mesh convergence plot.

Fig. 4.27 is the mesh convergence plot. One point in the flow field has been chosen,
and the variations of the vertical velocity component are plotted against mesh number
counts. It is clear that after a mesh with roughly 220000 cells, the variation in the
velocity component is reasonably small, and the mesh convergence may be confirmed.

Fig. 4.28 is a typical result of the velocity field in CFD simuations. Apparently,
the velocity magnitude is also much higher than in the experiment. Moreover, there is
backflow in the CFD simulation as the plume floats up at the cap of the plume. The
plume “collapse” feature was not observed in the experiment at all; instead, the filling
box effect was seen in the plume, as mentioned in §3.1.1.
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Figure 4.28: The velocity field from CFD simulation.

Indeed, the velocity profiles at the same distance from the nozzle outlet confirm
that the velocity magnitude in CFD is much higher than in the experiment. Fig. 4.29
shows the velocity profiles at three different locations, with red points denoting the
CFD result and blue points denoting the experiment result. It is clear that the vertical
velocity component in the CFD is more than two times higher than in the experiment.
Furthermore, the centerline velocity in the CFD does not decrease over the distance,
which stands in contrast to the decreasing centerline velocity in PIV measurements.
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Figure 4.29: Velocity profiles at three different locations in PIV and CFD.

In conclusion, the present CFD simulation has proven inadequate in accurately cap-
turing flow in the experiment. This outcome suggests limitations or inaccuracies within
the CFD model, possibly due to factors like assumptions, boundary conditions, numeri-
cal errors, etc. Yet, further investigation should be warranted to identify the causes of
this disparity, highlighting the need for refinement and validation of simulation models.



5
Conclusion and Outlook

5.1 Conclusion
A buoyancy-driven plume was created in a water tank. The plume was created by
injecting a dilute solution with a higher density into a cuboid tank full of ambient fluid
with a lower density. Depending on whether RIM was used, the densities of the plume
and the ambient fluid were different. For non-RIM experiments, the plume was a wt% =
6% sodium sulfate solution, while the ambient fluid was pure water, and this combination
generated a density difference of 55.6 kg/m3 at the injection point. For RIM experiments,
the plume was a wt% = 8.46% sodium sulfate solution, while the ambient fluid was a
wt% = 8.59% urea solution, and this combination was able to generate a same density
difference as in the non-RIM experiments at the injection point.

A combined PIV and LIF technique was employed to measure the velocity and buoy-
ancy field of the plume, respectively. The PIV system followed a standard approach
for the velocity measurement, and the data processing procedure was similar to typi-
cal workflow. For the measurement of buoyancy using the LIF system, the selection
of fluorescence must ensure that the mass transfer of fluorescence matched that of the
sodium sulfate so that the measured fluorescence dye concentration could be converted
into sodium sulfate concentration. As a result, Rhodamine 6G was selected as the fluo-
rescence dye because it shares similar mass transfer properties with sodium sulfate and is
not significantly affected by variations in temperature. Eventually, the buoyancy value
could be obtained by converting sodium sulfate concentration to density difference.

The entrainment coefficient value was obtained with two different approaches. The
first approach (called the old method) is the original theory for entrainment coefficient
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calculation, which was proposed by Morton et al. (1956) and relies solely on the mea-
surement of the velocity field. The second approach (called the new method) is the
recently developed theory on entrainment coefficient calculation, which considers not
only the velocity field but also the buoyancy field (Reeuwijk & Craske, 2015). Both
approaches showed that the mean entrainment coefficient is 0.11, which was consistent
with a recent meta-analysis by Richardson and Hunt (2022). Although the two theories
gave the same mean value of the entrainment coefficient, the old method presented larger
standard deviations around the mean value, which might help explain large variations
in the entrainment coefficient in past studies.

The contribution of the local Richardson number on the entrainment coefficient was
separated and confirmed. The new method successfully decomposes contributions to the
entrainment coefficient into two parts: the contribution from the turbulent production
term and the term associated with the local Richardson number. Since the turbulent
production term is the only non-zero term in a turbulent jet, the thesis compared our
results with the entrainment coefficient in a pure jet measured by Falcone and Cataldo
(2003), and the results showed reasonably good consistency. Because there are only two
terms in the entrainment coefficient decomposition, by proving the validity of the first
term in the decomposition, the results also confirmed the validity of the second term,
which links the local Richardson number with the buoyancy profile and velocity profile.

The existence of a refractive index field was observed to affect both the velocity and
the buoyancy measurement. For the velocity measurement, non-RIM measurements had
a statistically significant larger number of bad velocity vectors; furthermore, these bad
velocity vectors tend to cluster around the blurred lumps in the images. In addition, non-
RIM measurements tended to overestimate the velocity magnitude but underestimate
the buoyancy magnitude.

Large discrepancies were observed between the experiment and the unsteady RANS
simulation. The CFD simulation yielded velocity results that did not match both the
PIV measurements and the plume visualization; neither did it show the typical decaying
feature of centerline velocity. Therefore, the simulation was erroneous. The reason for
the failed CFD simulation remains unclear.

5.2 Outlook
Further measurements above the current measurement regions should be performed to
investigate the plume’s evolution. As mentioned in previous chapters, the plume’s pat-
tern (lazy, pure, or forced) was observed to be different in the measurement region and
at the nozzle outlet. While one possible explanation based on the plume visualization
was provided, it may not be possible to draw a concrete conclusion without additional
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measurements taken at a location higher than the current measurement point.
A more comprehensive CFD study may be necessary to determine the reason for

discrepancies between simulation and experiments. In the current study, lots of simplifi-
cations were used in the CFD simulation, such as the different outlet boundary conditions
or the use of a RANS model. In order to improve the accuracy of the CFD simulation
and ultimately compare its results with experimental data, it should be advisable to
utilize a more advanced model, such as a large eddy simulation, in a three-dimensional
space.

Moreover, the Reynolds stress and turbulent/non-turbulent interface (TNTI) detec-
tion may be utilized to provide more information regarding the entrainment coefficients.
The Reynolds stress resulting from the PIV measurements can be potentially useful
when explaining the turbulent dynamics and momentum transfer. The TNTI, once suc-
cessfully detected by choosing proper thresholds, can be used to examine the conditional
statistics (such as the conditionally averaged velocity and buoyancy profiles), which may
give more insights into the entrainment coefficients.
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A
Chapter 2 Equations

Derivation
To derive the continuity equation (Eq. 2.10), apply the Reynolds decomposition

ui = ui + u′
i (A.1)

to the continuity equation (Eq. 2.7) to give

1

r

∂

∂r
[r (ur + u′

r)] +
∂

∂z
(uz + u′

z) = 0. (A.2)

Take the average of the above formula to get

1

r

∂

∂r
[r (ur + u′

r)] +
∂

∂z
(uz + u′

z) = 0, (A.3)

or
1

r

∂

∂r
(rur) +

1

r

∂

∂r

(
ru′

r

)
+

∂

∂z
(uz) +

∂
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(
u′
z

)
= 0, (A.4)

where 1
r

∂
∂r

(
ru′

r

)
and ∂

∂z

(
u′
z

)
drop out. Hence we have Eq. 2.10:

1

r

∂

∂r
(rur) +

∂uz

∂z
= 0.

To derive the stream-wise momentum equation (Eq. 2.11), first rewrite the LHS of
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Eq. 2.8:
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then apply the Reynolds decomposition to give

1

r

∂

∂r
(r (uz + u′

z) (ur + u′
r)) +

∂ (uz + u′
z)
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=
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+
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uzuz + u′

zu
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z

)
.

(A.5)
For the RHS, the viscous term may be neglected due to the assumption of neglecting
viscous effects. In other words, it is clear that after taking the average, the RHS becomes
−1

ϱ
∂p
∂z

+ g C
C0

. And now, Eq. 2.11 is obtained by combining the above results.
For the derivation of Eq. 2.12, one should notice that the LHS derivation is similar

to the derivation of Eq. 2.11. The RHS becomes zero because the Peclet number, which
is the product of the Reynolds number and the mass transfer Schmidt number, is very
large under the assumption of neglecting viscous effect, and the diffusion term may be
neglected.

To derive Eq. 2.13, multiply Eq. 2.11 with uz on both sides
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Now rewrite every term in the above equation. The first term on the LHS can be
arranged as
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(A.7)

The second term on the LHS can be arranged as
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The third term on the LHS can be arranged as

uz
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The fourth term on the LHS can be arranged as
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The first term on the RHS can be arranged as

−uz
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It should be noted that p
ϱ

is the kinematic pressure and p shall be used denote kinematic
pressure for simplicity. Combine Eqs. A.7 to A.11 and notice that

1
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3
)
,

then Eq. 2.13 can be obtained by multiplying a factor of 2.
To derive the Eqs. 2.14 and 2.15, one can follow the derivation by (Morton et

al., 1956) except the fact that quantities such as momentum flux or buoyancy flux
should include both the turbulence production and transport terms. For instance, the
momentum flux

Mold ≡ 2

ˆ ∞

0

u2
zrdr

originally defined by Morton et al. (1956) should now be modified to include the turbu-
lence production contribution (Craske & Reeuwijk, 2015):
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where the above two equations may be related by a profile coefficient βg as
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.

It should be noted that Mold = w2
mr

2
m. Other equations are similar.
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