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Abstract: Since its first appearance in Wuhan (China), countries have been employing, to varying degrees of
success, a series of non-pharmaceutical interventions aimed at limiting the spread of SARS-CoV-2 within their
populations. In this article, we build on scientific work that demonstrates that culture is part of the expla-
nation for the observed variability between countries in their ability to effectively control the transmission of
SARS-CoV-2. We present a theoretical framework of how culture influences decision-making at the level of the
individual. This conceptualization is formalized in an agent-based model that simulates how cultural factors
can combine to produce differences across populations in terms of the behavioral responses of individuals to
the COVID-19 crisis. We illustrate that, within our simulated environment, the culturally-dependent willingness
of people to comply with public health related measures might constitute an important determinant of dif-
ferences in infection dynamics across populations. Our model generates the highest rates of non-compliance
within cultures marked as individualist, progressive and egalitarian. Our model illustrates the potential role of
culture as a population-level predictor of infections associated with COVID-19. In doing so, the model, and the-
oretical framework on which it is based, may inform future studies aimed at incorporating the effect of culture
on individual decision-making processes during a pandemic within social simulation models.

Keywords: COVID-19, SARS-CoV-2, Agent-Based Modelling, Social Simulations, Epidemiological Models, Cul-
ture, Values, Pandemic

Introduction

1.1 The outbreak of the novel Corona Virus Disease in 2019 (‘COVID-19’) continues to have a tremendous impact
on the daily lives of people around the globe. Although the scale at which SARS-CoV-2 (the virus that causes
COVID-19) has been able to spread across the globe is unprecedented, this is certainly not the first pandemic
the world has witnessed (Huremović 2019). Such global epidemics are inevitable and are expected to occur
more often given our increasingly connected lives. To illustrate, in our modern connected and urbanized world
the outbreak of an infectious disease can move from a remote village to a major city on the other side of the
world in less than 36 hours (Sands et al. 2019). This highlights the importance of finding ways that facilitate the
effective management of the impact of such disease outbreaks.

1.2 While at the time of writing this article, enormous efforts have been geared towards mass vaccination of pop-
ulations, altering the behavior of individuals and the consequent patterns of social interaction by means of
non-pharmaceutical measures remains the main approach to limit viral transmission. For instance, restricting
physical contacts, increasing the frequency of hand washing, wearing face masks in public and maintaining a
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sufficient physical distance from others all help to exert a downward pressure on the transmission potential of
the virus. Crucially, the readiness of people to comply to these public health related measures is dependent
upon prevailing cultural beliefs. Gelfand et al. (2021) show that nations with ‘tight’, rather than ‘loose’ cul-
tures have been most effective in limiting the mortality of COVID-19. Moreover, Gokmen et al. (2021); Lu et al.
(2021); Erman & Medeiros (2021) support the claim that the cultural characteristics of societies affect how be-
havioral measures are applied and the extent to which they are effective in curbing infection and/or mortality
rates across the globe.

1.3 The cumulative evidence, therefore, suggests that strategies aimed at limiting the spread of any contagious
virus ought to account for the prevailing cultural context within which those strategies are formulated and put
into practice. Hence, gaining a better understanding of how culture might influence the response of individuals
to the implementation of non-pharmaceutical measures that are aimed at limiting the transmission of SASRS-
CoV-2 is a valuable objective to pursue.

1.4 In this paper, we present an agent-based simulation model of culturally-influenced decision-making at the level
of individuals within the context of a pandemic. We experiment with this model as an ‘illustration’ practice (Ed-
monds 2017). This means that our modeling purpose is to provide an illustration of how the observed cross-
cultural differences in the development of COVID-19 infections might arise. Thus, we do not intend to offer an
explanatory or predictive model of these cross-cultural differences, nor is it our intention to provide an exhaus-
tive account of the model’s mechanisms.

1.5 The current paper starts with a description of our theoretical representation of how culture can influence the
behavior of individuals during a pandemic. Next, we describe the research methodology and give a description
of the model. The paper subsequently describes the outcomes of a series of model experiments. We conclude
by discussing the experimental outcomes and presenting avenues for further research.

Theoretical Framework

2.1 We first present the definitions and theories that are combined to model culturally-influenced decision-making
behavior during a pandemic. The closest concept to culture at an individual level is that of ‘values’ (Schwartz
2014). The connection between individual values and culture is already established in various seminal publi-
cations both theoretically and empirically (Schwartz 2011; Hofstede et al. 2010). We argue that the culture of a
population is reflected in the characteristics of the value systems of the people within that population. A per-
son’s values orient him/her toward performing certain types of behavior. The concept of needs is introduced to
explain the process of how behavior ultimately manifests itself. In the following paragraphs we introduce and
describe the theories underlying the assumed relationships included within our model.

Culture

2.2 Our conception of culture is predominantly informed by Schwartz (2014) who argues that culture should be
thought of as a latent, normative collective value system that is external to the individual, and which underlies
and justifies the functioning of a society. Schwartz (2014) proposes that culture works as a ‘press’ to which
people are exposed; a press that takes on many forms. It is through the exposure to a wide variety of daily
stimuli that culture shapes the content and distribution of an individual’s values (Schwartz 2014). Note that
culture influences every individual in a unique way; this is because no two people are exposed to the cultural
press in the exact same way, and no two people are genetically predisposed to react to the cultural press in the
exact same way.

2.3 In line with Schwartz (2014) and Hofstede (2001), we propose that culture can be formalized as a set of cultural
dimensions whose scores are thought of as a population’s cultural profile. Cultural dimensions thus orient the
formation of a person’s values through his/her day-to-day exposure to the aforementioned cultural press (see
Figure 1). Differences between societies on these cultural dimensions reflect the differences in latent value
emphases between these societies.
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Figure 1: Cultural Profile, Cultural Press and Individual Value Systems.

2.4 The current study utilizes the Hofstede Cultural Dimensions (HCDs) framework (Hofstede et al. 2012; Minkov &
Hofstede 2011) to formalize a nations’ cultural profiles because of its unique position of earned respect within
the field of cross-cultural research (Taras et al. 2009). The 6 HCDs are: (1) Power-Distance vs Egalitarianism (PDI),
(2) Individualism vs Collectivism (IDV), (3) Uncertainty Avoidance vs Uncertainty Tolerance (UAI), (4) Masculin-
ity vs Femininity (MAS), (5) Long-term vs Short-term Orientation (LTO), and (6) Indulgence vs Restraint (IVR). A
detailed description of these dimensions can be found in Appendix A.1.

2.5 The Hofstede framework is one of several ways in which culture may be formalized; see e.g. Taras et al. (2009).
One alternative formalization of culture that competes with the HCD-framework is presented by Schwartz’s
notion of Cultural Value Orientations (CVOs) (Schwartz 2011). The HCDs are favoured over the CVOs because of
the availability of extensive and up-to-date empirical data (Hofstede-Insights 2020). For a detailed comparison
of the HCDs with Schwartz’s CVOs the interested reader is referred to Tekeş et al. (2019); Fischer et al. (2010); Ng
et al. (2007); Ng & Lim (2019).

Values

2.6 Prior attempts at conceptualizing values have produced a large number of definitions. From this pool of def-
initions, a set of at least three common features can be extracted (Schwartz 2012). First, values are relatively
stable affectively-laden beliefs about desirable end-states of reality (i.e., how the world ’ought to be’) that mo-
tivate action. Second, values serve as general guiding principles for behaviour and decisions over a wide range
of contexts (Anderson 2019). Third, a person’s values are ordered based on their relative importance to that
person (Schwartz 2012).

2.7 Basic Value Theory (BVT) (Schwartz 2012) distinguishes ten values that are universally present within the value
systems of humans (Figure 2). Although the nature and structure of the Schwartz BVT Values may be univer-
sal, individuals and groups differ substantially in the relative importance they ascribe to each value. The BVT
summarizes the relations between each of the values within the value circumplex (Figure 2). Values placed
close to one another in the circumplex are considered mutualistic (tend to harmonize with one another) and
values placed further away from one another become increasingly antagonistic (are generally in conflict with
each other). The circumplex implies that actions in pursuit of any particular value will have consequences for
a person’s ability to cater to the fulfillment of the other values (Schwartz 2012). Similar to Hofstede’s Cultural
Dimensions, the Schwartz’s BVT framework has received an extensive amount of attention and empirical vali-
dation (Rokeach 2008).
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Figure 2: Schwartz Value Circumplex.

Culture and values

2.8 We build on previous research conducted by Vanhée & Dignum (2018) to couple Schwartz values with the HCDs
by introducing the notion of a Dominant Cultural Correlate (DCC). A ‘DCC’ denotes the cultural (i.e., macro-level)
concept that shows the strongest fit with a particular value at the micro-level. Specifically, each Schwartz BVT
Value is assigned one or more DCCs on the basis of theoretical descriptions provided by Schwartz (2012) and
Hofstede (2020). Note that a DCC can be positively (DCC+) or negatively correlated (DCC−) with a given
Schwartz Value. Appendix A.1 presents a detailed argumentation for the theoretical linkages depicted in Table
1.

Table 1: Overview of Conceptual Linkages between the Schwartz BVT Values and Hofstede Cultural Dimensions.

Value DCC+ DCC−

Hedonism (HED) IVR -
Stimulation (STM) - UAI
Self-Direction (SD) IDV -
Universalism (UNI) - MAS, PDI
Benevolence (BEN) - MAS
Conformity & Tradition (CT) PDI IDV, LTO, IVR
Security (SEC) UAI -
Power (POW) PDI, MAS -
Achievement (ACH) MAS -

2.9 In this paper, we primarily focus on the cross-cultural differences in value emphases (i.e., the inter-cultural vari-
ation of values) and not on differences in the intra-cultural variation of values. Although our model includes
a parameter for specifying intra-cultural variation, we chose to control for its effects during the model experi-
ments presented in this paper.

Values and needs

2.10 Although values give direction to behavior, they are too abstract to directly determine the choice of action in
every situation. In our model we therefore couple values and actions through the needs of an agent. We loosely
base our conceptualization of how values, needs and actions relate to one another on the archetypical Beliefs-
Desires-Intention (BDI) model of agency (Balke & Gilbert 2014). Table 2 explicates how values, needs and actions
are connected through the reflective questions one may ask oneself during decision-making.
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Table 2: Connecting Values, Needs and Actions.

Construct Deliberation Processes
Values [Beliefs] How should the world be? What state(s) of reality is/are desirable?

Needs [Desires] What discrepancies do I currently perceive between how the world is and how
it should be?

Actions [Intentions]
What can I do at this moment within the constraints posed by my current con-
textual circumstances that bring the world as it appears closer to how I think
it should be?

2.11 The implemented needs within our model are derived from the renowned Maslow framework (McLeod 2007)
and can be grouped into two classes: psychological and physiological. Building on the concept of value trees
(van der Weide 2011; Heidari et al. 2020), we propose that the Schwartz BVT Values inform the prioritization
of an individual’s psychological needs. This implies that whatever one values in life determines what he/she
desires. We presume that people work towards the fulfillment of their values through satisfying their psycho-
logical needs. The associations between the psychological needs and Schwartz BVT Values presented in Table
3 derive from the description of ‘exemplary values’ by Schwartz (1994).

2.12 In line with Self-Determination Theory (SDT) (Deci & Ryan 2004), we assume that a person’s values exerts an in-
fluence only on the prioritization of psychological needs. The prioritization of physiological needs are therefore
presumed to be the same for everyone. Importantly, we presume that a basic satisfaction level of physiologi-
cal needs must be met before an individual becomes concerned with meeting her psychological needs (Tay &
Diener 2011). Physiological needs have to do with obtaining and maintaining a healthy physical state of be-
ing; that is, a state devoid of hunger, thirst, and/or other physical threats. Psychological needs, on the other
hand, are related to obtaining and maintaining a healthy psychological state of being; that is, a state of devoid
of anxiety, confusion, depression, and/or mental conflict

2.13 Note that the ordering in the satisfaction of needs in our model is not strictly hierarchical but rather statistical;
that is, when a physical and psychological need are both depleted, an agent is more likely to tend to the physical
need rather than the psychological need, in case it has to make a choice between the two. Moreover, by linking
needs to values, and values to cultural dimensions, we make the ordering of agent’s needs culturally sensitive.
A detailed description of needs is found in Appendix A.4.

Table 3: Linkages Between Needs and Values.

Need Type Values
Food Physiological N/A
Health Physiological N/A
Sleep Physiological N/A
Financial Survival Physiological N/A
Financial Stability Psychological Power
Risk Avoidance Psychological Security
Compliance Psychological Conformity & Tradition, Security
Conformity Psychological Conformity & Tradition
Belonging Psychological Benevolence, Conformity & Tradition
Leisure Psychological Hedonism, Stimulation
Luxury Psychological Power, Hedonism
Autonomy Psychological Achievement, Self-Direction

* Physiological needs have to do with obtaining and maintaining a healthy physical state of being; that is, a state devoid
of hunger, thirst, and/or other physical threats. Psychological needs, on the other hand, are related to obtaining and
maintaining a healthy psychological state of being; that is, a state of devoid of anxiety, confusion, depression, and/or
mental conflict.

Decision-making

2.14 Values have a reliable, albeit weak, effect on behavior (Mercuur et al. 2019) which is generally indirect and/or
contingent upon contextual factors (Hitlin & Piliavin 2004). In the current study, the effect of values on behavior
is influenced by, inter alia, a person’s needs, the actions of one’s peers, and contextual factors.
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2.15 At any given moment in time, the relative importance an individual ascribes to its values determines the prior-
ity assigned towards satisfying particular needs. Thus, needs are assigned ‘priority-weights’ according to the
structure of one’s value system. These priority-weights remain static over the course of a simulation. Although
an individual’s values may change over the course of a lifetime (van de Poel 2018), this process lies beyond the
scope of this study.

2.16 What varies over the course of a simulation is the satisfaction level of needs. The dynamism of satisfaction levels
is modelled using the ‘water tank’ approach as presented by Dörner et al. (2006) and modelled by Di Tosto &
Dignum (2012) and Heidari et al. (2020).

2.17 The activities that an individual performs alter the satisfaction levels of its needs. During decision-making,
individuals form expectations regarding how much satisfaction will likely be obtained by performing certain
actions. Agents are expected to choose among alternative courses of action in a manner that maximizes the
potential satisfaction to be gained from executing the action. This expectation-based selection of activities
builds on the process-based motivation theory of Vroom (Miner 2005).

2.18 The current model involves many agents, each possessing a unique value system, making decisions on what
activity to perform during a particular time-step. The decisions of agents are influenced by global and local
contextual factors. Global contextual factors are the same for all agents, such as the time of the day and day of
the week. Local contextual factors, on the other hand, are unique to the agent. Examples are the occupation
of the agent, its past behavior, the location in which it currently finds itself, and with whom it is befriended.
Other determinants in the decision-making process are institutions. We make a distinction between formal and
informal institutions. Formal institutions are considered to be rules that are legally enforced (e.g., government
policies). Informal institutions (i.e., social norms) are behavioral rules whose legitimacy lies in facilitating social
interactions and cohesion (Ghorbani et al. 2012). At any given instance, these factors combine to form a unique
decision-making context for each agent (see Figure 3). Faced with these constraining or enabling factors, an
agent then decides upon a particular course of action that it considers most satisfying.

2.19 To recapitulate, individuals choose to engage in activities that generate the highest expected level of satisfac-
tion for the most urgent needs. The urgency of a need is defined as a function of that need’s satisfaction level
(dynamic component) and its value-based priority-weight (static component).

Figure 3: Drivers of Agent Behavior.

2.20 In the following section we describe how the theoretical framework presented in this section is operationalized
within an agent-based model.

Model Description

3.1 The current research uses and builds on an existing model of COVID-19 called ASSOCC 1. The ASSOCC project is
an extensive multi-dimensional simulation model that aims to increase understanding of the short- and long-
term effects of the COVID-19 pandemic on individuals, societies and economies (ASSOCC 2020; Dignum et al.
2020). We extend the ASSOCC model by adding a cultural dimension to it.
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3.2 The original ASSOCC model and our ‘cultural’ version are developed in NetLogo (Wilensky 1998). The statistical
analysis of simulation outcomes is conducted in RStudio (RStudio 2020). Data on nation’s cultural dimensions
is taken from the Hofstede Insights database (Hofstede 2020).

ASSOCC: Model narrative

3.3 Below we provide a brief overview and description of the various sub-models that constitute the ASSOCC model.
We focus on describing the components of ASSOCC that are not endogenous to our cultural model, but that do
constitute the underlying architecture upon which our cultural model is built. A full ODD+D description (Müller
et al. 2013) of the model is available at ASSOCC (2020). A full description of the model and its implementation
is provided in Dignum (2021).

Entities, variables and scales

3.4 With the ASSOCC model a city of around 1000 inhabitants can be simulated. The agents are divided into four
age-groups; young (4-18 years), student (18-25 years), worker (25-65 years) or retired (65+ years). The agents
live in different household compositions varying from family households (2 youngsters and 2 workers), stu-
dents/workers/retirees households (max 2 residents) and multi-generational households (2 youngsters, 2 work-
ers and 2 retirees). Moreover, the simulated city contains schools, universities, office buildings, essential shops,
non-essential shops, public leisure places (e.g. parks, squares) and private leisure places (e.g. cafes, bars) that
agents may choose to visit during their waking hours. The total number of all of these places is proportional to
the number of agents living within the city. A day in the simulated world is divided into 4 time-steps: morning,
afternoon, evening and night. During each of these time-steps, the agents choose to perform one single activity
at a specific location.

Process overview & scheduling

3.5 During the simulation, agents wake up in their homes and start their days by choosing a morning-activity from
the activity-set that is presented to them. Table 8 in Appendix A.2 provides an overview of the activities that are
included in the activity-sets presented to agents over the course of a simulation. The activity with the highest
expected satisfaction gain is chosen from the activity-set. The activities that are available to an agent at a par-
ticular time-step depend on (i) the type of day (weekday or weekend-day), (ii) the type of time-step (morning,
afternoon, evening, night), (iii) the age-group of the agent and (iv) the non-pharmaceutical measures that may
or may not be active at that moment. The activities within the activity-set are represented as a tuple consisting
of a motive, location and social distancing behavior (binary); e.g. ⟨Study, University, TRUE⟩. Agents that
choose the same location for performing their activity are able to interact. It is through these interactions that
the virus is able to transmit itself from one agent to another. When agents switch activities, they move from one
location to the next using different modes of transportation. Agents that share the same mode of transportation
may also interact, which leads to an increased risk of viral transmission.

Social network

3.6 Upon setup, each agent is randomly ascribed a set of locations (e.g., a home, private-leisure places, essential-
and non-essential shops etc.) which constitutes in a personal list of places that it can visit during a simulation.
Agents that share the same home location become family members, while agents with the same working lo-
cations become colleagues. Where the configuration of family members and colleagues is straightforward, the
establishment of friendly ties consist of a tripartite process. First, the subset of agents are selected that hold
the same location of the type ‘work’ and/or ‘private-leisure’ in their places-to-visit lists. This is done to ensure
that agents only befriend other agents when they are able to meet with each other professionally, as in the
case of colleagues, or socially, as in the case of non work-related friends. Next, a second filter is applied to only
select those agents from the same age-group, as it is assumed that people tend to befriend others that have a
similar age. The last step involves selecting friends from the previous subset, based on how similar their value
systems are to the target-agent (see Paragraph 3.23 for a formal description of how the degree of similarity be-
tween value systems is determined). This tendency to befriend like-minded others is based on the principle of
homophily (McPherson et al. 2001).
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3.7 Due to the aforementioned selection criteria, it can happen that the subset of potential friends for some agents
becomes rather small; these agents will have relatively few friends and therefore hold a comparatively marginal-
ized position within the social network. Conversely, a given agent whose age is similar to many others and
whose places-to-visit list exhibits a high degree of overlap with those of others will frequently appear in the
set of potential links of others. Such agents will be chosen as friends relatively often. As a consequence, these
agents will be well-connected and hold a more centralized position within the social network.

3.8 To ensure that the social network topology displays a realistic combination of clusters and wide bridges (i.e.,
ties between agents belonging to different social clusters), we introduce the RANDOM-LINK parameter which
specifies the proportion of agents that randomly befriend another agent within the network. It must be stressed
that the current study does not experiment with the influence of different network topologies on the spread
and fatality of COVID-19. This study focuses on providing and illustration of how the observed differences in
infection rates across populations with different cultural profiles might occur. Hence, the variables tied to the
topology of the social network are controlled for in the simulation outcomes presented in this paper. Moreover,
the topology of the social network remains static, which means agents are not able to be- or defriend others
over the course of a simulation.

The virus

3.9 In our simulation, the virus spreads through bilateral social interactions between an agent that is infected (the
‘carrier’) and an agent that is not infected (the ‘recipient’). The disease sub-model within ASSOCC is parameter-
ized and calibrated on the basis of a validated epidemiological model developed by scientists from the Oxford
University’s Nuffield Department of Medicine (Hinch et al. 2020). Appendix A.3 presents a detailed description
of the transmission process. In short, the probability that a carrier infects a recipient is a function of the con-
tagiousness of the carrier, the susceptibility of the recipient, the social distancing behavior of both agents, and
the ‘density-factor’ of the location where the interaction is taking place.

3.10 The moment an agent becomes infected, its disease may progress through various stages, namely: asymp-
tomatic, mild symptoms, severe symptoms, life-threatening symptoms, recovery, and death 2. The ASSOCC
model contains five types of disease progressions (note that µ indicates the typical or average length of each
distinct cycle):

• infected → asymptomatic → recovery (µ = 15 days)

• infected → mild symptoms → recovery (µ = 18 days)

• infected → severe symptoms → recovery (µ = 18 days)

• infected → symptomatic → life-threatening symptoms → recovery (µ = 22 days)

• infected → symptomatic → life-threatening symptoms → dead (µ = 15.5 days)

3.11 Once an agent recovers from the virus, it is assumed that it becomes immune to the disease which means it
can no longer contribute to its transmission. Note that when agents become aware of their infection status -
such as when they start experiencing symptoms - they may choose to adjust their behavior by, for instance,
quarantining at home and thereby isolating themselves from all agents except those that reside in the same
house.

Implementing and lifting behavioral measures

3.12 The seeding of model executions happens by randomly selecting three agents from the agent-set and setting
their infection-status to ‘TRUE’. This is done to ensure a reliable start of the spread of the virus. At the start of
a simulation, none of the agents are aware of the virus and there are no measures active that aim to limit the
spread of the virus. Once the number of infected agents relative to the total agent population exceeds a pre-
specified critical threshold (set by the parameter INFECTION-RATE-BASED-TRIGGER), various non-pharmaceutical
measures are triggered within the model. A description of these measures is provided in Table 4.

3.13 The measures included in Table 4 are designed to resemble common classes of non-pharmaceutical measures
observed in the real world (ACAPS 2020). We model only non-pharmaceutical measures that involve placing a
demand on the discipline and personal responsibility of individuals. We refer to this class of non-pharmaceutical
measures as behavioral measures. Other non-pharmaceutical measures, such as restricting the opening hours
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of non-essential locations, make less of an appeal to individual responsibility by simply enforcing certain be-
haviors (in this case, preventing people from visiting such locations). Experimenting with the response of indi-
viduals to such authoritarian measures falls beyond the scope of the current study.

3.14 Within the model, there are three stages of severity with respect to the measures taken to curb viral trans-
mission; these are described in Table 4. During the first stage the agents are unaware of the existence of the
virus. The second stage involves the enforcement of various behavioral measures that restrict agents’ freedom
of movement. This stage is called the ‘active measures’ stage. This stage becomes active when the number
of infections (relative to the total population) exceeds a pre-specified threshold set by the modeller. Once the
number of infections has decreased sufficiently to allow for the relaxation of measures, a third stage becomes
activated; this stage is referred to as the ‘passive measures’ stage. In this third stage, everyone is still aware
of the existence of the virus and advised to adhere to the measures introduced in the ‘active measures’ stage.
However, the measures are no longer actively enforced by the government. Whether agents choose to comply
to the measures or not is in this stage is a choice made purely on the basis of one’s own risk perceptions.

3.15 In reality, governments are forced to make a continuous trade-off between restricting the freedom of their citi-
zens and controlling the growth of the virus. By introducing these three theoretical stages of virus control, we
try to emulate how governments give back freedoms to citizens when the prevalence of the virus shrinks, and
constrain it when the presence of the virus within the population increases.
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Table 4: Description of Virus Control Stages.

Stage Description

No measures

In this stage agents are unaware of the existence of the virus. As a consequence,
people go about their daily activities without knowing they might be infected or
become infected. People who experience symptoms at this stage do not know that
it is due to the coronavirus and therefore will not alter their behavior because of it.

Active measures

• Awareness: Agents become aware of the existence of the virus and will con-
sequently perform a risk assessment before taking particular actions. Actions
that involve going to crowded places are considered riskier. For example, go-
ing to the supermarket to buy food will be considered riskier than staying at
home and ordering food. Not all agents share the same risk perceptions, and
the same agent may attribute riskiness to the same activity differently de-
pending on the time and place within the simulation. This has to do with the
differences between agents in terms of their value systems, as well as the dif-
ferences over time in the fulfillment of needs within a single agent.

• Hybrid working: Agents with non-essential jobs (e.g. those not working at
hospitals or supermarkets) are asked to to work from home.

• Social distancing: Agents are demanded by the government to maintain a
safe enough distance from other agents to reduce the likelihood of viral trans-
mission.

• Self-quarantining: Agents are summoned by the government to stay at
home when they or one of their roommates are experiencing symptoms.

• Curfew: Agents are asked by the government to avoid leaving the house to
visit non-essential locations.

Passive measures

All the measures implemented and enforced by the government in the ’active mea-
sures’ stage are lifted. Despite the government lifting the measures in this phase,
agents can still choose to adhere to certain measures because they know the risk of
contamination is lower as a result. Thus, agents can still practice social distancing
and/or self-isolation when the government is not actively enforcing this behavior.
The choice agents make about whether or not to act in accordance with the behav-
ioral measures introduced is therefore not influenced by a sense of duty to the gov-
ernment. In this ‘passive’ stage of virus control, agents know about the virus and
how to limit the risks of becoming infected; whether they act in accordance with
this knowledge is purely dependent on the outcome of the risk assessment each in-
dividual agent makes when deciding on which activity to perform next.

3.16 It is important to stress that agents can decide, at any time, to disobey any of the implemented behavioral mea-
sures, even when these are actively enforced by the government. Whether or not an agent decides to comply
with any of the active measures depends on the satisfaction of its needs (see Section 3.26 and the way in which
these are prioritized based on its values (see Section 3.25). In our model experiments, we focus on the differ-
ences across cultural contexts in agents’ propensity to disobey behavioral measures introduced by the govern-
ment. Thus, we focus explicitly on the cross-cultural differences in compliance behavior of agents within the
‘active measures’ stage.

3.17 As noted, the moments that mark the transition between each of the three stages are determined by various
thresholds set by the modeller that are related to the infection rate. By default, these thresholds are specified in
such way that the number of infection ‘waves‘ generated by the model is maximized (see Figure 4 for the default
settings). This is done to obtain as much information as possible with regards to the motives and behaviors of
agents during the different stages of virus control.
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Figure 4: Progression of the Different Stages of Virus Control.

The cultural model

3.18 Figure 5 provides a conceptual overview of how our cultural model is fitted into the larger ASSOCC architecture.
It is important to stress that the scope of our cultural model is confined to a representation of culture and its for-
mative influence on the value systems of people constituting a population. That is to say that we intentionally
exclude other population-level factors that are of influence on the course of a pandemic and that may correlate
with the characteristics of a population’s cultural profile. Examples of such factors are demographic composi-
tion, infrastructural features, political regime and governance systems. Furthermore, Figure 5 shows that the
social network topology is partly determined by the values that people hold. We do not, however, experiment
with this relationship since the effect of various social network topologies on the management of a pandemic
falls beyond the scope of this paper. The components in Figure 5 marked with an asterisk are part of the larger
ASSOCC modelling architecture but are not included as a part of current model experiments.

3.19 The following sections describe each relationship depicted in Figure 5. In Section 3.20 we describe how culture
influences the configuration of people’s value systems. Section 3.22 explains how people’s value systems are
configured so as to ensure that they are logically consistent. The influence of values on the social network
topology is described in Section 3.23, and on needs in Section 3.25. A description of the formation of the activity-
set and the needs-based selection of activities from this set can be found starting in Section 3.26.
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Figure 5: Conceptual Overview of Culturally-Influenced Decision-Making.

Cultural clusters

3.20 We implement a formal representation of culture on the basis of a cluster analysis of data present in the Hof-
stede database (Hofstede 2020). The Hofstede database contains data on the cultural profiles of 112 countries.
65 countries remain after filtering out countries with incomplete data. The extraction of clusters from this data
enables us to construct meaningful cultural blocs that can be fed into the model for experimentation (see Table
12 in Appendix C.1). The construction of these blocs allows us to forego the complexity of experimenting with
country-level data whilst retaining the bulk of the information that is present within the Hofstede database. Im-
portantly, we simulate populations with hypothetical cultures that do not display a one-to-one correspondence
to any particular country in the real world. For a description of the clustering procedure see Appendix C.1.

Culture-based value formation

3.21 We compute the population means of the Schwartz BVT Values (µ[V ali]) as linear combinations of HCD scores.
In Section 2.7 we present which HCDs are mapped onto which Schwartz BVT Values. The values of agents
are drawn from a normal distribution with µ[V ali] as the mean and σ[V ali] as the standard-deviation. This
standard-deviation is set to 7.5 to make a spread around the mean that is not too narrow nor wide. The param-
eter σ[V ali] is controlled for during current experimentation (see Table 5). It can, however, be used to experi-
ment with intra-cultural differences (i.e. cultural consensus) in future experiments. Appendix C.2 presents the
distribution of value levels for each cultural bloc resulting from the current procedure.

3.22 One must be wary of the fact that our results are conditioned on the assumption that agent values are nor-
mally distributed in a way that is depicted in Appendix C.2. Inferring individual properties from aggregated
population-level tendencies could, in principle, take on many different forms (other than a Gaussian distribu-
tion) and still satisfy the condition that they average out in a particular way. The possible space- and network-
based distribution heterogeneity that arises from varying the way in which individual characteristics are in-
ferred from aggregate statistics is likely to have an influence on the dynamics of virus diffusion. However, ex-
perimenting with the various ways in which individual values can be inferred from cultural dimensions and
assessing the effect this has on viral transmission falls beyond the scope of our study.
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Structure of value systems

3.23 Modelling the value circumplex of the BVT (Schwartz 2012) is done on the basis of a procedure presented by
Heidari et al. (2020). A detailed description of how this procedure is implemented in our model can be found
in Appendix B.1. We ensure that values placed close to one another within the circumplex will be constrained
in their dissimilarity (i.e., their importance levels will be similar), whereas values placed further apart will be
less constrained in their dissimilarity (see Appendix B.1). To account for the effect of age on the structure of
agent value systems3, a procedure is implemented that performs a linear transformation of an agent’s values
according to a set of coefficients taken from Schwartz (2020) (see Appendix B.1).

Value-based social network

3.24 The structural properties of agent value systems determine how they link up with one another to form a par-
ticular type of social network. There are two global parameters that change the topology of the network: (i)
the number of ‘friend links’ each agent tends to make (specified by FRIEND-LINKS), which is set to 7 by default,
and (ii) the proportion of agents that makes a random link with another agent in the population (specified by
RANDOM-LINKS), which is set to 0.15 by default. The default settings for these global parameters are decided
upon by means of a visual inspection of the type of social network topologies they generate. The desired net-
work topology is one that exhibits a realistic combination of weak ties, social clusters, and wide bridges (Centola
2015).

3.25 As described in depth in Paragraph 3.5, agents link up with others whose value systems exhibit similar character-
istics. The similarity of value systems that exists between two agents is determined by computing the Euclidian
Distance (d) between a targeted pair of value systems; i.e., value system X and value system Y , see Equation 1.

dX,Y =

√√√√ 9∑
V al=1

(XV al − YV al)2 (1)

Value-based needs prioritization

3.26 As described in Section 2.9, the values of an agent determine the priority-weights ascribed to its 8 psychological
needs (see Table 10 in Appendix A.4 for a description of needs). The priority-weights of the physiological needs
are set globally and are therefore the same for all agents. Agent needs are indexed as n, where n ∈ {1 . . . 12}.
The priority-weight of a need is denoted as ωn. After having computed the priority-weight for all needs, they
are normalized to ensure that their sum equals 1 (see Equation 2). Normalized priority-weights are denoted as
ω′
n, where

∑12
n=1 ω

′
n = 1. Figure 6 visualizes our value-based needs model.

ω′
n =

ωn∑12
n=1 ωn

(2)
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Figure 6: Value-Based Needs Model.

Needs-based activity selection

3.27 During an instance of decision-making, agents are presented a set of activities (Activities) from which they
select the activity (A) that grants them the highest Total Satisfaction Gain (TSG) (denoted as α); see eq:9. The
content of Activities is dependent upon the time of day, the current location of the agent, and the agent’s
properties such as its age and occupation-type. The gains and penalties agents incur to their need satisfaction
levels when performing activities are formalized in a pay-off structure. This pay-off structure was calibrated on
the basis of a series of unit test which involved an iterative and careful tweaking of the pay-off matrix under
various model settings to ensure that agents display natural-looking behavior; that is, we avoid agents from
obsessively choosing to perform one and the same activity as this would indicate that this activity has too high
a payoff relative to other activities. Note that the assessment of what counts as ‘normal’ or ‘natural looking’
behavior in this context is not supported by empirical data on the statistical distribution of people’s daily activ-
ities.

α = max
A∈Activities

TSG(A) (3)

An activity’s total satisfaction gain (TSG) is computed as the sum of the ‘discounted expected satisfaction gains’
of that activity for all of the agent’s needs (see Appendix B.2 for details).
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3.28 An agent assesses the satisfaction it expects to gain by performing a particular action based on the Diminishing
Marginal Utility (DMU) model. The DMU proposes a sublinear monotonic relationship between the quantity of
resources available to an agent (i.e., the satisfaction levels of its needs) and the relative utility (U ) of the re-
sources (i.e., satisfaction) to be gained from performing a particular activity (Goetz 2013). This implies that, in
general, gaining a particular quantity of satisfaction (Qs) holds a higher value (or utility) for an agent whose sat-
isfaction levels are depleted versus one whose levels are maxed out. Note, however, that U(Qs) also depends
on the priority an agent ascribes to a particular need; specifically, the utility of replenishing the satisfaction level
of a depleted need increases in proportion to the priority ascribed to that need by a given agent. To summarise,
U(Qs) is a function of need satisfaction levels (which vary over time) and the priority ascribed to needs (which
are determined on the basis of an agent’s value system and remain fixed over the course of a simulation).

3.29 The need satisfaction levels of agents vary over time as performing activities may detract from or add to these
levels. Moreover, the need satisfaction levels of agents are subject to a decay rate, implying that agents who
refrain from doing anything will see their satisfaction levels drop slowly but surely to the point of depletion. The
dynamics of satisfaction levels is modelled using the ‘water tank’ approach as presented by Dörner et al. (2006)
and modelled by Di Tosto & Dignum (2012) and Heidari et al. (2020); where each need is represented as a water
tank that can be filled with certain quantities of satisfaction. A full water tank represents a need that is fully met,
whereas an empty water tank represents one that has been fully neglected. Agents are continuously driven to
keep their water tanks filled up to a certain extent and within certain limits. Due to external circumstances
and/or lack of internal capacities, agents often are not able to attain an ideal state of overall satisfaction. This
means agents are always motivated to engage in activities that help them approach, but never reach, a maximal
state of satisfaction.

3.30 Rather than maximizing their overall satisfaction, agents have to make trade-offs and, as a consequence, dis-
play ostensibly irrational behavior; that is, preferring one thing over another in one moment, while changing
preferences in the next. This process of working towards maintaining a relatively stable and well-balanced sta-
tus of need satisfaction levels in the face of changing environmental conditions resembles that of homeostasis.

Figure 7: Homeostatic Water Tank Model of Need Satisfaction.

Social decision-making

3.31 Agents within our model base their decision about what activities to engage in partly on what their peers are
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doing. We implement a simple form of ‘social imitation’ (Rilling & Sanfey 2011; Bandura 1962) by having agents
track the actions of their peers, and obtaining a satisfaction boost in their need for conformity if they choose to
engage in an activity that is similar to the activity that the majority of their peers have engaged in the past.

3.32 As noted, actions, or activities, are defined by a motive, a location and whether one chooses to engage in social
distancing (represented as a Boolean). An instance of an action could look like this: ⟨Study, University, TRUE⟩.
During decision-making, agents reflect on what their peers did during that moment of the day (e.g. morning,
afternoon or evening), the day before. An agent can obtain gains in the satisfaction level of its need for confor-
mity by choosing to perform an action that is ‘similar’ to the one previously chosen by the majority of its peers.
More specifically, at a given t, agents look at the activities chosen by the majority of their peers at t−4 and may
choose an activity that is defined, either fully or partly, by the same three activity-related characteristics. The
degree of overlap in the characteristics of activities chosen by agents defines the ‘similarity’ of their actions.
The greater this similarity, the greater the satisfaction gains that can be realized with respect to their need for
conformity. Consequently, agents that place a higher priority on satisfying their need for conformity will tend
to imitate the actions of their peers more frequently.

Model Evaluation

4.1 The ASSOCC model is the result of extensive collaboration between a group of researchers, making sure that
unit tests were performed each time the model was expanded upon. In doing so, continuous efforts have been
allocated towards verifying the model. With regard to model validation, the current cultural model relies on
the ASSOCC validation processes and extends those by focusing on (1) reflecting on the empirical underpin-
nings of the theoretical assumptions embedded in the culture model (see Section 4.1), and (2) investigating the
robustness of model behavior in response to perturbations in the settings of input parameters (see Section 4.2).

Model calibration

4.2 When possible, the calibration of model parameters was performed using empirical data. In case empirical
data was not available, calibration of model parameters was done on the basis of a series of model tests where
theoretically valid outcomes were obtained mainly through a process of trial & error. Appendix C.3 presents the
parameters of our model and how they are calibrated.

Global sensitivity analysis

4.3 The evaluation of our model comprises of an exploration and quantification of the sensitivity of model outputs
with respect to marginal changes in the settings of model input parameters (henceforth referred to as factors).
In doing so, we assess the robustness of model outcomes to marginal changes in core and ancillary assumptions
embedded within the model (ten Broeke et al. 2016) (see Appendix C.3 for an overview of model parameters). To
reach this objective, we execute a Global Sensitivity Analysis (GSA) that varies all selected factors simultaneously
and analyzes the consequent model behaviour.

4.4 We adhere to a non-parametric (i.e., ‘model-free’ or ‘variance-based’) approach as it circumvents the assump-
tion of linearity inherent in regression-based approaches that is ill-suited for modelling complex dynamic sys-
tems (Ligmann-Zielinska & Sun 2010; Ligmann-Zielinska et al. 2014). See Appendix C.4 for a detailed description
of this GSA approach and the results of the sensitivity analysis.

Model Experimentation

5.1 The goal of our experimentation is to illustrate how different cultural contexts influence the transmission of
SARS-CoV-2 within our model given the implementation of various behavioral measures aimed at limiting the
spread of the virus. The experiments are built on our conceptualization of how culture influences the value
systems of individuals within a population, and how these value systems in turn affect the needs of individuals
and consequently their decision-making and interactions.
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Experiment design

5.2 A total of 18 experiments is performed to explore the emergent patterns of viral transmission. Each experiment
is replicated 150 times for each cultural bloc resulting in a total of 900 model executions. The length of the simu-
lations is determined by how long it takes for none of the agents to be infected. This means that the duration of
our simulation runs are of different lengths. Under default settings, simulation runs do not seem to last longer
than around 1500 time-steps, which translates to 375 days in our simulated world. As a precaution, we define
a maximum number of time-steps (2000 ‘ticks’) to be sure that our model does not get stuck in an infinite loop.
Appendix C.5 gives a detailed explanation for choosing this experimental design and Appendix C.3 provides a
detailed description of the functionality of model parameters and their calibration.

Table 5: Overview of Experimental Input Parameter Settings.

Parameter Settings Function
CULTURAL-BLOC A, B, C, D, E, Neutral Independent variable
CULTURAL-CONSENSUS 7.5 Control variable
COUNTRY-SPECIfiC-SETTINGS World Control variable
SOCIAL-DISTANCING-FACTOR 0.3 Control variable
CONTAGION-FACTOR 5 Control variable
FRIEND-LINKS 7 Control variable
RANDOM-LINKS 0.15 Control variable
Replications 150 Experimental design parameter
Max ticks 2000 Experimental design parameter

Experimental Results

6.1 To illustrate the influence of cultural parameters on the spread of the virus, we first look at the infection curves
across cultural contexts. We then turn our attention to illustrating what might be the causal mechanisms un-
derlying cross-cultural differences in infection rates.

Infections

6.2 Figure 8 and Figure 9 show the infection curves and cumulative infections per cultural bloc, respectively. The
data represent the mean values as computed on the basis of 150 replications. Simulations run for as long as
there are infected agents present within the population. Figure 8 shows that, at this stopping criterion, our
model runs do not exceed the 1,500 time-steps. Because of computational constraints, our Netlogo-based
model is not able to simulate populations of more than approximately 1,200 agents. This means that at some
point the virus generally dies out because all agents have become immune to it.

6.3 Figure 9 shows that bloc A reports the highest measurement of cumulative infections, and blocs C and D the
lowest. As can be seen in Table 12, Appendix C.1, bloc A holds the highest ranked score for Individualism and
the lowest ranked score for Power Distance and Masculinity. This finding suggests that, within our model, in-
dividualist and egalitarian cultures experience more difficulty in successfully managing the spread of the virus
under the introduced measures in the model. Blocs C and D perform best in terms of curbing infections. Bloc
D holds the lowest ranked scores for Individualism and Long-term Orientation, and the highest ranking for In-
dulgence (see Table 12, Appendix C.1). Bloc C holds a top ranking for Uncertainty Avoidance. These results
illustrate how the values espoused in conservative and collectivist cultural contexts lend themselves well for an
effective management of the pandemic within our model.
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Figure 8: Development of Infections per Cultural Bloc.

Figure 9: Cumulative Infections per Cultural Bloc.

6.4 The cross-cultural differences depicted in Figure 8 and Figure 9 can be explained by zooming in on how agents
are behaving over the course of a simulation. Since viral transmission is propelled by agent interaction (see
Appendix A.3), it is logical to look at how often agents come together to interact and what the characteristics
of these interactions are. Differences in the frequency and nature of these interactions across cultural contexts
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may explain, in part, how and why we observe the cross-cultural differences in the patterns of infections that
the model generates.

Agent behaviour

Quantity of interactions

6.5 To understand how and why the observed cross-cultural differences in infections are generated by the model,
we focus first on analyzing the number of contacts that occur between agents over the course of a simulation.
Cross-cultural differences in the number of contacts between agents could explain the differences observed
between cultural contexts in terms of infections; after all, the higher the number of contacts between agents,
the higher the transmission potential of the virus, which ultimately translates into higher infection rates.

6.6 Figure 10 shows how the number of interactions or moments of contact between pairs of agents develops over
the course of a simulation. The plot shows an explosive growth of contacts during the first few time-steps across
cultural contexts. The high number of contacts allows the virus to spread easily among the agent population.
The rapid increase in the number of infections leads to the first phase being initiated fairly quickly across model
runs. The ‘active measures’ stage is generally triggered around 30 time-steps (which amounts to approximately
7 days in our simulated world), after which the number of contacts steeply decreases.

6.7 It can be seen that, after the active measures phase is invoked for the first time, the number of contacts does
not reach the same heights it did during the first few time-steps. This illustrates that agents are more likely to
stay home than before they knew of the existence of the virus, regardless of whether behavioral measures are
actively enforced.

6.8 Furthermore, there are roughly two fluctuation patterns that can be discerned from the plots. The first pattern
involves a high-intensity (short period) oscillation resulting from the differences in the frequency of contacts
that occur between day and night, as well as between weekdays and weekends. The second type of fluctuation
is characterized by longer periods and is due to changes in the virus control stages (see Table 4). Specifically,
when behavioral measures are actively enforced, the frequency of contacts decreases; when enforcement is
lifted, the interaction between agents increases, creating an oscillation in the frequency of contacts as govern-
ments switch back and forth between the active and passive stages of virus control in their efforts to control
viral transmission.

6.9 Regarding cross-cultural differences, some subtle differences can be observed. Most notably, the fluctuations
in the number of contacts that results from changes in the intensity of virus control are least pronounced for
bloc A, and most visible for bloc B. Apparently agents in bloc A hardly respond to the active enforcement of
behavioral measures. This could explain, in part, why bloc A performs worse in curbing infections than bloc
B. Moreover, bloc A shows slightly higher peaks in the number of contacts during simulations, illustrating that
these agents are less risk-averse than those in the other blocs.

6.10 It must be noted that, in epidemiological models, the agent network topology is an important determinant of
the nature of the relationship between the number of contacts that occur between agents and the infections
that take place. This means that even though the frequency of interactions between agents may look similar for
two blocs, their infection rates may differ because of differing network topologies. Analyzing the ways in which
the network topology affects this relationship, however, falls beyond the scope of this paper.

6.11 In addition to the number of interactions, the nature or quality of these interactions plays an important role in
driving viral dynamics within our model. The next section discusses this in more detail.
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Figure 10: Number of Contacts per Time-step for each Cultural Bloc.

Quality of interactions

6.12 As described in Section 3.26, agents are programmed to maximally satisfy their needs whilst taking into account
the existence of constraining and/or enabling factors in their environments. Depending on the state of its needs,
an agent may, therefore, decide not to obey the behavioral measures implemented by the government. The
degree of non-compliance within a population affects the likelihood of infected agents coming into contact
with healthy ones, which ultimately determine infection rates.

6.13 During the most stringent stage (i.e., the ‘active measures’ stage; see Section 3.11), a collection of actively en-
forced non-pharmaceutical measures is implemented. It is interesting to see whether rates of compliance with
these behavioral measures differs across cultural contexts during this phase as this could explain why some
blocs outperform others in terms of curbing infections (see Figure 9).

6.14 To study this, we first register all the moments a given agent (an ‘infector’) infects another agent while the
‘active measure’ phase is in effect. During such an instance, the model registers whether the infector is com-
plying with any of the behavioral measures implemented and enforced by the government. For this analysis,
we group all behavioral measures related to staying home and isolating oneself from others under the heading
of ‘self-isolation’; this includes (compulsory) hybrid working, self-quarantining and curfew (see Table 4). Social
istancing is a behavioral measure that forms its own category in this context.

6.15 As described in Section 3.4, agents pick an activity to perform during each time-step which consists of a mo-
tive (specifying what the agent is doing, e.g. ‘working’), a location (specifying where the agent is doing it, e.g.
‘the office’) and whether the agent decides to engage in social distancing or not whilst performing the activity
(implemented as a Boolean). Agents choose activities that, based on which non-pharmaceutical measures are
active, can be classified as being in conflict or in accordance with the prevailing rules regarding social distanc-
ing and/or self-isolation. We therefore distinguish four types of compliance behavior. These types are depicted
in Table 6. Any instance of agent behavior can be mapped onto one of the four positions within this 2x2 matrix.
The quality of contacts, therefore, can be defined in terms of the decisions of interacting agents to comply to
social distancing (or not) and/or to self-isolate (or not) (see Table 6). To facilitate interpretation of the results
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we chose to apply the following acronyms referring to the various compliance behavior types: Type 1 = NoSD-
NoSI, Type 2 = NoSD-SI, Type 3 = SD-NoSI, Type 4 = SD-SI. Where SD stands for Social-Distancing, and SI for
Self-Isolation. The prefix ‘No’ indicates non-compliance.

Table 6: Types of Compliance Behavior*.

Self-isolation
Not-comply Comply

Social distancing Not-comply Type 1 Type 2
Comply Type 3 Type 4

6.16 Table 7 illustrates how agents displaying various types of compliance behavior may infect someone else within
our simulated world.

Table 7: Description of Compliance Behavior and Impact on Viral Transmission.

Compliance be-
havior type Description

Type 1 Agents who fail to comply with any of the active behavioral measures are most likely
to infect someone else.

Type 2
Since these agents are complying with the measure of self-quarantining and/or the
curfew, they generally stay at home when they are infected. Thus, an agent that is
infected by one that exhibits Type 2 compliance behavior is usually the housemate.

Type 3

These agents are leaving the house although they are aware that they or one of their
housemates is infected and/or when a curfew is in effect. Although these agents are
social distancing when they are leaving the house, they are still likely to infect oth-
ers. This is because social distancing reduces, but does not negate, the likelihood
of infecting others.

Type 4

Although these agents comply with all active behavioral measures, they may still
infect others. For instance, infections can occur through agents going about their
daily business without being aware that they are carrying the virus (such as when
they are pre- or asymptomatic). Moreover, social distancing does not completely
reduce the risk of infecting another person; especially when many people are gath-
ered in, for example, a supermarket, the risk of viral spread may still be high even if
everyone maintains some measure of physical distance from others.

6.17 Figure 11 shows that agents display different forms of compliance behavior during a pandemic across cultural
contexts. Each time an agent infects someone, the model records whether it is engaging in social distancing
and/or whether it is not self-isolating when it should be. The plots in Figure 11 are constructed by counting the
number of recorded infections within each category of compliance behavior across the 150 replications. These
numbers are subsequently divided by the total number of recorded infections. This means that Figure 11 shows
the relative frequency distribution of the four types of compliance behavior (Table 6) that agents display upon
infecting someone else.

6.18 The figure shows that the vast majority of infecting agents across all cultural blocs are classified as SD-SI (Type
4); which means that they are compliant to the prevailing rules of social distancing and self-isolation. This
finding can be explained by the fact that despite adhering to behavioral measures, agents often still infect those
with whom they frequently come in contact (such as housemates). Bloc A stands out as having 1 out of 5 agents
displaying some form of non-compliance during the most stringent stages of virus control. This finding could
explain why bloc A displays such remarkable infection rates (see Figure 9).
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Figure 11: Compliance Behavior per Cultural Bloc.

Agent motives

6.19 Figure 11 shows what type of compliance behavior (see Table 6) agents tend to display upon infecting another
agent across cultural contexts. To better understand why agents are behaving the way they are when they are
infecting someone else, it is instructive to look at what their motives are.

6.20 The plots in Figure 12 show how each need contributes to an agent’s decision to engage in a particular type
of compliance behavior upon infecting someone (see Table 10 in Appendix A.4 for a detailed description of
needs). We call the contribution of a need to an agent’s behavior its motivational force. The motivational force
of a need reflects the anticipated change in the satisfaction level of that need resulting from the behavior of an
agent. Hence, if the motivational force is a positive one, it should be interpreted as a replenishment of a need’s
satisfaction level. If the motivational force is negative, then this means a need is depleted by the behavior of
the agent. Positive motivational forces thus encourage an agent to act in a certain manner, whereas negative
forces discourage an agent to do so. The magnitude of the motivational force of a need in comparison to those
of other needs corresponds to its relative influence on the behavior of an agent. The plots in Figure 12 show
the tug-of-war between a multitude of motivational forces at play within agents during moments of decision-
making, ultimately resulting in the manifestation of certain behaviors.

6.21 Agent motives are calculated by registering the expected satisfaction gain (or loss) for each need for each agent
during instances of decision-making. These values are normalized so that their sum equals 1; this is done by
dividing each satisfaction gain (or penalty) by the total sum of satisfaction gains. In this way, we gain insight
into the relative contribution of each need to an agent’s decision outcome. Moreover, because the absolute
satisfaction gains differ across activities and over time, we scale the data so that all satisfaction gains of different
activities at different times converge on a common scale. This enables us to compute meaningful averages of
each need’s ‘motivational force’ over the 150 replications.

Motives type 1 infectors

6.22 Looking at the plots for ‘Type 1’ compliance behavior in Figure 12, it is generally the case that the need for au-
tonomy and belonging push agents towards non-compliance (as indicated by the strong positive motivational
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force of these needs). Conversely, the need for compliance and risk-avoidance tend to discourage rule viola-
tion (as indicated by their negative motivational force). However, the gains in autonomy and belonging tend to
outweigh the losses incurred in compliance and risk-avoidance, which results in agents breaking the rules.

6.23 Strikingly, bloc C and D do not report any Type 1 infectors, which means that the agents in these blocs are re-
luctant to be (strongly) disobedient to the demands placed upon them by the government. Moreover, it can be
observed that ‘Type 1’ infectors in blocs B, E and Neutral experience penalties in the satisfaction of their need
for conformity, while in bloc A this is not the case. Type 1 infectors thus behave less in a non-conformist man-
ner in bloc A than in the other blocs; which indicates that Type 1 non-compliance behavior is more commonly
observed or more ‘socially accepted’ in bloc A than in the other blocs (see Paragraph 3.30 for a description of
conformity-driven behavior in our model).

Motives type 2 infectors

6.24 Figure 12 shows that agents in blocs A, B and Neutral are driven towards non-compliance with social distancing
primarily by the need for autonomy and belonging. This suggests that the individuals in these blocs find it
rewarding to be free to make their own decisions and to meet others in their physical proximity because it gives
them a greater sense of belonging and togetherness. In bloc C, D and E, agents are receiving gains in their need
for conformity by not engaging in social distancing. This indicates that agents are pushed towards this form of
non-compliance because most of their peers are doing the same thing.

6.25 The gains that can be observed in the need for sleep (which, besides sleeping, involves resting and relaxing)
across cultural blocs indicate that Type 2 agents tend to be at home when they are infecting others. Some
small gains can be observed in the need for physical sustenance (acquiring food and drinks), which indicates
that Type 2 infectors are sometimes at essential shops. This can happen when an agent leaves the house to run
errands for essential goods (food, drinks) while infected but not experiencing symptoms (which is the case when
an infected agent is pre- or asymptomatic). When this happens, the agent may infect others while still comply-
ing with the curfew measure (as it is not visiting a non-essential location) and the self-quarantining measure
(since the agent does not experience symptoms in this case, the act of leaving the house is not considered as
noncompliance).

6.26 It stands out that infectors in some blocs tend to obtain gains in compliance and risk-avoidance for not com-
plying to social distancing, which may seem counter-intuitive at first. However, one must keep in mind that
NoSD-SI (Type 2) compliance behavior involves complying to self-isolation, which presents satisfaction gains
for the needs for compliance and risk-avoidance. So although social distancing may lead to negative pay-offs for
compliance and/or risk-avoidance, these losses can be offset by the gains in these needs through compliance
with the measures pertaining to self-isolation.

Motives type 3 infectors

6.27 Figure 12 shows that Type 3 infectors in all blocs tend to incur costs to the satisfaction levels of their need for
compliance. Across the board, these costs are offset by gains in autonomy, belonging and conformity, indicating
that agents are generally driven to disobey the self-isolation rule because theywant to be free tomake their own
decisions, they want to be with friends and/or because significant others are behaving in the same manner.
Blocs A, E and Neutral are driven towards non-compliance with self-isolation measures primarily by their need
for autonomy. Blocs B, C and D mostly by their need for conformity.

6.28 The need for food and luxury also seems to play an important role as driver of SD-NoSI (Type 3) compliance
behavior in some blocs, which implies that agents in those blocs are often driven to break from self-isolation to
go shopping for (non-)essential goods.

Motives type 4 infectors

6.29 Figure 12 shows that complying to the rule of social distancing and self-isolation presents agents with large
gains for compliance, conformity, risk-avoidance and health. The need for autonomy is generally depleted when
agents act in compliance with behavioral measures because they tend to be constrained in their actions by
obeying these rules. This depletion of autonomy may at some point lead to rule violation (as can be seen in
the motive plots for Types 1, 2 and 3 in Figure 12). The gains in the need for sleep that can be observed are
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explained by the fact that when agents are sleeping or resting, they are always at home and thus compliant to
the self-isolation measures.

Figure 12: Motive Plots for Cultural Blocs.
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Discussion & Conclusion

7.1 The current study provides an illustration of the cross-cultural differences observed in COVID-19 infection rates
and the effectiveness of behavioral measures implemented by governments to manage the pandemic. We illus-
trate how agents within populations with different cultural profiles show a varying propensity to comply with
behavioral measures such as social distancing and/or self-isolation, which in turn determines the effectiveness
of these behavioral measures to curb infection rates. The following paragraphs describe some of the insights
that our model-based illustration provides.

7.2 We illustrate that populations whose cultural profile is individualist, egalitarian and feminine, tend to suffer
from relatively high infection rates. Conversely, populations characterized by a collectivist, hierarchical and
masculine cultural profile display a higher efficacy at limiting the spread of the virus. It must be stressed that
our model has only been tested for a restricted range of possible parameter settings, which means our results
may therefore be quite brittle to marginal changes in any of the assumptions embedded within the model.
Nevertheless, our simulations generated some noteworthy results that illustrate how cross-cultural differences
in infection rates may arise when agents have different value prioritizations.

7.3 We show how, across cultural contexts, particular differences emerge regarding not only how often agents come
together to interact, but also the ways in which they do so. By doing so we show how agents with different value
priorities in our model are more (or less) likely to comply with non-pharmaceutical measures implemented by
the government. Some interesting patterns were observed when zooming in on why agents within our model
decide to (dis)obey the government.

7.4 In general, the highest rates of non-compliance within our model occur in cultures marked as individualistic,
progressive and egalitarian. We illustrate that individuals tend to break the rules of social distancing and/or
self-isolation when they feel overly constrained in their freedom to decide on how to act. This is especially
the case for people in individualist cultures. Moreover, our model shows that individuals may come to feel
isolated or socially disconnected, driving them towards non-compliance as to cater to their need for connection
and belonging. Another significant driver of compliance behavior was shown to be the need for conformity,
illustrating that individuals within our model are often socially motivated to comply to the rules or not. Some
patterns in the motives of agents were not directly deducible from experimental settings, such as the cross-
cultural variability in the propensity of agents to comply to or disregard behavioral measures on the basis of
social conformity (i.e., acting in ways because others are doing so also), authoritative pressures (i.e., acting in
ways because one is being told to do so), or a combination of both.

Limitations & recommendations

7.5 The current study has some limitations that deserve attention. A first point of criticism can be made regarding
our assumption that people’s values remain static over the course of a simulation. Although values are relatively
stable constructs, the context of a pandemic may expose people to extreme events that could potentially lead to
a drastic revision of one’s beliefs. For instance, recovering from a near-death case of COVID-19 may lead a person
that was initially risk-seeking or tolerant to become more conservative and risk-avoidant. In contrast, someone
that recovered from a very mild case of COVID-19 may become more risk-tolerant and even suspicious of the
need for public-health related measures which could potentially lead to a lower valuation of compliance to
authority. In addition to these first-hand experiences, people may adjust their beliefs based on the information
they receive from others. Conversely, they may feel the urge to proclaim their own beliefs and try to convince
others of their views. Cultures may differ with respect to promoting resistance versus openness to change in
people’s belief systems. Some cultures promote a more friendly stance towards the spread of new, potentially
disruptive, ideas than others. People living in these tolerant cultures may change their values more easily, and
therefore more frequently. An interesting avenue for future research would be to include a representation of
the dynamics of processes that explain how individuals acquire, utilize and mutate their cultural assumptions
and habits, as well as those that describe how cultural beliefs spread and change over time during a pandemic
across cultural contexts.

7.6 As noted in the chapter presenting our cultural model, we chose to control for the effect of within-population
variability in people’s value systems (i.e. cultural consensus) on the management of the COVID-19 pandemic.
Societies may differ from each other in terms of how strong the influence of culture is on the formation of peo-
ple’s values. Generally, the formative influence of culture on people’s beliefs is more pronounced in ‘tight’ than
in ‘loose’ societies (Gelfand et al. 2006). Studying the effect of cultural consensus on the management of a pan-
demic presents an interesting extension to the experiments currently presented. It is important to stress here
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that drawing inferences about the structure of value systems at the level of individuals from population-level
cultural dimensions exposes one to the risk of making an ecological fallacy. When it comes down to specify-
ing how values are distributed within a population based on a set of cultural dimensions it becomes difficult
to avoid making such a fallacy. To assess how robust model outcomes are to the ecological fallacy, one could
analyze the behavior of the model whilst exploring how the distribution of values is allowed to vary within a
population under the condition that the differences in cultural dimensions between populations remain un-
changed.

7.7 Another point that should be discussed is the fact that our model presumes that each time persons are engaged
in decision-making, they enjoy unobstructed access to the structural properties of their value systems and the
satisfaction to be gained from performing a broad range of activities. It is then assumed that they consistently
choose the activity that gives them the most satisfaction, given the environmental constraints they face during
decision-making. A large body of research points out that humans do not make decisions in such a rational
manner (Simon 1997; Klein et al. 1993). Incorporating more realistic representations of bounded rationality
and cognitive biases into the decision-making process would therefore enhance the external validity of our
theoretical framework.

7.8 Finally, the execution time of our model is rather slow due to the computational complexity that characterizes
it. Due to limitations in the availability of computing power disposable to us, it was not possible to run sim-
ulations with populations of larger than approximately 1,200 agents. This cap on the number of agents that
could be simulated, combined with the assumptions that an agent becomes immune once it recovers from the
virus, often led to the situation wherein the virus ‘burnt through all of the wood available to it’ during model
executions. That is, at some point either all agents are immune or have passed away, leaving none of them
susceptible to become infected anymore. As a consequence, the current NetLogo-based version of the model
is not able to simulate many waves of infections.

Appendix A: Conceptualization Details

Appendix A.1: Hofstede cultural dimensions & Schwartz BVT values

• Power-Distance (PDI): High-PDI cultures prescribe decision-making power to be concentrated in the
hands of figures of authority rather than to be distributed equally across the members of a society as
in the case of low-PDI cultures (Hofstede et al. 2012). High-PDI cultures are designed around aristocratic
principles that promote social exclusivity. Hence, individual value systems within high-PDI cultures will
be biased towards ascribing a high importance to the Power value of Schwartz which is characterized by
a motivation to pursue and obtain a high-ranked social status and proprietary control over resources and
decision-making power (Schwartz 2012). Moreover, high-PDI cultures promote values of obedience, and
discipline, which corresponds to the Conformity & Tradition value of Schwartz (Vanhée & Dignum 2018).
Therefore, the DCC+ of the Power and Conformity & Tradition values is PDI. Conversely, PDI constitutes
theDCC− of Universalism (see Table 1). This is because Universalism is concerned with promoting egal-
itarianism (Schwartz 1994).

• Masculinity (MAS): High-MAS cultures are organized around meritocratic principles and prescribe as-
sertiveness, mastery, toughness and competition (Vanhée & Dignum 2018; Hofstede et al. 2012). Low-
MAS cultures are characterized by promoting consensus-building, compromise, modesty, compassion
and social equality (Vanhée & Dignum 2018; Hofstede et al. 2012). Based on these characteristics it is
proposed that individuals in high-MAS (vs low-MAS) societies tend to value Achievement and Power. This
is because Achievement promotes the acquisition of prestige through the display of ability and success,
and Power endorses the importance of striving for high social status and acquiring positions of power.
Conversely, high-MAS societies suppress the valuation of Benevolence and Universalism since these two
values combine to promote cooperation and social equality (Schwartz 1994). MAS therefore constitutes
the DCC+ of the Achievement and Power values and the DCC− of Benevolence and Universalism (see
Table 1).

• Uncertainty Avoidance Index (UAI): The UAI-HCD is about how societies cope with the unknowable (Hof-
stede et al. 2012). High-UAI cultures are intolerant and/or dismissive of things that challenge the status
quo. High-UAI cultures tend to have strict rules and rituals that suppress change by enhancing predictabil-
ity and order (Hofstede et al. 2012). On the contrary, low-UAI cultures promote curiosity, exploration and
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experimentation (Hofstede et al. 2012). It is hypothesized that the Security and Stimulation values are
the ones most closely related to the UAI-HCD. People that value Security seek to promote stability, order
and safety (Schwartz 1994). People that value Stimulation find it important to live a life that is exciting
and loaded with novel experiences. High-UAI societies are therefore presumed to promote Security and
demote Stimulation. Thus, UAI forms the DCC+ of Security and the DCC− of Stimulation.

• Long-Term Orientation (LTO): This dimension is about the extent to which a society looks forward to
the future rather than resorting to the past to solve problems (Hofstede et al. 2012). High-LTO cultures
promote planning, foresight and perseverance (Hofstede et al. 2012). Low-LTO cultures, on the other
hand, prescribe time-honoured traditions and are suspicious of societal change. Stability is important to
low-LTO societies, leading them to stick to conventions that uphold the status quo. With regard to the
LTO-HCD, it seems that the value Conformity & Tradition is most relevant. People that value Conformity
& Tradition find it important to obey to social norms, to respect a society’s traditions and orient oneself
to the past to obtain the information to deal with problems occurring in the present and future (Schwartz
1994). Based on these descriptions, it is hypothesized that low-LTO cultures promote the valuation of
Conformity & Tradition, whereas high-LTO societies will tend to suppress the importance ascribed to this
value. The LTO-HCD therefore forms the DCC− of Conformity & Tradition.

• Individualism (IDV): This dimension is essentially about affiliation (Hofstede et al. 2012). Low-IDV so-
cieties view humans as fixed members of a single well-defined group in which all members are interde-
pendent (Hofstede 2020). Low-IDV cultures promote loyalty, harmony and a general promotion of the
collective over the individual. In contrast, high-IDV societies promote self-sufficiency, self-actualization
and self-expression (Hofstede et al. 2012). We propose that the Self-Direction and Conformity & Tradition
values relate most closely to the IDV-HCD. Self-Direction is concerned with the valuation of individual free-
dom, independent thought and autonomy. It is hypothesized that people in high-IDV societies will tend
to ascribe high importance to Self-Direction. On the contrary, high-IDV cultures will demote Conformity
& Tradition, since this value prescribes the restraint of individual freedom for the sake of the collective.
Thus, IDV forms the DCC+ of Self-Direction and the DCC− of Conformity & Tradition.

• Indulgence (IVR): High-IVR societies allow a relatively free gratification of basic and natural human drives
related to enjoying life and having fun (Hofstede 2020). Low-IVR cultures suppress instant gratification
and promote tight regulation of individual behavior by means of strict social norms. We propose that the
characteristics of high-IVR societies harmonize with the goals promoted by the Hedonism value. Hedo-
nism prescribes pleasure and sensuous gratification for oneself (Schwartz 1994). Low-IVR societies, on
the other hand, promote the value of Conformity & Tradition as it prescribes self-restraint and discipline.
The IVR-HCD therefore constitutes the DCC+ of Hedonism and the DCC− of Conformity & Tradition.
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Appendix A.2: Description of activities

Table 8: Overview of Activities Available to Agents.

Activity Location Age-Group Type of Day (Time
of Day)

Present in Activity
Set?

Resting Home
Youngsters,
Students,
Workers

Weekday & Week-
end (Morning,
Afternoon, Evening,
Night)

Always

Relaxing
Public Leisure

Youngsters,
Students,
Workers

Weekday (Evening),
Weekend (Morning,
Afternoon, Evening)

Always

Retirees
Weekday & Week-
end (Morning,
Afternoon, Evening)

Always

Private Leisure

Youngsters,
Students,
Workers

Weekday (Evening),
Weekend (Morning,
Afternoon, Evening)

Always

Retirees
Weekday & Week-
end (Morning,
Afternoon, Evening)

Always

Shopping
Essential Shop

Students,
Workers

Weekday (Evening),
Weekend (Morning,
Afternoon, Evening)

Always

Retirees
Weekday & Week-
end (Morning,
Afternoon, Evening)

Always

Non-Essential Shop
Students,
Workers

Weekday (Evening),
Weekend (Morning,
Afternoon, Evening)

Always

Retirees
Weekday & Week-
end (Morning,
Afternoon, Evening)

Always

Learning
School Youngsters Weekday (Morning,

Afternoon) Always

University Students,
Workers

Weekday (Morning,
Afternoon) Always

Home Youngsters,
Students

Weekday (Morning,
Afternoon) Always

Working Workplace Workers Weekday (Morning,
Afternoon) Always

Home Workers Weekday (Morning,
Afternoon) Always

Getting
tested Hospital

Youngster,
Students,
Workers,
Retirees

Weekday & Week-
end (Morning,
Afternoon, Evening,
Night)

Can be removed
from activity set
when testing capac-
ity is met

Getting
treated Hospital

Youngster,
Students,
Workers,
Retirees

Weekday & Week-
end (Morning,
Afternoon, Evening,
Night)

Can be removed
from activity set
when all hospital
beds are taken

Appendix A.3: Viral transmission
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Agent interaction

The interactions between agents in our model take the form of discrete moments of contact between pairs of
agents. All agents that are located in the same location at the same time come into contact with each other. The
number of contacts (N ) that takes place at a certain location (l) during a particular time-step (t) is therefore
determined by Equation 4, where n is the size of the agent-set that is present at ⟨l, t⟩, and r is the number
of agents that are allowed to interact with each other during moments of contact. Note that r = 2 because
interactions are only allowed to take place between pairs of agents.

Nl,t = C(n, r) =
n!

(r!(n− r)!)
(4)

Each agent holds a personal list of locations (think of this as a ‘places-I-tend-to-visit’ list) from which they select,
based on their needs, the places to visit over the course of a simulation. This list is randomly constructed for
each agent upon the setup of a simulation. Moreover, the contents of the list do not change during a simulation.
The list contains locations of various types; i.e., (non-) essential shops, public & private leisure places, and labor
locations (working places, schools, universities, shops, hospitals). Agents whose lists overlap in terms of their
content may come into contact with each other if they decide to visit the same location during the same time-
step. Agents whose lists do not contain identical elements will never come into contact with each other. The size
of the agent-set that an agent can potentially interact with is dependent on the agent/location ratio; the higher
this ratio (i.e., the more agents relative to the number of locations) the higher the number of contacts that will
take place during a simulation. This ratio is fixed during model experiments. If an interacting pair of agents
happens to consist of one that is infected (a ‘carrier’) and one that is not (a ‘recipient’), then an infection can
take place. Whether a contact results in the transmission of the virus from the carrier to the recipients depends
on four different components: i) the contagiousness of the carrier, ii) the susceptibility of the recipient, iii) social
distancing behavior of the recipient, and iv) the density factor of the location.
The contagiousness of the carrier from the moment that it was infected is modelled using a Gamma distribution
which specifies how the contagiousness of a carrier develops as the disease progresses and is calibrated on the
basis of findings presented by Ferretti et al. (2020). The susceptibility of agents is modelled after Hinch et al.
(2020). Whether viral transmission takes place also depends on the social distancing behavior of the interacting
agents. Whether agents are social distancing reduces the likelihood that a carrier infects a recipient: Appendix
A.5 provides a detailed description of how social distancing is modelled. Lastly, the density-factor of a location
is positively related to transmission of the virus. The density-factor of a location (which remains static over
the course of a simulation) summarises how crowded, ventilated and sterile a particular location, on average,
tends to be. Specifically, the higher the density-factor of a location the more crowded, the less ventilated and
non-sterile it is.

Density factors for locations

Table 9 shows how the raw density-factors are determined for each location present within the model. The
raw density-factors are subsequently fed into Equation 6 to compute the final density-factors for each location.
These location-specific density-factors play an important role in the transmission of the virus; in general, the
higher the density-factor of a location the more likely it is that infections take place at that particular location
over the course of a simulation. Each location category is given a discrete score [0, 0.5, 1] on four dimensions,
a higher score on any of these dimension means that it contributes positively to the transmission potential of
the virus at that location. Since dimensions differ in their relative influence on the transmission potential of the
virus, they are allocated dimension-specific influence weights, denoted here as ω. The influence weights are
calibrated as follows: ωDim1 = 4, ωDim2 = 2, ωDim3 = 1, ωDim4 = 3.
The first dimension (Dim1) indicates whether agents at a particular location are typically situated inside or out-
side, where 1 = inside, and 0 = outside. The second dimension (Dim2) represents the sterility of the environment;
that is, whether the environment is cleaned rigorously and frequently, here 0 = yes, 0.5 = neutral, 1 = no. The
third dimension (Dim3) relates to the typical length of an agent’s visit to the location in question, where 0 =
short, 0.5 = medium and 1 = long. The fourth dimension (Dim4) relates to the typical degree of crowdedness at
a particular location, where 0 = low, 0.5 = medium and 1 = high.
The raw density-factors (DFRaw

L ), where L functions as an index for Location type, are computed according to
eq:17.

DFRaw
L =

4∑
i=1

ωDimi
·Dimi (5)
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The final density-factors (DFFinal
L ) are computed according to Equation 6 where the following condition holds

0.01 ≤ DFFinal
L ≤ 0.9.

DFFinal
L =

DFRaw
L

max[DFRaw]
(6)

Table 9: Overview of Location-Specific Density-Factors.

ID Location Dim1 Dim2 Dim3 Dim4 DFRaw DFFinal

1 Hospital 1 0 1 0 5 0.5
2 Workplace 1 0.5 1 0.5 7.5 0.75
3 School 1 1 1 0.5 8.5 0.85
4 Home 1 1 1 1 10 0.9
5 Private-Leisure 1 1 1 1 10 0.9
6 Public-Leisure 0 0 1 0 1 0.1
7 University 1 0.5 1 0.5 7.5 0.75
8 Essential Shops 1 1 0 1 9 0.9
9 Non-Essential Shops 1 1 0 1 9 0.9
10 Walking Outside 0 0 0 0 0 0.01
11 Queuing 0 0 0 1 3 0.3
12 Public Transporta 1 1 0.5 1 9.5 0.9
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Appendix A.4: Description of needs

Table 10: Descriptive Overview of Needs Included in the ASSOCC Model.

Need Description

Health Health is modelled as the urgency to stay at home when experiencing mild symptoms ⟨Rest,Home⟩
and going to the hospital whenever experiencing critical symptoms ⟨GetTreated,Hospital⟩.

Sleep Sleep is modelled as the urgency to relax after a long day at work: ⟨Relax,Home⟩, or to rest in bed
during the night: ⟨Rest,Home⟩.

Food Safety
This need encompasses the desire to possess over enough provisions to feed the mem-
bers of one’s household for a period of two weeks. The activity related to food safety is:
⟨Shopping,EssentialShop⟩. This action cannot be performed by youngsters as it is assumed that
only parents are responsible for ensuring the availability of a sufficient amount of food at home.

Financial Sur-
vival

This need includes the desire to have sufficient financial resources to to provide one’s household
with the essentials needed to survive. The satisfaction level of this need decreases when agents per-
form the following activities:⟨Shopping,EssentialShop⟩, ⟨Shopping,NonEssentialShop⟩. The
satisfaction level of this need is replenished when agents go to work or receive social support pay-
ments from the government.

Risk Avoid-
ance

This need relates to the desire to avoid situations that threatens one’s well-being (e.g. avoiding con-
tamination with the virus, getting treated when sick). Risk avoidance is also related to the crowd-
edness of locations where activities may be performed. Performing activities in crowded locations
without conforming to social distancing will result in lower satisfaction gains or penalties for risk
avoidance. Conforming to social distancing and/or self-isolation, avoiding crowded locations and/or
getting treated at the hospital will all result in higher satisfaction gains for risk avoidance.

Compliance

This need involves the desire to behave in a way that is prescribed by authorities (i.e., government,
parents, employers). For youngsters, students and workers, the satisfaction level of compliance is
increased by working and/or studying, and/or complying with actively enforced behavioral mea-
sures. Not working, studying or complying with behavioral measures results in diminished satis-
faction gains or penalties for compliance.

Conformity

This need relates to the desire to feel accepted and recognized by the peers in one’s social network
(i.e., friends, family, colleagues). Conformity is modelled such that engaging in the same activities
as those performed by one’s social peers will result in higher satisfaction gains. With regard to social
peers, a distinction is made between colleagues and friends & family. During time-steps in which
agents work or study, the social reference group consists only of colleagues or fellow students. Dur-
ing non-working hours, the reference group consists of friends and family.

Financial Sta-
bility

This need involves the desire to acquire a stable financial status. Agents compare their current
amount of capital with the target amount of capital they need to live a comfortable live. Whenever
the current amount of a capital drops below the target amount of capital, individuals will experience
a decrease in the satisfaction level of financial stability when spending capital. Increasing the satis-
faction level of one’s financial stability is done through working.

Belonging
This need expresses the desire to feel connected with significant others. Agents increase the satis-
faction of this need by being near friends or family whilst performing activities. Social distancing
reduces the potential satisfaction that can be gained from being with peers as it prohibits agents
from being physically close to one another.

Leisure This need relates to the desire to exercise or relax during non-working hours. Within the model the
need for leisure can be satisfied by relaxing at home or at private and/or public leisure places.

Luxury
This need expresses the desire to buy and possess non-essential goods. The need for
luxury can be satisfied by purchasing non-essential items in non-essential shops: i.e.,
⟨Shopping,NonEssentialShop⟩.

Autonomy
This need involves the desire to be in control of one’s decisions. Autonomy is modelled such that
anything restricting the ability of agents to freely choose their activities will result in a loss of satis-
faction. The satisfaction level of this need increases when agents are able to choose the activities
that they find most appealing.

Appendix A.5: Social distancing

Once the social distancing measure becomes activated, agents are offered the choice to either engage in social
distancing while performing their daily activities or not. Specifically, the moment an agent decides to perform
a particular activity, it simultaneously reflects upon whether it will perform the activity in such a way so that
it conforms to the rule of social distancing. This involves putting in effort to maintain a safe physical distance
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from other agents carrying out the same activity at the same location. Engaging in social distancing leads to
a lower contamination risk, but it also lowers the frequency and quality of interpersonal contact. Humans are
social creatures that seek to be meaningfully connected to others; maintaining a strict physical distance from
others makes it more difficult to establish such connections. Thus, choosing to engage in social distancing also
comes at a cost to one’s psychological well-being.
We propose that agents differ in how they perceive the trade-off between the positive and negative pay-offs
presented by choosing to engage in social distancing or not. That is, some agents may find that the physical
proximity of their friends outweighs the increased risk of becoming infected, while other agents find the health
risks of close interpersonal contact too great to not engage in social distancing. We implement these agent-
specific valuations of social distancing by assigning each of them a particular social-distancing-profile (SDP). An
agent’s social-distancing-profile dictates the degree to which it feels the urge to be in close physical contact with
other agents. It is presumed that agents that are (highly) extrovert will have more difficulty maintaining physical
distance from their friends and family (Park 2015). It is shown that one’s personality type and the structure
of one’s value system are closely related to one another (Roccas et al. 2002). On this basis, we propose that
agents that ascribe a relatively high importance to Achievement, Stimulation and Hedonism will be extrovert,
whereas agents scoring high on Conformity & Tradition and Security are introvert (Roccas et al. 2002). Agent
social-distancing-profiles are drawn from a normal distribution with a mean that is higher for extroverts than
for introverts. The standard-deviation used is set by the global parameter STD-DEV-SOCIAL-DISTANCING-PROfiLE,
which is denoted as σ[SDP ] and is set to 0.1 by default. Agent SDP’s are capped to fall within a range of [0, 1].
Agents with a relatively low SDP experience higher satisfaction gains from engaging in their activities whilst
complying to social distancing measures than agents with a relative high SDP. This implies that low-SDP agents
will tend to engage in social distancing more often than high-SDP agents. Note that an agent’s decision to en-
gage in social distancing or not is also dependent upon the status of its needs’ satisfaction levels at a current
time-step t. For instance, critically low levels of Belonging and/or Autonomy may incite an agent to elicit a pref-
erence for not engaging in social distancing. Thus, the SDP of an agent represents a static proclivity to (dis)obey
to the measure of social distancing. The status of its needs induce a dynamic component to the decision to com-
ply to social distancing.
The decrease in P(Y infects X) due to X engaging in social distancing, i.e., P(Y infects X | Xsocial-distancing-status = Active)
< P(Y infects X | Xsocial-distancing-status = Not active), is modulated by the global parameter SOCIAL-DISTANCING-FACTOR.
The lower the setting of the SOCIAL-DISTANCING-FACTOR, the stronger the decrease in the probability of becoming
infected (or infecting someone else) upon engaging in social distancing.

Appendix B: Implementation Details

Appendix B.1: Structural properties of agent value systems

We define a set ofV alues = {V1 . . . V9}, where V1 = Hedonism (HED), V2 = Stimulation (STM), V3 = Self-Direction
(SD), V4 = Universalism (UNI), V5 = Benevolence (BEN), V6 = Conformity & Tradition (CT)4, V7 = Security (SEC), V8 =
Power (POW), and V9 = Achievement (ACH). The second set relevant to this procedure contains the importance
levels (V ali) tied to each value (Vi). Suppose we define a function (f ) that takes as an input the value index v
and outputs the importance level of that value such thatV ali = f(Vi). IfV ali = 100, then the agent in question
will ascribe maximum priority to satisfying needs related to the fulfillment of Vi. IfV ali = 0, then the fulfillment
of Vi is assigned the lowest possible priority by an agent during decision-making.
The following condition ensures that any two instances of V alues whose indices are sufficiently close to one
another hold similar importance levels: 0 ≤ |V ali − V alj | ≤ UBi,j , ∀i, j ∈ {1 . . . 9}. Where UBi,j serves
as an upper boundary to the dissimilarity between the importance levels of Vi and Vj (see Equation 7). This
way, values placed close to one another within the circumplex will be constrained in their dissimilarity (i.e.,
their importance levels will be similar), whereas values placed further apart will be less constrained in their
dissimilarity. Parameter c in Equation 7 is an integer ranging from [1, 100].
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Figure 13: Value Importance Level Spectrum.

By default, the c parameter is set to 20 as testing pointed out that this lead to a desirable re-calibration of value
systems.

UBi,j =

{
|i− j| ∗ c if |i− j| ≤ 5

(9− |i− j|) ∗ c if |i− j| > 5
(7)

Figure 14 visualizes how values placed close to one another on the Schwartz circumplex are positively corre-
lated (as indicated by the green bidirectional arrows). Values that are placed further apart - e.g. on opposites
sides of the circular structure - are negatively correlated (as visualized using red bidirectional arrows).

Figure 14: Inter-Value Correlational Pattern.

The global parameter INflUENCE-OF-AGE-ON-VALUE-SYSTEM modulates the strength of the age-dependent trans-
formation; it is set to 5 by default. The age-group dependent weights are denoted as ωAge, and the value-
specific coefficients are symbolized asCi. The re-calibrated value importance levels (V al′i) are computed by ap-
plying Equation 8 where∀Age ∈ AgeGroupsand∀i ∈ {1 . . . 9}, andAgeGroups = {Y oung, Student,Worker,Retired}.

V al′i = V ali − (Ci · ωAge) (8)
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Figure 15: Influence of Age on Values (taken from ESS 2020).

Appendix B.2: Computing satisfaction gains of activities

An activity’s total satisfaction gain, i.e., TSG(A), is computed as the sum of the ‘discounted expected satisfac-
tion gains‘ (eSG′) of that activity for all of the agent’s needs (n) (see Equation 9).

TSG(A) =

12∑
n=1

eSG′
n(A) (9)

A distinction is made between four different types of satisfaction gains, namely: expected vs actual and undis-
counted vs discounted; Table 11 presents a quadrant that shows how these various satisfaction gains relate to
one another. Undiscounted Satisfaction Gains (SG) can be conceived of as ‘raw’ estimates of the satisfaction
potential of an activity. A SG is used to compute a Discounted Satisfaction Gain (SG′) by incorporating infor-
mation about the urgency status of an agent’s needs (see Equations 10 and 11). Expected Satisfaction Gains
(eSG(A)) are those the agent expects to incur before performing an activity, whereas the Actual Satisfaction
Gains (aSG(A)) represent the satisfaction gained from an activity after it has occurred (Equation 13). Often
times eSGn(A) = aSGn(A), but this need not always be the case. For instance, when an agent decides to go
shopping for groceries, it expects to be able to buy all that it needs and bases its eSGn for that activity on that
assumption. However, when shops are under-stocked, the agent in question may not be able to buy all that it
intended to do, resulting in a situation where eSGn(A) > aSGn(A). The discrepancy between eSGn(A) and
aSGn(A) is denoted by ϵ, which represents the error in an agent’s expectations (see Equation 13).

Table 11: Satisfaction Gains Quadrant.

Satisfaction Gains Expected Actual

Undiscounted eSG(A) = raw satisfaction gained
from performing an activity.

aSG(A) = the raw actual satisfaction
gained from performing an activity
(generally the same as eSG(A)).

Discounted

eSG′(A) = the satisfaction gained
from an activity weighted by the ur-
gency of the need(s) addressed by
that particular activity.

aSG′(A) = the actual satisfaction
gained from performing an activity
corrected for mistakes in agent’s
expectations.

Assume a function (τ ) is defined that takes as input an activity (A) and returns the eSG for each of the agent’s
needs (n); τ(A) : Activity → eSGn. Each eSGn(A) is then multiplied by the urgency of that need (Urgencyn)
to obtain eSG′

n(A) (see Equation 11). As can be seen in Equation 10, the urgency of a need is a function of that
need’s satisfaction level (SatLeveltn) and priority-weight (ωn). Note that SatLeveltn varies over time, whereas
ωn remains static over the course of a simulation. This implies that needs with a high urgency will have a rel-
atively large influence on the action that is selected by an agent during decision-making. Thus, the activities
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that are most likely to be picked from Activities during decision-making are those that present a satisfaction
gain for needs that are ascribed a high priority-weight and whose satisfaction levels are depleted.

Urgencytn = ωn · (1− SatLeveltn) (10)

eSG′
n(A) = τ(A) · (ωn · Urgencytn) (11)

As time passes, the satisfaction level of needs diminishes until one of them reaches a status of depletion that be-
comes so critical that it comes to dominate the decision-making process. The magnitude by which SatLeveln
decreases is modulated by the decay rate, which is denoted as rn and is subject to the condition: rn < 1. The
decay rate is static but differs across needs, hence it is denoted as rn. Some needs are depleted faster than
others as to ensure agents display natural looking behavior; such as going to bed every night or shopping for
food regularly. Note that the multiplicative effect of the decay rate in Equation 12 leads full water tanks to leak
relatively higher quantities of satisfaction than emptier tanks.

SatLeveltn = (r · SatLevelt−1
n ) + aSG′

n(A) (12)

aSG′
n(A) = eSG′

n(A) · ϵ (13)

Appendix C: Model Experimentation and Parameterization

Appendix C.1: Description of cluster analysis

Clusters are determined by applying the ‘K-means clustering’ technique which is one of the most commonly
used unsupervised machine learning algorithms for partitioning a given data set into a set of k groups (i.e., k
clusters), where k represents the number of groups prespecified by the researcher. The algorithm groups data
together so as to ensure that countries within clusters are as similar as possible (i.e., high intra-cluster similarity)
and countries across clusters are as dissimilar as possible (i.e., low inter-cluster similarity). Appendix C.1 shows
which countries are grouped together in each of the cultural blocs.
To determine the number of clusters to extract from the data, we apply the NbClust package 5 in R. This package
provides 30 indices for determining the optimal number of clusters and proposes the best clustering scheme
from the different results obtained by varying all combinations of number of clusters, distance measures, and
clustering methods. In doing so, we find that the optimal number of clusters is 5 with a score of 8 out of 30. The
5 clusters are depicted in Figure 16.
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Figure 16: Overview of Cultural Clusters in 3D Principal Components Space.

In K-means clustering, each cluster is represented by its center (i.e, the centroid) which corresponds to the mean
of all data points assigned to a particular cluster. As the dimensionality of the data is determined by the number
of Hofstede dimensions, each cluster is defined by a 6-dimensional centroid. This centroid represents the cul-
tural profile of a particular bloc (see Table 12). Note that we add a bloc termed ‘Neutral’ as a baseline reference
point. This bloc helps us to assess how the other blocs (A to E) affect the model’s behavior in comparison to a
situation where all cultural parameters are calibrated to a neutral setting.

Table 12: Descriptive Overview of Cultural Blocs and their Cultural Profiles

Cultural Bloc PDI IDV MAS UAI LTO IVR
A 32.09 77.82 39.64 43.45 38.09 67.64
B 82.90 27.70 59.20 37.60 58.20 33.30
C 67.39 34.70 43.17 83.57 40.17 39.48
D 69.83 18.33 58.33 73.50 15.83 87.83
E 46.93 58.73 54.27 73.87 75.27 39.00
Neutral 50 50 50 50 50 50
Lowest rank A D A B D B
Highest Rank B A B C E D
Mean 58.19 44.55 50.77 60.33 46.26 52.88
St.Dev. 18.47 21.94 8.03 19.00 20.14 20.99
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Table 13: Cultural Bloc A - Countries and their Cultural Profiles.

Country PDI IDV MAS UAI LTO IVR Cultural Bloc
Australia 38 90 61 51 21 71 A
Canada 39 80 52 48 36 68 A
Denmark 18 74 16 23 35 70 A
Finland 33 63 26 59 38 57 A
Great Britain 35 89 66 35 51 69 A
Ireland 28 70 68 35 24 65 A
Netherlands 38 80 14 53 67 68 A
New Zealand 22 79 58 49 33 75 A
Norway 31 69 8 50 35 55 A
Sweden 31 71 5 29 53 78 A
U.S.A. 40 91 62 46 26 68 A

Table 14: Cultural Bloc B - Countries and their Cultural Profiles.

Country PDI IDV MAS UAI LTO IVR Cultural Bloc
Bangladesh 80 20 55 60 47 20 B
China 80 20 66 30 87 24 B
Hong Kong 68 25 57 29 61 17 B
India 77 48 56 40 51 26 B
Indonesia 78 14 46 48 62 38 B
Malaysia 104 26 50 36 41 57 B
Philippines 94 32 64 44 27 42 B
Singapore 74 20 48 8 72 46 B
Slovak Rep 104 52 110 51 77 28 B
Vietnam 70 20 40 30 57 35 B

Table 15: Cultural Bloc C - Countries and their Cultural Profiles.

Country PDI IDV MAS UAI LTO IVR Cultural Bloc
Africa East 64 27 41 52 32 40 C
Arab countries 80 38 53 68 23 34 C
Argentina 49 46 56 86 20 62 C
Brazil 69 38 49 76 44 59 C
Bulgaria 70 30 40 85 69 16 C
Chile 63 23 28 86 31 68 C
Croatia 73 33 40 80 58 33 C
Greece 60 35 57 112 45 50 C
Iran 58 41 43 59 14 40 C
Malta 56 59 47 96 47 66 C
Morocco 70 46 53 68 14 25 C
Pakistan 55 14 50 70 50 0 C
Peru 64 16 42 87 25 46 C
Poland 68 60 64 93 38 29 C
Portugal 63 27 31 104 28 33 C
Romania 90 30 42 90 52 20 C
Russia 93 39 36 95 81 20 C
Serbia 86 25 43 92 52 28 C
Slovenia 71 27 19 88 49 48 C
Spain 57 51 42 86 48 44 C
Thailand 64 20 34 64 32 45 C
Turkey 66 37 45 85 46 49 C
Uruguay 61 36 38 100 26 53 C
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Table 16: Cultural Bloc D - Countries and their Cultural Profiles.

Country PDI IDV MAS UAI LTO IVR Cultural Bloc
Africa West 77 20 46 54 9 78 D
Colombia 67 13 64 80 13 83 D
El Salvador 66 19 40 94 20 89 D
Mexico 81 30 69 82 24 97 D
Trinidad and Tobago 47 16 58 55 13 80 D
Venezuela 81 12 73 76 16 100 D

Table 17: Cultural Bloc E - Countries and their Cultural Profiles.

Country PDI IDV MAS UAI LTO IVR Cultural Bloc
Austria 11 55 79 70 60 63 E
Belgium 65 75 54 94 82 57 E
Czech Rep 57 58 57 74 70 29 E
Estonia 40 60 30 60 82 16 E
France 68 71 43 86 63 48 E
Germany 35 67 66 65 83 40 E
Hungary 46 80 88 82 58 31 E
Italy 50 76 70 75 61 30 E
Japan 54 46 95 92 88 42 E
Korea South 60 18 39 85 100 29 E
Latvia 44 70 9 63 69 13 E
Lithuania 42 60 19 65 82 16 E
Luxembourg 40 60 50 70 64 56 E
Switzerland 34 68 70 58 74 66 E
Taiwan 58 17 45 69 93 49 E
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Appendix C.2: Distribution of values across cultural blocs

Figure 17: Distribution of Value Levels across Cultural Blocs.

Appendix C.3: Description of model parameters

The ASSOCC model consists of several modules. The focus of this paper lies on the culturally-extended version
of the model. The parameters contained within the cultural sub-model can be classified as core or ancillary.

JASSS, 25(3) 6, 2022 http://jasss.soc.surrey.ac.uk/25/3/6.html Doi: 10.18564/jasss.4877



Core parameters are those that are manipulated in model experimentation (see Table 19), whereas ancillary
parameters exist to ensure that the model functions properly (see Table 20). With regard to the core parame-
ters, the ‘cultural’ category contains the HCDs and cultural consensus parameters (marked with thick boundary
in Figure 18), and the ‘non-cultural’ category relates to those parameters that are included in model experimen-
tation but do not play a focal role in current model experiments.

Figure 18: Classification of Model Parameter Types.

Table 18: Descriptive Overview of Cultural Parameters.

Model Parame-
ter

Default Set-
ting [Range] Description

CULTURAL-BLOC A, B, C, D, E,
Neutral

This categorical parameter specifies which cultural bloc is selected for an exe-
cution of the model. Each cultural bloc has its own Hofstede cultural profile
which, when selected, is used to calibrate the Hofstede dimension variables in
the model.

COUNTRY-
HOFSTEDE-
SCORES

"Custom" This categorical parameter specifies which country-based Hofstede Cultural Di-
mension scores are to be loaded into the model.

VALUE-SYSTEM-
CALIBRATION-
FACTOR

20 [0,40]

This continuous parameter determines the degree to which agent-level value sys-
tems are re-calibrated according to the inter-value relationships specified in the
Schwartz circumplex model (Schwartz 2012). Increasing this parameter leads
mutualistic values to obtain more similar importance levels and antagonistic val-
ues to beget more dissimilar importance levels. The default setting for this pa-
rameter was set on the basis of a sensitivity analysis.

INflUENCE-OF-
AGE-ON-VALUES 5

This continuous parameter determines the magnitude of the differences between
age-groups in terms of the structural properties of agents’ value systems. Increas-
ing this parameter leads to bigger differences in the value systems of agents be-
longing to different age-groups. The default setting for this parameter was set on
the basis of a sensitivity analysis.

HOFSTEDE-
SCHWARTZ-
MAPPING-MODE

"Theoretical"
This categorical parameter specifies the mode by which HCDs are mapped onto
the Schwartz BVT Values. By default, all hypothesized linkages are included
within the specification of agent values.
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Table 19: Descriptive Overview of Non-Cultural Parameters.

Model Parame-
ter

Default Set-
ting [Range] Description

CONTAGION-
FACTOR 5 [1,20]

This continuous parameter models the contagiousness of the virus. It modulates
the likelihood that the virus is transmitted during social interaction. Turning this
parameter up leads to a more infectious virus. The calibration of this parameter
is done on the basis of a sensitivity analysis.

SOCIAL-
DISTANCING-
FACTOR

0.3 [0,1]
This continuous parameter modulates the effect that social distancing has on the
contagiousness of the virus. Turning this parameter down dampens the conta-
giousness of the virus when an agent is engaging in social distancing. The default
setting for this parameter is determined on the basis of a sensitivity analysis.

FRIEND-LINKS 7
This parameter determines the number of friends selected from the set of poten-
tial friend links by agents upon setup of the model. It is set to 7 by default since
we presume that people tend to have, on average, 7 friends.

RANDOM-LINKS 0.15
This parameter determines the proportion of agents that randomly links up with
another agent within the social network. Its default setting was set via a series
of unit tests making sure that it produces a network topology that displays wide
bridges between clusters of agents.

COUNTRY-
HOFSTEDE-
SCORES

"Custom" This categorical parameter specifies which country-based Hofstede Cultural Di-
mension scores are to be loaded into the model.

COUNTRY-
DEMOGRAPHIC-
SETTINGS

"Custom"

This categorical parameter specifies the country-level demographic data to be
loaded into the model. Demographic data includes distribution of age-groups,
distribution of households (e.g. persons per household, number of households
segmented by household types), workforce characteristics (e.g. employment
segmented by various occupations) and transportation modality (e.g. usage of
transport segmented by various transportation modes).

Table 20: Descriptive Overview of Ancillary Parameters.

Model Parame-
ter

Default Set-
ting [Range] Description

INITIAL-ACTIVE-
MEASURES-
TRIGGER

0.02 [0, 1] This continuous parameter specifies the infection rate at which the ‘active mea-
sures’ phase is triggered for the first time.

ACTIVE-
MEASURES-
TRIGGER

0.08 [0, 1] This continuous parameter specifies the infection rate at which the ‘active mea-
sures’ phase is triggered for the Nth time.

ACTIVE-
MEASURES-LIFTER 0.04 [0, 1]

This continuous parameter specifies the infection rate at which the ‘active mea-
sures’ phase is lifted. When the ‘active measures’ stage is lifted, the ‘passive mea-
sures’ phase is automatically triggered.

STDEV-SOCIAL-
DISTANCING-
PROfiLE

10 [0,25]
This continuous parameter modulates the variance in social distancing profiles.
Increasing this parameter leads to more variability in social distancing profiles
and therefore in agent’s decisions to comply or not to social distancing. The de-
fault setting for this parameter was set on the basis of a sensitivity analysis.

MASLOW-
MULTIPLIER 0 [0,2]

This continuous parameter modulates the degree to which the priority of needs
are ordered according to the one posited by the Maslow HON theory. Increasing
this parameter leads to a more pronounced hierarchical ordering. This parameter
is deactivated by default.

SURVIVAL-
MULTIPLIER 2.5 [0,5]

This continuous parameter regulates the priority assigned to the needs included
in the Survival category. Dialing up this parameter leads agents to assign increas-
ing levels of priority to fulfilling their physiological needs. The default setting for
this parameter was set on the basis of a sensitivity analysis.

Appendix C.4: Global sensitivity analysis
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Time-dependent Sobol variance decomposition

Variance-based GSA partitions the variance (V ) of model output (Y ) that is attributed to changes ink factors rep-
resented individually as Vi and in combinations with an increasing level of dimensionality (Ligmann-Zielinska
& Sun 2010) (see Equation 14). For instance, Vij represents the sensitivity of model outputs to the interaction
between factors Xi and Xj .

V =
∑
i

Vi +
∑
i<j

Vij + . . .+
∑

i<...<k

Vi<...<k (14)

These variance statistics are used to compute first-order (Si) indices for every factor (see Equation 15). An Si
quantifies the partial contribution of a factor to the variance in Y independently from the other k − 1 factors
(Ligmann-Zielinska & Sun 2010). The higher the Si of a factor relative to others, the more influential it is in
determining a model’s behaviour. The numerator in Equation 15 can be interpreted as follows: it is the variance
(V ) in the expected value ofY conditional uponXi which is denoted asE(Y |Xi). An instance ofE(Y |Xi = xi),
where xi represents a particular setting of Xi, is computed by varying all factors but Xi (X∼i) and computing
the average value for Y across the drawn samples of X∼i. This procedure is repeated many times for many
unique settings of Xi so that at some point we obtain a credible estimate of VXi

[EX∼i(Y |Xi)].

Si =
Vi

V
=

VXi [EX∼i(Y |Xi)]

V (Y )
(15)

We compute aSi statistic for each factor k for each time-step t of an executed model simulation. This approach
is coined Time-Dependent Sobol Variance Decomposition (t-SVD) (Ligmann-Zielinska & Sun 2010). Note that the
outcome of the sum of the Si of all factors corresponds to the percentage of output variability attributed to
variability in the factors whilst treating them independently from one another. The remainder - that which
makes the output variability sum up to 100% - is the proportion of output variance that must be attributed to the
interactions among factors (Ligmann-Zielinska & Sun 2010). By applying t-SVD we gain a better understanding
of how the sensitivity of the model to factor variability evolves over the course of a simulation.

Results of global sensitivity analysis

The t-SVD is executed by drawing a large number of random samples of factor settings from the factor space. The
samples are drawn using Latin Hypercube Sampling (LHS) (van Dam et al. 2012). Factor settings are sampled
using a uniform probability distribution as to avoid imposing unnecessary restrictions on the sampling process.
A factor’s sampling range is defined by [Min,Max]. The selection of factors included in the GSA is limited to
the ‘non-cultural’ (denoted as X ′

i) and ‘ancillary’ (symbolized as X ′′
i ) parameters that fall within the scope of

the cultural model (for an overview of model parameters, see Table 19 and Table 20 in Appendix C.3). The
factors and their sampling ranges are depicted in Table 21. Factor samples are fed into the model to execute
simulations. The model’s sensitivity to a factor is then measured as the proportion of variance in model outputs
that can be attributed to changes (i.e., variance) in that factor (ten Broeke et al. 2016; Ligmann-Zielinska et al.
2014).

Table 21: GSA Factor Settings.

ID Factor Default Value Min* Max*
X ′

1 contagion-factor 10 5 15
X ′

2 social-distancing-factor 0.45 0.2 0.7
X ′′

1 std-dev-social-distancing-profile 0.1 0.05 0.15
X ′′

2 min-random-value-generator 20 20 40
X ′′

3 max-random-value-generator 60 60 80
X ′′

4 survival-multiplier 2.5 1.25 3.75
X ′′

5 maslow-multiplier 0 0 1

As can be seen in Figure 19, the model tends to produce three waves of infections under default model settings
(see Appendix C.3 for an overview of default model settings). Figure 19 depicts the relative contribution of each
factor to this emergent outcome over the course of a simulation. Notably, CONTAGION-FACTOR (X ′

1) and SOCIAL-
DISTANCING-FACTOR (X ′

2) are shown to have the greatest influence on the variability of infections. The influence
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of the X ′′
5 seems to swell during the third wave of infections. The influence of X ′′

2 and X ′′
3 is negligible, which is

desirable since the sole purpose of these parameters is to fill in the gaps left behind by unsupported ‘Hofstede-
Schwartz linkages’ (see Appendix E: Calibration of Model Parameters). The conclusion drawn on the basis of this
GSA is that the parameters X ′

1 and X ′
2 are the most important non-cultural parameters within our model. The

empirical calibration of these parameters would therefore have the strongest positive impact on the external
validity of our model.

Figure 19: Global Sensitivity Analysis of Infections.

Appendix C.5: Coefficient of variation analysis

When running simulations one ought to be aware of the possible existence of ‘nuisance factors’ (Lorscheid et al.
2012). Nuisance factors are defined here as model inputs that are not classified as independent variables but
that do affect model outcomes. Controllable nuisance factors, or control variables, are controlled for by fixing
their settings during model experimentation. Uncontrollable nuisance factors, or noise factors, require a differ-
ent approach. An example of a noise factor is the application of the pseudo-random number generator during
simulation runs. The pseudo-random number generator enables the execution of stochastic process elements,
but it also induces variability in the distribution of model outcomes corresponding to simulation runs with iden-
tical parameter settings. This undesirable variability is henceforth referred to as experimental error. To assess
whether there exist other noise factors apart from the pseudo-random number generator, the model is run twice
with identical parameter settings and with a fixed seed. Since the outcomes are identical, we conclude that the
pseudo-random number generator constitutes the only noise factor in our model.
One way to come to grips with experimental error is to estimate its impact on the variance of model outputs
(Lorscheid et al. 2012). Declaring that ‘a metric’s experimental error is large’ is the same as stating that the
variability in the variance (σ2) of a particular metric across identical simulation runs is high. In other words,
experimental error occurs when the spread (i.e., standard-deviation) of a metric behaves erratically vis-à-vis a
measure of its centrality (i.e., arithmetic mean) across identical simulation runs. Hence, the higher a metric’s
experimental error, the higher the number of replicate simulations needed to obtain a meaningful estimation
of the statistical distribution of a metric. An estimation is meaningful when it is not, or to a minimal extent,
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obfuscated by experimental error. According to Lorscheid et al. (2012), the behaviour of a metric’s Coefficient of
Variation (CV) (see Equation 16) across duplicate simulation runs provides a sound indication of the degree of
experimental error that is involved in its computation.

CV =
σmetric

µmetric
(16)

A metric’s CV typically stabilizes as the number of replications increases, as dictated by the law of large numbers.
The point at which increasing the number of replications does not drastically alter a metric’s CV anymore can be
used to gauge the number of runs (N) required for obtaining meaningful results (Lorscheid et al. 2012). Figure 20
shows how the CV of various metrics behaves as the number of replicate model runs increases. Specifically, the
first-order difference is shown on the Y-axis which corresponds subtractingCVmetric at t−1 fromCVmetric at t.
The point of inflection after which the first-order difference of the CV tends to stabilize around zero indicates the
minimum number of replications needed to obtain meaningful results. We consider 150 replications to meet
this requirement (see Figure 20).

Figure 20: Development of Coefficient of Variation of Metrics across Replications.

Notes

1ASSOCC: Agent-based Social Simulation of the Coronavirus Crisis.
2Older agents are more likely to find themselves developing severe of life-threatening symptoms than younger

agents (see Appendix A.3).
3Across cultures, older people tend to exhibit a lower endorsement of agentic personal values and higher

endorsement of communal personal values than younger people (Fung et al. 2016).
4Originally, Conformity & Tradition are considered to be distinct values; Tradition being a more extreme

version of Conformity. For the sake of simplicity, these values are currently thought of as constituting a mild -
i.e., conformity - and a more extreme - i.e., tradition - case of the same type of value.

5https://cran.r-project.org/web/packages/NbClust/NbClust.pdf
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