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Summary

The growing demand for manufactured products with complex geometries requiring
advanced fusion-based manufacturing techniques emphasises the importance of process
development and optimisation to reduce the risk of adverse outcomes, which is currently
impeded with traditional approaches (trial and error experiments). Development, opti-
misation and qualification of such procedures are often expensive and time-consuming,
particularly when new materials or new material combinations are involved. Process
stability is intrinsically linked to the stability of the molten metal melt-pool, which ideally
should solidify in a smooth and continuous manner to produce a consistent product, free
of undesirable geometric and metallurgical defects. The influence of material properties
and process conditions on melt-pool stability are generally difficult to derive from ex-
perimental observations; hence process optimisation is often reliant on a trial-and-error
approach, mitigated to a large extent by a considerable body of industrial experience.

The challenge addressed in this research is to develop a simulation-based approach
to assess the stability of oscillating melt-pools in fusion welding and additive manufac-
turing, to minimise the number of trial-and-error experiments required for process
development and optimisation, which ultimately will lead to shortening the time be-
tween design and production. The computational model developed in the present work
has a generic construction with specific process influences addressed through appro-
priate boundary conditions, avoiding the necessity to integrate melt pool and detailed
process descriptions in a single simulation. The model is therefore capable of represent-
ing a wide range of welding and additive manufacturing technologies through selection of
appropriate material properties and boundary conditions. The robustness of the present
computational model in predicting the melt-pool behaviour is demonstrated by compar-
ing the numerical predictions with experimental, analytical and numerical data.

Focusing on numerical simulations of solidification and melting using the enthalpy-
porosity method, the influence of the permeability coefficient (also known as the mushy-
zone constant) on the numerical predictions, which is employed to dampen fluid veloc-
ities in the mushy zone and suppress them in solid regions, is systematically analysed
for both isothermal and non-isothermal phase-change problems. For isothermal phase-
change problems, reducing the cell size diminishes the influence of the mushy-zone
constant on the results and the solution becomes independent of the mushy-zone con-
stant for fine enough meshes. Numerical predictions of non-isothermal phase-change
problems are inherently dependent on the mushy-zone constant. A method is proposed,
based on a Péclet number, to predict and evaluate the influence of the permeability
coefficient on numerical predictions of solidification and melting problems.

In many numerical studies in the literature, the transport coefficients of the material,
specifically thermal conductivity and viscosity, are artificially increased by a so-called
‘enhancement factor’ to achieve agreement between experiments and numerically pre-
dicted melt-pool sizes and solidification rates. However, the use of an enhancement
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x Summary

factor has little physical meaning, does not represent the physics of complex transport
phenomena and can significantly affect the numerical predictions. The effects of using
enhancement factors on the numerical predictions of melt-pool behaviour in fusion weld-
ing and additive manufacturing are studied in detail. Moreover, the effects of employing
temperature-dependent material properties on the numerical predictions are discussed
in the present thesis.

Melt pools in fusion welding and additive manufacturing exhibit highly non-linear
responses to variations of process parameters and are very sensitive to imposed boundary
conditions. Temporal and spatial variations in the energy-flux distribution, which are
often neglected in numerical simulations, are taken into account in the present work. It is
shown how deformations of the melt-pool surface, due to fluid motion as well as changes
in the system orientation, affect the numerical predictions of thermal and fluid flow fields.
The effects of joint shape design on melt-pool behaviour during fusion welding is also
studied in the present work.

Changes in power-density and force distributions affect the thermal and fluid flow
fields on the melt-pool surface, which in turn can influence the pool shape. Oscillations
strongly relate to shape and size of the melt-pool and the surface tension distribution
on the molten material surface. Using the simulation-based approach developed in
the present work, the frequency and amplitude of melt-pool oscillations and changes in
the oscillation modes are predicted, which are not accessible using published analytical
models and are generally difficult to measure experimentally. Additionally, using the pro-
posed simulation-based approach, the need for triggering of the melt-pool oscillations is
obviated, since even small surface displacements are detectable, which are not sensible
to the current measurement devices employed in experiments.

The dynamic features of the oscillation signals cannot easily be derived employing
conventional Fourier transform (FT) analysis since the oscillation signals are assumed
to be stationary (i.e. the behaviour of the system is linear and time-invariant), which is
often not the case in fusion welding and additive manufacturing. The continuous wavelet
transform (CWT) has been employed in the present work to overcome the shortcom-
ings of the conventional fast Fourier transform (FFT) analysis in characterising the non-
stationary features of the surface oscillation signals received from the melt pool. Employ-
ing the continuous wavelet transform, the time-resolved melt-pool surface oscillation
signals obtained from the numerical simulations can be decomposed into time and
frequency spaces simultaneously.

The simulation-based approach developed in the present work addresses some of
the significant challenges involved in assessing the melt-pool stability for process de-
velopment and optimisation. The numerical predictions of the present computational
model enhances the current understanding of the process behaviour, which is often very
challenging to achieve from experiments alone. Moreover, the present simulation-based
approach can be employed to explore the design space and reduce the costs associated
with process development and optimisation.



Samenvatting

De groeiende vraag naar gefabriceerde producten met complexe geometrieën die gea-
vanceerde, op smelten en stollen gebaseerde productietechnieken vereisen, benadrukt
het belang van procesontwikkeling en -optimalisatie om het risico op ongunstige uit-
komsten bij vervaardiging te verminderen. Een snelle ontwikkel- en optimalisatieproces
wordt momenteel bemoeilijkt door een traditionele ‘trial-and-error’-benaderingen. Het
ontwikkelen, optimaliseren en kwalificeren van dergelijke op experimenten gebaseerde
procedures is vaak duur en tijdrovend, vooral als het om nieuwe materialen of nieuwe
materiaalcombinaties gaat. Processtabiliteit is intrinsiek verbonden met de stabiliteit
van het smeltbad. Om een consistent product te vervaardigen, vrij van ongewenste ge-
ometrische en metallurgische defecten, is een onverstoorde en continue manier van
stolling idealiter gewenst. De invloed van materiaaleigenschappen en procesomstandig-
heden op de stabiliteit van het smeltbad is over het algemeen moeilijk af te leiden uit
experimentele waarnemingen. Alhoewel procesoptimalisatie vaak afhankelijk is van een
‘trial-and-error’-benadering, kan het putten uit de aanzienlijke hoeveelheid industriële
ervaring.

De uitdaging die in dit onderzoek aan de orde komt, is het ontwikkelen van een
op simulatie gebaseerde benadering om de stabiliteit van oscillerende smeltbaden bij
smeltlassen en additive manufacturing te beoordelen. Door middel van deze simulaties
is het mogelijk het aantal ‘trial-and-error’-experimenten, nodig voor procesontwikke-
ling en -optimalisatie, te minimaliseren. Dit zal uiteindelijk leiden tot een verkorting
van de tijd tussen ontwerp en productie. Het numerieke model dat in het huidige werk is
ontwikkeld, heeft een generieke constructie, waarbij de specifieke procesinvloedsfactoren
worden ingebracht door het opstellen van geschikte randvoorwaarden. Hierdoor wordt
ook de noodzaak vermeden om smeltbad- en gedetailleerde proceskarakteristieken in
één enkele simulatie te integreren. Het model is daarom in staat een breed scala aan las-
en additive manufacturing technologieën te representeren door selectie van geschikte
materiaaleigenschappen en randvoorwaarden. De robuustheid van het huidige nume-
rieke model voor het voorspellen van het smeltbadgedrag wordt aangetoond door de
uitkomsten te vergelijken met experimentele, analytische en numerieke gegevens.

In de numerieke simulaties ligt de nadruk op smelten en stollen met behulp van
de enthalpie-porositeitsmethode. Deze methode maakt gebruik van de permeabiliteits-
coëfficiënt (ook bekend als de ‘mushy-zone’ constante), die in de numerieke voorspel-
lingen vloeistofsnelheden in de ‘mushy-zone’ dempt en in de vast stof onderdrukt. De
invloed van deze coëfficiënt is op systematisch geanalyseerd voor zowel isotherme als
niet-isotherme faseveranderingsproblemen. Voor isotherme faseveranderingsproblemen
vermindert het verkleinen van de mesh-grootte de invloed van de ‘mushy-zone’ constante
op de resultaten en wordt de oplossing onafhankelijk van de ‘mushy-zone’ constante als
de mesh-grootte klein genoeg is. Numerieke voorspellingen van niet-isotherme fasever-
anderingsproblemen zijn inherent afhankelijk van de ‘mushy-zone’ constante. Er wordt
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xii Samenvatting

een methode voorgesteld, gebaseerd op een Pecletgetal, om de invloed van de perme-
abiliteitscoëfficiënt op numerieke voorspellingen van smelt- en stollingsproblemen te
voorspellen en te evalueren.

In veel numerieke studies in de literatuur worden de transportcoëfficiënten van het
materiaal, met name thermische geleidbaarheid en viscositeit, kunstmatig verhoogd met
een (zogenaamde) ‘versterkingsfactor’, om overeenstemming te bereiken tussen experi-
menten en numeriek voorspelde smeltbadgroottes en stolsnelheden. Het gebruik van een
versterkingsfactor heeft echter weinig fysieke betekenis, vertegenwoordigt niet de fysica
van complexe transportverschijnselen en kan de numerieke voorspellingen aanzienlijk
beïnvloeden. De effecten van het gebruik van versterkingsfactoren op de numerieke voor-
spellingen van smeltbadgedrag bij smeltlassen en ‘additive manufacturing’ zijn in detail
bestudeerd. Bovendien worden de effecten van het gebruik van temperatuurafhankelijke
materiaaleigenschappen op de numerieke voorspellingen in dit proefschrift besproken.

Smeltbaden bij smeltlassen en ‘additive manufacturing’ vertonen een niet-lineaire
respons op variaties in procesparameters en zijn erg gevoelig voor opgelegde randvoor-
waarden. In dit werk wordt rekening gehouden met temporele en ruimtelijke variaties
in de energieflux-verdeling, die vaak worden verwaarloosd in numerieke simulaties. Er
wordt aangetoond hoe vervormingen van het smeltbadoppervlak, als gevolg van vloei-
stofbeweging en veranderingen in de systeemoriëntatie, de numerieke voorspellingen
van thermische en vloeistofstroomvelden beïnvloeden. De effecten van het ontwerp van
de naadvorm op het gedrag van lasbaden tijdens smeltlassen zijn ook bestudeerd in deze
studie.

Veranderingen in vermogensdichtheid en krachtverdelingen beïnvloeden de thermi-
sche en vloeistofstroomvelden aan het smeltbadoppervlak, wat op zijn beurt de vorm van
het smeltbad kan beïnvloeden. Oscillaties hangen sterk samen met de vorm en grootte
van het smeltbad en de oppervlaktespanningsverdeling aan het gesmolten materiaalop-
pervlak. Met behulp van de op simulatie gebaseerde benadering, die in deze studie is
ontwikkeld, worden de frequentie en amplitude van smeltbadoscillaties en veranderingen
in de oscillatiemode voorspeld. Deze informatie wordt niet verkregen met behulp van
gepubliceerde analytische modellen en is over het algemeen moeilijk experimenteel te
meten. Bovendien is de noodzaak om smeltbad-oscillaties te triggeren, met behulp van de
voorgestelde op simulatie gebaseerde benadering niet nodig, aangezien zelfs kleine opper-
vlakteverplaatsingen detecteerbaar zijn. De huidige meetapparatuur die bij experimenten
wordt gebruikt is ongevoelig voor het meten van deze kleine verplaatsingen.

De dynamische kenmerken van de oscillatiesignalen kunnen niet eenvoudig wor-
den afgeleid met behulp van conventionele Fourier-transformatie (FT) -analyse. Bij de
conventionele analyse wordt aangenomen dat de oscillatiesignalen stationair zijn (met
andere woorden het gedrag van het systeem is lineair en tijdinvariant), wat vaak niet
het geval is bij smeltlassen en ‘additive manufacturing’. In de huidige studie is de conti-
nue wavelet-transformatie (CWT) gebruikt om de tekortkomingen van de conventionele
snelle Fourier-transformatie (FFT)-analyse te verhelpen bij het karakteriseren van de
niet-stationaire kenmerken van de oppervlakteoscillatiesignalen gegenereerd door het
smeltbad. Door gebruik te maken van de continue wavelet-transformatie, kunnen de in
de tijd opgeloste oscillatiesignalen van het smeltbadoppervlak die zijn verkregen uit de
numerieke simulaties, tegelijkertijd worden ontleed naar tijd- en frequentiedomein.
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De op simulatie gebaseerde benadering die in het huidige werk is ontwikkeld, adres-
seert enkele van de belangrijke uitdagingen bij het beoordelen van de smeltbadstabiliteit
voor procesontwikkeling en -optimalisatie. De numerieke voorspellingen van het ont-
wikkelde model verbeteren het huidige begrip van het procesgedrag, hetgeen moeilijk te
verkrijgen is met alleen experimenten. Bovendien kan de huidige op simulatie gebaseerde
benadering worden gebruikt om de ontwerpruimte te verkennen en de kosten die gepaard
gaan met procesontwikkeling en -optimalisatie te verminderen.
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2 1. Introduction

1.1. Background and motivation

F usion-based manufacturing processes, such as welding and additive manufactur-
ing (also known as 3D-printing), play an essential role in manufacturing parts and

structures in many industries including, but not limited to, aerospace, maritime and
automotive. Development, optimisation and qualification of such procedures are of-
ten expensive and time-consuming, particularly when new materials or new material
combinations are involved [1]. Process stability is intrinsically linked to the stability of
the molten metal melt-pool, which ideally should solidify in a smooth and continuous
manner to produce a consistent product, free of undesirable geometric and metallurgical
defects [2, 3]. The influence of material properties and process conditions on melt-pool
stability are generally difficult to derive from experimental observations; hence process
optimisation is often reliant on a trial-and-error approach, mitigated to a large extent
by a considerable body of industrial experience. In recent years, the development of ad-
vanced fusion-based manufacturing processes has received increasing attention; however,
the industrial uptake is limited, in large part due to the complexity of process optimisa-
tion. To enhance the successful adoption of such technologies, developing a scientific
understanding of the process is indispensable [4].

A major challenge associated with the development and optimisation of welding and
additive manufacturing is that the melt-pool behaviour in these processes is charac-
terised by highly non-linear responses to input parameters and boundary conditions.
The practical consequences of such non-linearity are that welding and additive manufac-
turing cannot be considered turn-key operations, for which all influencing parameters
are uniquely defined, but must be regarded as procedure driven. Moreover, process
optimisation requires tolerance to parameter ranges, within which the resultant product
integrity must be fit for the intended purpose, irrespective of the particular parameter
combinations within the defined procedural range. Developing improved techniques for
the assessment of parameter combinations is essential, not only to reduce the costs of
process development and optimisation but also to improve the current understanding
of process behaviour. Recent advances in available computational resources along with
enhanced modelling tools offer a unique opportunity to explore the design space and
foster the current understanding of internal molten metal flow in welding and additive
manufacturing using numerical simulations. Such numerical simulations can be utilised
to determine the stability or lack of stability of a process from the relevant material data
and processing conditions, so that inappropriate combinations can be excluded and
experimental optimisation can be focused exclusively on the range of valid parameter
combinations. The challenge addressed in the present work is to construct a simulation-
based approach to study molten metal oscillatory behaviour in advanced fusion-based
manufacturing processes.

The ability to make products using advanced fusion-based manufacturing techniques
depends critically upon the dynamic melt-pool stability [5]. High-energy-density heat
distributions, a range of driving forces (such as Marangoni forces, electromagnetic forces,
thermal buoyancy and gas pressures and shear stresses) and solid-liquid-solid phase
transformations, are crucial elements that affect the complex flows induced inside molten
metal melt-pools. Flow in the melt-pool can result in free surface deformation and oscil-
lation. Depending on the chosen process parameters, boundary conditions and material
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properties, the melt-pool can become unstable, eventually leading to process failure. Ad-
ditionally, multi-scale spatio-temporal transport phenomena (heat and mass) determine
the quality, structure and properties of joints (in fusion welding) or deposits (in additive
manufacturing) used in a wide range of industrial applications [6]. A better understanding
of the complex melt-pool behaviour is vital to control composition, structure and prop-
erties of new materials and to fully unlock the utility of novel manufacturing processes
which can enhance the production rate and quality.

1.2. Goal of the study
The aim of the present study is to develop a simulation-based approach to assess the sta-
bility of oscillating melt-pools to minimise the volume of trial-and-error experimenting
required for welding and additive manufacturing process development and optimisa-
tion, which ultimately will lead to shortening the time between design and production.
The approach has a generic structure and is applicable to any fusion-based manufac-
turing process and material, and represents a major advance in the optimisation of
such processes and in particular, for fusion-based manufacturing processes subject to
a large number of operating variables. Of particular interest is the influence of gravity
as a function of system orientation. Stability of fusion-based manufacturing processes
will influence the power dissipation and forces applied to the melt-pool, which are de-
scribed here in terms of initial and boundary conditions as well as material properties.
Variations in boundary conditions on the support geometry of the melt-pool as well as
the power-density distribution have also been taken into account.

1.3. Outline of the thesis
The key concepts related to internal flow behaviour in fusion welding and additive manu-
facturing are comprehensively summarised in chapter 2, covering the underlying physical
processes, flow patterns in the pool, and the state-of-the-art in the computational mod-
elling of heat and fluid flow in melt-pools and associated surface oscillations. Moreover,
limitations of the available models and challenges involved in numerical simulations
of complex thermal and fluid flow fields in fusion welding and additive manufacturing
are discussed. An introduction is provided for each chapter, supplying further details to
the reader.

In chapter 3, the details of the computational model and the assumptions made to de-
velop the present model are described. Additionally, the laser absorptivity model, surface
tension model and the continuous wavelet transform (CWT) employed in the present
work are elaborated. Reliability and validity of the proposed model in predicting the funda-
mental aspects of fusion welding and additive manufacturing are also discussed focusing
on various benchmark problems.

The influence of the permeability coefficient (also known as the mushy-zone constant,
which is employed to dampen fluid velocities in the mushy zone and suppress them in
solid regions), on the numerical predictions of solidification and melting problems using
the enthalpy-porosity method is systematically analysed and the results are discussed
in chapter 4. The sensitivity of numerical predictions to the value of the permeability
coefficient for both isothermal and non-isothermal phase-change problems are explained.
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Based on the results obtained from the numerical simulations, a method is proposed to
predict and evaluate the influence of the permeability coefficient on numerical predic-
tions of solidification and melting problems. The general applicability of the proposed
method is examined for a simulation of a laser spot melting process.

In chapter 5, the effect of assuming a flat non-deformable gas-metal interface on
the numerical predictions of melt pool behaviour are explained focusing on conduc-
tion mode laser spot melting, and the results are compared with those obtained using
a deformable gas-metal interface. Temporal and spatial variations in the energy-flux
distribution, which are often neglected in numerical simulations of melt pool behaviour,
are taken into account. The influence on melt-pool oscillatory behaviour of dynamically
adjusted energy flux distribution as well as changing thermo-physical material properties
to achieve agreement between predicted melt-pool shape and experimental post solid-
ification macrographs, commonly described in terms of enhancement factors, which
are widely employed in published melt-pool flow models, is discussed in detail. More-
over, the effects of employing temperature-dependent material properties on numerical
predictions of thermal and flow fields as well as the melt-pool shape are described.

In chapter 6, an enhanced absorption model that takes into account the effects of
laser characteristics, incident angle, surface temperature, and material composition is
employed to predict internal heat and fluid flow in laser melting. High-fidelity three-
dimensional numerical simulations were performed using both variable and constant
absorptivity models and the predictions compared with experimental data. Moreover,
the difference between melt-pool shapes obtained using fibre and CO2 laser sources are
explained, and factors affecting the local energy absorption are discussed.

In chapter 7, the complex molten metal flow in melt pools and associated melt-pool
surface oscillations during both steady-current and pulsed-current stationary gas tung-
sten arc welding (GTAW) are described. The computational model employed takes into
account the effects of surface deformation on arc power-density and force distributions,
as described in chapter 3. These factors are often neglected in numerical simulations of
arc welding and additive manufacturing. An analysis based on a wavelet transform is
performed to extract the time-frequency component of the displacement signals obtained
from numerical simulations, and the results are compared with published analytical and
experimental data. It is also demonstrated that using the proposed simulation-based
approach, the need of triggering the melt-pool oscillations is obviated since even small
surface displacements are detectable, which are not sensible to the current measurement
devices employed in experiments.

Utilising the simulation-based approach developed in chapter 7, the effects of chang-
ing the welding orientation, material composition and travel speed on melt-pool oscil-
latory behaviour in gas tungsten arc welding (GTAW) are described in chapter 8. It is
shown that changes in the surface morphology of the pool resulting from a change in
welding position alter the spatial distribution of arc forces and power-density applied
to the molten material, and in turn affect flow patterns in the pool. It is also explained
how changing the sulphur concentration affects the Marangoni flow pattern, and increas-
ing the travel speed affects the flow structures (vortex formation) on the surface and
the resulting melt-pool shape.

Focusing on understanding the melt-pool behaviour during root pass gas metal
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arc welding (GMAW), a systematic numerical study is described in chapter 9. Three-
dimensional calculations are performed to simulate the dynamics of heat and molten
metal flow in GMAW for various groove shapes. Additionally, experiments are performed
to validate the numerical predictions.

Finally, in chapter 10, the contributions of the present work are summarised, conclu-
sions are drawn and an outlook for future applications and developments of the present
simulation-based approach for the development and optimisation of fusion welding and
additive manufacturing processes is presented.
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2.1. Introduction

T he practice of joining metallic parts using fusion-based techniques such as soldering
and brazing can be traced back to ancient times with the earliest examples com-

ing from several thousand years ago [1]. Figure 2.1 shows an example of a historical
female figurine made of hammered metal sheets (approximate composition: 52% sil-
ver and 44% gold) joined through soldering [2]. Modern fusion-based manufacturing
technologies began to develop in the late 19th century, mainly after the use of electricity
to provide the heat required to melt materials. Since then, various welding and addi-
tive manufacturing processes have been developed and employed in many industries,
such as construction, aerospace, maritime, automotive, energy, and electronics. Parts
manufactured using fusion-based techniques vary in length from micrometres to several
meters and can be produced in timescales ranging from fractions of a second to several
days [3], during which a variety of natural phenomena take place. The advancement of
fusion-based manufacturing technologies relies, to a great extent, on the interdisciplinary
knowledge developed over the past decades; however, the full potential is not yet fully
realised.

Figure 2.1: An example of using fusion-based techniques (soldering) to join metallic parts to produce
a female figurine. The figurine has been made in A.D. 1400–1600 and is currently at The Metropolitan
Museum of Art in New York City, USA. (a–c) different views of the figurine, (d) X-ray profiles of
the figurine indicating its hollow structure, (e–h) zoomed views of the figurine showing the joints [2].

In fusion welding and additive manufacturing, various physical processes such as
solid-liquid phase transformation, heat and fluid flow, interfacial transport phenomena,
and vaporisation take place. The interaction of the localised heat input and the material
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leads to rapid heating and successive solid-liquid phase transformations, resulting in
the formation of a melt-pool. The melt-pool then cools down, solidifies and forms a joint
(in welding) or a deposit (in additive manufacturing). Heat and fluid flow in the melt-
pool affect geometrical evolution of the pool, homogeneity of material composition
and thermal cycles that the material experience, and thus determine the structure and
properties of the product [4]. Moreover, realising stability of the molten metal flow
in fusion welding and additive manufacturing is crucial for control of the process, to
reduce the number of failures in production. Correct control of flow dynamics in melt-
pools is therefore essential to achieve desired properties in fusion-based manufacturing.
Fundamentals and recent advances in understanding internal flow behaviour in fusion
welding and additive manufacturing are discussed in this chapter.

2.2. Internal flow behaviour in melt pools
A melt-pool forms soon after applying a localised heat input to the material in fusion weld-
ing and additive manufacturing. The molten material in the melt-pool often undergoes
complex recirculating motion [5], affecting the energy transfer not only inside the pool
but also to the surrounding material and hence influencing the melt-pool shape [6, 7].
Various driving and dissipation mechanisms such as surface tension and electromagnetic
effects, buoyancy, vaporisation recoil pressure, arc pressure, and plasma shear force have
already been identified as governing factors for molten metal flow in melt-pools; these are
primarily influenced by process parameters, boundary conditions and material proper-
ties. The interplay between the driving forces coupled with non-linearly varying material
properties determine the fluid flow in a melt-pool and can generate complex unsteady
flow patterns [8–10]. Process stability is intrinsically linked to the stability of the melt-pool,
which ideally should solidify in a smooth and continuous manner to produce a consistent
product, free of undesirable geometric and metallurgical defects [11, 12]. For instance,
fluid flow in melt-pools can result in self-excited oscillations of the pool surface that
may occur in various modes depending on pool shape and size as well as on the surface
tension of the molten material [13–16]. Surface oscillations in fusion welding and additive
manufacturing have been employed for nonintrusive estimation of melt-pool penetration
and geometry during the process [17–20]. Melt-pool oscillations can also be utilised to
monitor process stability based on whether the amplitude of oscillations grow or decay
over time. Hence, efforts have been made to understanding internal flow behaviour in
fusion welding and additive manufacturing melt-pools in the past decades, which are
briefly reviewed here.

2.2.1. Forces acting on a melt-pool
Four fluid flow mechanisms are often introduced to describe complex molten metal
flow in melting pools as shown schematically in figure 2.2 [21]. The degree of contribu-
tion of these forces in melt-pool behaviour varies depending on the operating parame-
ters [5, 22, 23]. Flow instabilities and interactions between the melt-pool and the plasma
make this fluidic system even more complex [24–27].

The buoyancy effects originate from variations in the local density of the molten
metal, mainly due to the changes in temperature and weakly because of changes in local
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Figure 2.2: Major forces that drive fluid flow in melt-pools in fusion welding and additive manufac-
turing [21].

composition [28]. The effect of buoyancy force on melt-pool behaviour is suggested to
be insignificant if the pool depth is less than one centimetre [6]. Woods and Milner [29]
demonstrated that buoyancy force is negligible compared to Lorentz force in arc welding.
Interactions between electric and magnetic fields during arc welding generate Lorentz
force that drives the flow of conducting fluids from regions of high to regions of low
current density [29]. Woods and Milner [29] observed a double circulation flow pattern
in the pool by applying a symmetrical current flow, but one-half of this double circulation
starts to dominate the other when the current flow was asymmetric. They also reported
that the speed of molten metal flow in the pool is higher for materials with higher melting
temperatures (such as steels) than materials with lower melting temperatures (such as
silver, copper and aluminium). This observation was attributed to the higher degree
of constriction of current at the arc root in the melting of high melting-temperature
materials. To understand the effects of the buoyancy force on the size of the fusion
zone, gas tungsten arc welding has been performed in a centrifuge [30–34], indicating
that the fusion zone becomes shallower and wider as the acceleration, synonymous
with gravity, increases. However, it should be noted that investigation of the effect of
the Coriolis force on the fluid flow in melt-pools was absent in those studies.

Changes in chemical composition of metallic alloys can affect weldability and melt-
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pool shape [35–42]. This observation was attributed to changes in the arc characteris-
tics [36] and the interfacial tension of molten metal [37]. Later, an experimental study
of Heiple et al. [39] indicated that changing the chemical composition of steels can af-
fect the melt-pool shape during laser and electron beam welding. Since arcs are not
involved in laser and electron beam welding processes, Heiple et al. [39] confirmed that
the influence of the chemical composition of steels on melt-pool shape could not be
described solely by the alterations to the arc characteristics. Therefore, variable melt-pool
penetration, which is not governed by thermal conduction in ferrous alloys [38], could
be related to the flow direction at the surfaces. It was known that surface flows mainly
arise from surface tension gradients along the liquid-gas interface [43–45]. Molecules that
are present at the surface, the electrical condition at the surface, and the temperature
of the surface are known as parameters that can affect surface tension of liquids [46–49].
Heiple and Roper [38] proposed that the surface flows of melt-pools are driven primar-
ily by surface tension gradients arising from the temperature gradient at the melt-pool
surface. Subsequently, attention has been turned to the surface properties of the molten
metal in melt-pools [6, 41, 42, 50, 51]. Previous studies have demonstrated that imple-
mentation of the Marangoni force in a fluid flow model can influence the flow pattern
in melt-pools and the final pool shape and characteristics (see for instance, [27, 52, 53]).
Nowadays, it is widely acknowledged that the Marangoni force is a major driving force for
fluid flow in melt-pools [51], particularly for steels.

Marangoni-driven flows are influenced both by temperature gradients (thermocapil-
lary effect) [54] and by the presence of surface-active elements (surfactants) [39, 55, 56].
Surface tension of molten pure metals decreases linearly with increasing temperature [57].
Surfactants change the surface tension of liquids and can induce a solutocapillary effect
when distributed inhomogeneously over the surface. Moreover, surfactants affect varia-
tion of surface tension with temperature (i.e. ∂γ/∂T , where γ is the surface tension, and
T the temperature) [58]. Phosphorus, sulphur, oxygen, selenium and tellurium are exam-
ples of surface-active elements in many inorganic liquids such as molten iron, cooper,
silver, chromium, nickel and cobalt [59]. Other elements such as aluminium, calcium,
silicon and manganese can also affect the surface tension of molten material through,
for instance, reacting with the molten material [60]. The estimated values of surface
tension for binary Fe–S and Fe–O alloys [59] are depicted in figure 2.3, assuming that
surface active elements (here oxygen and sulphur) are distributed homogeneously over
the surface. The temperature coefficient of surface tension (∂γ/∂T ) changes from positive
to negative at high oxygen or sulphur concentrations, which corresponds to the reduction
in oxygen or sulphur solubility at high temperatures [38, 61, 62]. Although the interfacial
transport phenomena are of interests in materials processing at elevated temperatures,
experimental data refer to a limited set of metals and there is a need for further study in
this field [56, 63].

In arc welding and additive manufacturing the plasma jet exerts a shear force on
the melt-pool surface, which can play a quite complex role because of the coupling of
the melt-pool with the welding arc [52]. The effect of plasma jet shear force is usually
ignored in the literature (see for example, [64–70]) since the momentum transferred to
the melt-pool by the plasma jet was assumed to be negligible because of the relatively
low viscosity of plasma compared with that of the molten metal. However, the effect of
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Figure 2.3: The approximated surface tension of (a) Fe-S and (b) Fe-O alloys for different tem-
peratures and concentrations of surface-active elements. Values are calculated using the model
proposed by Sahoo et al. [59].

plasma jet shear force can become important when the magnitude approaches that of
the surface tension shear force. Since the viscosities of the plasma jet and molten metal
are different and there is a mismatch in velocities at the interface, surface instabilities
(such as Kelvin–Helmholtz hydrodynamic instability [71, 72]) can form [73–76]. Therefore,
there is a possibility to generate waves that either grow and cause defects or damp out
and result in surface oscillations [15, 77]. Lin and Eagar [78] stated that the effects of
arc shear force are suspected to be responsible for the onset of deep penetrations found
in high-current welding. Choo and Szekely [79] performed numerical simulations to
understand the effects of plasma jet shear force on melt-pool size as well as the surface
temperature and velocity. They examined the effects of plasma jet shear force for welding
currents between 100A and 300A assuming a flat non-deformable melt-pool surface; and
concluded that shear force exerted by the plasma jet has little effect in low current welding
operations but its effect tends to be pronounced in high current operations. They argued
that for deformed surfaces, the surface temperature profile will not be as simple as that of
a planar surface and fluctuations in the free-surface shape can affect the heat flux and
temperature distribution. Additionally, the surface curvature may change the arc pressure
and shear force distributions over the melt-pool surface.

Burleigh and Eagar [80] made measurements of the arc force exerted on the melt-pool
during gas tungsten arc welding using a torsion balance apparatus in order to investigate
the effects of welding currents on pool shape. They stated that for welding currents
higher than approximately 200A, the arc force might play an important role in producing
a significant surface depression and the final melt-pool shape. Based on the results,
they argued that the arc force is proportional to the square of the welding current; this
argument is consistent with theory [81] and other experiments [25, 82], and contradicts
previous measurements [83] that reported a linear relationship between arc force and
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welding current. It was also confirmed that the large differences in weld penetration
caused by changing the chemical composition of a material cannot be described solely
by variations in the arc force. Lin and Eagar [84] proposed a theoretical model (based on
a compound vortex) to explain melt-pool surface depression at welding currents higher
than 300A and distinguished three different current ranges. Based on this model, surface
depression does not influence the pool shape for welding currents lower than 200A. For
currents between 300A and 500A, surface depression influences the pool shape and
a circumferential vortex flow was introduced to explain melt-pool surface depression.
The shape of the pool may only be influenced by the arc force at currents more than
500A. This classification agrees with experimental observations of Chihoski [85]. Later,
Rokhlin and Guu [25] performed an experimental investigation to establish a relationship
between weld penetration and melt-pool surface depression using an integrated system
of force sensors and real-time radiography. They found a linear relationship between
the arc force and melt-pool depression at welding currents above 200A. They also noticed
that the arc force is about 20% of the sum of the gravitational and surface tension forces.

When a high energy-density beam (i.e. electron or laser beam) is employed as the heat
source in fusion welding or additive manufacturing, a deep cavity may form in the melt-
pool due to the recoil pressure produced by material evaporation [86]. Molten material
is removed from the workpiece both in liquid and vapour forms [87, 88]. Liquid ejec-
tion from the keyhole is driven by the recoil pressure and the Marangoni force [89, 90].
The keyhole is often unstable and instabilities are known to significantly increase the risk
of porosity formation [91, 92]. Since studying keyhole formation is outside the scope
of the present work, the readers are referred to previous studies [10, 93–98] for further
reading about the reasons of porosity formation.

2.2.2. Flow patterns in melt pools
The interplay between the driving forces introduced in section 2.2.1 can lead to complex
unsteady flow patterns. Performing high-resolution measurements of molten metal flow
in melt-pools with a reasonable level of accuracy is challenging, mainly due to the opacity
of molten metal, small dimensions of the pool (O(10−5)–O(10−3))m), high fluid tem-
peratures (O(103)K) and velocities (O(1)ms−1). Hence, experimental measurements of
molten metal flow in melt-pools are, to a great extent, limited to visualisation of surface
flow patterns. On the basis of experimental measurement of surface-temperature profiles,
Kraus [50] categorised the flow patterns into three distinct groups, as shown schematically
in figure 2.4. For a negative temperature coefficient of surface tension (∂γ/∂T ) the surface
flow moves outward resulting in a shallow and wide pool when the electromagnetic forces
are relatively small. In contrast, the pool is deep and narrow for positive temperature co-
efficients of surface tension, and for the cases with relatively large electromagnetic forces
the pool becomes deeper. For the cases that the electromagnetic forces are relatively
large and the temperature coefficient of surface tension is negative, a double circulation
flow pattern was observed; the electromagnetic force is dominant in the inner region
and the Marangoni-driven flow is dominant in the outer region. For high current welds
(currents higher than 200A), a multi-cellular flow pattern may form in the pool. Kraus [50]
discussed that this observation is similar to Rayleigh–Bénard cellular convection [99, 100],
but driven by a different combination of forces. Bénard cells are mainly driven by surface
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tension and buoyancy forces, whereas the convection cells in the melt-pool, are driven by
surface tension and electromagnetic forces, although they may also be driven by buoy-
ancy forces as well when dealing with high welding currents and large pools. Some of
these experiments have been verified later by Zacharia et al. [101].
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Figure 2.4: Flow patterns in melt-pools categorised by Kraus [50] based on the surface-temperature
profiles observed in stationary gas tungsten arc welding.

Applying the particle image velocimetry (PIV) technique, Zhao et al. [102] visualised
the velocity field on a melt-pool surface during non-stationary gas tungsten arc welding.
They observed asymmetrical flow patterns on the surface that oscillated around the melt-
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pool centreline, forming vortex structures. Later, the experimental data reported by
Zhao et al. [62] revealed a transition in fluid flow direction from outward to inward flow
during laser spot melting of stainless steel exposed to an oxidising atmosphere. They
argued that the transition is related to the temporal variation of the amount of oxygen
dissolved in the melt-pool and the laser exposure time that affects the surface temperature.
Moreover, an asymmetrical rotational flow pattern in the pool was observed using high-
speed videos taken from the surface while the pool seems axisymmetric; this observation
has been described through statistical averaging of heat and fluid flow in the pool during
the process.

Limmaneevichitr and Kou [103, 104, 105] conducted experiments using a transparent
system (i.e. sodium nitrate NaNO3) to simulate internal flow behaviour in melt-pools
and employed alumina as tracer particles to visualise molten metal flow. Although such
experimental simulations offer opportunities to study melt-pool like behaviour, they
are often insufficient for detailed analysis of internal flow, due to the imperfect analogy
between such systems and real molten metal melt-pools (for instance, differences in
Prandtl number, which reflects the ratio of momentum diffusivity to thermal diffusivity).
Utilisation of high-energy X-rays has opened up new routes to study internal flow be-
haviour in melt-pools in fusion welding and additive manufacturing. X-ray transmission
real-time imaging has been employed to describe molten metal flow, variable melt-pool
penetration and porosity formation in fusion welding [8, 106–112] and additive manu-
facturing [112–115]. To date, experimental data obtained using in-situ X-ray radiography
are exclusively limited to two-dimensional radiographic projections, which is often in-
sufficient to fully realise the internal flow behaviour in melt-pools that appears to be
inherently three-dimensional. However, such in-situ X-ray radiography experiments
provide valuable information for model validation that currently relies on comparing
numerical predictions with post-solidification pool shapes.

2.3. Numerical simulations of melt-pool behaviour
Numerical simulations of fluid flow in liquid metal melt-pools have been under inves-
tigation since the early 1980s and published papers number in the low hundreds (Web
of Science search), covering different processes, boundary conditions, materials and
geometries (see for example [5, 116–120]). A variety of numerical simulations have been
developed to predict and describe various aspects of welding and additive manufac-
turing across different length and time scales, which are comprehensively reviewed
by King et al. [121], Francois et al. [122] and Wei et al. [123], and thus are not repeated
here. Such numerical simulations can provide a quantitative physical understanding of
welding and additive manufacturing processes, which is essential for realising sensitivi-
ties to process parameters, performance margins and control of the process [121]. Here,
the focus is primarily on numerical simulation of melt-pool behaviour during fusion
welding and additive manufacturing.

Due to the complexity of the multi-scale physical processes involved in fusion welding
and additive manufacturing as well as the limitations in available computational capa-
bilities, it is not yet feasible (if not impossible) to perform numerical simulations based
on complete descriptions of the physics involved. The combined process–melt-pool
models that have been constructed [24, 27, 124–131] are not yet fast enough or reliable
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enough to explore the design space for process optimisation. One approach often adopted
when simulating aspects of welding and additive manufacturing processes, melt-pools or
material response is to decouple the arc from the melt-pool, or the melt-pool from the so-
lidified material and to treat each regime separately under the assumption that boundary
conditions between regimes can be approximated with sufficient accuracy. This permits
a focus on the regime of interest whilst avoiding excessive simulation complexity and
execution time. The disadvantage of this approach is that interesting physics at the regime
boundaries and beyond is inevitably ignored in favour of simplifying approximations.

2.3.1. Heat transfer in melt-pools
A critical aspect of modelling fusion welding and additive manufacturing is the description
of the energy absorption by the base material that affects the thermal field in the melt-
pool and the surrounding material, and hence the structure and properties of the product.
The net energy transferred to the workpiece is the sum of all heating and cooling contri-
butions, which may include the energy absorbed from the heat source (arc, laser, electron
beam etc.) and energy transferred by filler metal droplets and energy lost (or gained) by
radiation, convection and vaporisation. The total energy supplied by the power source
is not absorbable by the workpiece due to the losses in the process, but the fraction of
the total energy absorbed should be sufficient to form a liquid pool. The ratio of the en-
ergy required for melting the material to the total energy supplied by the power source
(known as ‘melting efficiency’ [132]) is directly proportional to the energy density, which
is a function of operating parameters and equipment characteristics (e.g. electrode tip
shape, arc length and beam shape). The higher the energy density the faster the mate-
rial is heated and the lower the amount of the total energy lost by heat conduction in
the material [133, 134]. The amount of energy transferred to the workpiece is influenced
by the process and depends on the material and the type of the power source [135–137].

Accurately estimating the amount of energy absorbed by the workpiece as well as
the energy-density distribution from theoretical calculations is still challenging and
therefore experimental studies have been undertaken to determine the efficiency of
energy absorption and energy-flux distribution in welding and additive manufactur-
ing [11, 121, 138, 139]. For example, a challenge in determining energy-density distri-
bution is related to its variations with surface deformations during the process [67].
Generally, the models based on experimental observations are the most accurate, but
the costs for developing these models are considerable and they are often not suitable
for predictive purposes. Various models have been developed to describe heat input to
the base material when simulating fusion welding or additive manufacturing; these are
summarised by Wei et al. [123]. Theoretical models are useful for the cases that experi-
mental data are not available although they have not yet reached sufficient maturity to
predict accurate values. Choosing an appropriate approach depends on the purpose of
modelling, the required accuracy, available information, the assumptions that are made
for specifying the energy-density distribution, the degree of the model complexity and
available computational resources.

Depending on how the feeding material is added to the melt-pool, it can add a certain
amount of energy to the pool or take some away, changing the thermal field in the pool
that in turn can affect the pool penetration. To study the effect of the feeding material
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on welding and additive manufacturing processes, two different methods are considered
in numerical simulations. One is to simulate the metal transfer explicitly [69, 140–143],
the other is to model metal transfer by adding source terms to the governing equa-
tions [65, 144, 145]. Modelling droplet transfer by adding source terms to the governing
equations is not an option for simulating the start of a process since the melt-pool has
not been formed and the droplets do not penetrate in the base material; therefore, the vol-
umetric heat source model with a fixed shape may not be able to model this process
accurately. Moreover, mixing in the melt-pool due to the successive droplet impacts is
ignored in the implicit approach, which may affect the heat transfer in melt-pool. For
gas metal arc welding and wire-arc additive manufacturing processes, the frequency of
droplet transfer and the droplet size depends on the operating parameters such as current
and shielding gas [146–149]. Deciding between modelling metal transfer explicitly or im-
plicitly depends on the operating parameters and the main interest of a study. Generally,
it can be argued that for some conditions, the frequency of droplet transfer is high enough
(generally higher than 150Hz) to assume that the melt-pool response, in terms of molten
metal displacement, is small and negligible. Under this condition, the implicit method
can be employed to describe material addition to the pool.

A primary mechanism for energy transfer in fusion welding and additive manufactur-
ing is through heat conduction from the melt-pool to the surrounding material [11, 121].
The cooling rate of the pool is influenced by dimensions of the workpiece and thermal
conductivity of the surrounding material, which can affect the structure and properties of
the product. Heat conduction to the surrounding material is computed during numerical
simulations. In computational models, a boundary condition is often set at the outer
boundaries of the base material to approximate convective and radiative heat losses,
which permits a reduction in the size of the computational domain and thus the calcula-
tion time. It is noteworthy that the input parameters to model convective and radiative
heat losses (such as the heat transfer coefficient and the radiation emissivity) are often
not reported in the published literature.

2.3.2. Fluid dynamics in melt-pools
A complex set of interacting physical mechanisms governs internal flow behaviour in
melt-pools during fusion-based manufacturing processes such as solid-liquid phase
transformations, heat and mass transfer, free surface deformation and oscillation, and
chemical reactions at the surfaces. Fluid flow in the pool often dominates energy transfer
in fusion welding and additive manufacturing, which is evident from experimental obser-
vations as well as relatively large values of Péclet number (O(102)) [11], which indicates
the ratio of advective to diffusive heat transfer. Moreover, fluid flow in melt-pools is
generally acknowledged as an important factor affecting ripple formation, some sorts of
defects (e.g. porosity formation, humping, and burn-through), and material homogene-
ity [11, 21, 121, 150].

Numerical simulations with various levels of complexity have been developed to com-
prehend the effects of parameters on internal flow behaviour in melt-pools. Complexities
in such numerical simulations generally depend on the simplifying assumptions that
are made to develop the computational models, which often covers dimensionality (two-
dimensional versus three-dimensional), free-surface modelling (non-deformable versus
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deformable), molten metal flow regimes (laminar versus turbulent) and modelling sur-
face chemistry. Obviously, some of these assumptions have notable effects on numerical
predictions and some of them have negligible effects. For instance, previous experimental
and numerical studies have shown that the fluid flow in melt-pools is inherently three-
dimensional in most cases [11, 50, 121, 151]; therefore, reducing the dimensionality of
the computational models in simulations of melt-pool behaviour is a questionable as-
sumption. Deciding on the level of model sophistication depends on the goals of the study,
availability of computational resources and limitations of the theoretical models.

The modelling of internal flow behaviour in melt-pools usually requires extensive
knowledge of the thermophysical data of the materials as a function of temperature,
particularly at elevated temperatures above the melting point. Unfortunately, a reliable
database of temperature-dependent properties for common materials employed in fu-
sion welding and additive manufacturing (e.g. steel alloys) is scarce in the literature.
Further studies are essential to enhance the accuracy of calculation and measurement of
temperature-dependent material properties.

2.3.3. Melt-pool oscillations in welding and additive manufacturing
Melt-pool surface oscillations occur during fusion welding and additive manufactur-
ing due either to fluid motion in the pool that can result in self-excited oscillations or
exposing the melt-pool to time-varying external loadings such as welding current pul-
sation and filler droplet impingement [13–16]. The results reported by Choo et al. [24]
suggest that changes in free-surface profile and variations in power-density distribu-
tion can affect molten metal flow in melt-pools and its stability. Comparing the melt-
pool shapes predicted using both deformable and non-deformable surface assumptions,
Ha and Kim [152] stated that free-surface oscillations can enhance convection in the pool
and influence the pool shape. Different schemes have been proposed to monitor the po-
sition of the liquid-gas interface in numerical simulations of fusion welding and additive
manufacturing such as interface-tracking methods (often based on the Lagrangian ap-
proach), interface-capturing methods (based on the Eulerian approach) and free-surface
energy minimisation.

When accounting for surface deformations, the volume-of-fluid (VOF) method devel-
oped by Hirt and Nichols [153], based on a Eulerian formulation, is the most common
method for modelling the melt-pool behaviour [121, 123, 154]. The volume-of-fluid
method employs a fixed grid and is based on the computing the values of a scalar function
describing different phases. The scalar function is a step function equal to one if a grid
cell is full of the primary phase and zero if the cell contains the secondary fluid phase(s).
Accordingly, the interface of different phases is located in grid cells where the value of
the scalar function is between zero and one. The boundary conditions at the melt-pool
surface (such as interfacial forces and energy fluxes) are defined through volumetric
source terms in the surface region. Another Eulerian approach to track the interface is
the level-set (LS) method. The advantage of the level-set method over the volume-of-fluid
method is in its capability to predict interface sharpness more accurately compared with
the smeared interface predicted by the volume-of-fluid method. However, the volume-of-
fluid method is superior to the level-set method in that it can guarantee a much better
mass conservation.
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Another approach for tracking the position of the melt-pool surface is the arbitrary
Lagrangian–Eulerian method[155], which is based on aligning a boundary of the compu-
tational grid with the interface between two phases and has been employed in simulations
of melt-pool behaviour [156–158]. This method results in a sharp interface and allows
for the implementation of exact boundary conditions at the interface. When the flow
field changes in time, the grid points on the boundary will be updated accordingly and
then the interior grid points will be adjusted based on the free-surface profile. Appli-
cations of this method for highly-deformed surfaces may cause some stability issues in
numerical simulations and increases the errors due to the reduction of mesh quality.
A re-meshing process could be interesting to avoid too high distortions but it increases
the computational costs as well.

2.4. Summary and conclusions
In the past few decades, significant progress has been made in understanding melt-pool
behaviour in fusion welding and additive manufacturing processes. However, further
developments are still required to resolve the remaining key problems and issues re-
lated to the accuracy and predictability of melt-pool behaviour. The main difficulties
in the quantitative analysis of the molten metal flow are the complexity of the physi-
cal processes involved, the highly non-linear responses to the process parameters and
the rarity of relevant data for material properties at elevated temperatures. Making a bal-
ance between the computational costs and the capability of the numerical model to
predict the transport phenomena in fusion welding and additive manufacturing is indeed
a challenging task. Most of the current models make a lot of non-physical assumptions
and are not adequately verified. Furthermore, there is no comprehensive guideline for
making simplifying assumptions that retain the physical sense of the problem. Reli-
able, physically-based correlations between the transport phenomena and properties of
the welds or deposits are essential for the development of new numerical models with
enhanced capabilities.

The key concepts related to molten metal melt-pool behaviour in fusion welding
and additive manufacturing have been briefly discussed in this chapter. Each individual
chapter contains an introduction providing further details to the reader.
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3
Model Implementation and

Verification

A generic three-dimensional multi-phase computational model based on the finite-volume method
is developed in the present work to predict and study molten metal flow behaviour in fusion welding
and associated free surface oscillations. The model employs the volume-of-fluid (VOF) method
to capture the position of the melt-pool surface during the process. The effects of surface tension
variations with temperature and surface-active elements (surfactants) are taken into account in
the proposed model. Moreover, to characterise the melt-pool oscillatory behaviour, a wavelet trans-
form is employed to extract the time-dependent frequency spectra of oscillation signals obtained
from the numerical simulations. The details of the computational model and the assumptions made
to develop the present model are described in this chapter. Reliability and validity of the proposed
model are also verified focusing on various benchmark problems.
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3.1. Introduction

F usion welding and additive manufacturing processes involve complex physical phe-
nomena such as successive solid–liquid phase transformations, churning fluid motion

in the melt pools, and moving boundaries at both solid–liquid and liquid–gas interfaces.
These physical phenomena are coupled to one another, occur over various length and time
scales, and respond non-linearly to changes in process parameters, material properties
and operating conditions. In the present work, a computational model has been devel-
oped to enhance our understanding of the complex molten metal melt pool behaviour
in fusion-based manufacturing processes, driven by various forces such as Marangoni,
Lorentz, surface tension, arc pressure, drag and thermal buoyancy.

The computational model has been employed to study the effects of material proper-
ties as well as the process and operating conditions on complex molten metal flow and
heat transfer in fusion-based manufacturing processes. The model is generic and can be
utilised to numerically simulate various material compositions and fusion welding and
additive manufacturing processes; obviously within the bounds of the assumptions made.
The model is also able to represent different processes by changing the relevant boundary
conditions and material properties. The general assumptions and governing equations
are described in this chapter. SI units are employed to develop the present model unless
explicitly otherwise stated.

3.2. Model formulation
A three-dimensional multiphase model is developed to predict molten metal flow, heat
transfer and associated surface movements in fusion welding and additive manufacturing.
In this model, the fluids are treated as Newtonian fluids and their densities are assumed
to be pressure-independent. Assuming that the fluid flows under consideration are in
the continuum regime, the dynamics of heat and fluid flow in melt pools and their sur-
roundings are governed by the equations of motion given by the conservation equations
for mass (also known as the continuity equation), momentum (also known as the Navier–
Stokes equations) and energy. Accordingly, the unsteady governing equations are cast in
conservative form as follow:

Dρ

Dt
+ρ (∇·u) = Sm, (3.1)

ρ
Du

Dt
=µ∇2u−∇p +Fd +Fs +Fb +Sm (us −u) , (3.2)

ρ
Dh

Dt
= k

cp
∇2h −ρD

(
ψLf

)
Dt

+Sq +Sl +Sm

(
Lfd +

∫ Td

Ti

cpd dT

)
, (3.3)

where, ρ is the density, u the relative fluid-velocity vector, us the fluid-velocity vector for
the filler material, t the time, µ the dynamic viscosity, p the pressure, h the sensible heat,
k the thermal conductivity, cp the specific heat capacity at constant pressure,

(
ψLf

)
the la-

tent heat, and Sm the volumetric source term defined to model filler material addition [1].
The subscripts ‘d’ and ‘i’ indicate the filler material (e.g. filler metal droplets in gas metal
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arc welding) and initial condition respectively. The total enthalpy of the material H is
the sum of the latent heat

(
ψLf

)
and the sensible heat h and is defined as follows [2]:

H=
(
hr +

∫ T

Tr

cp dT

)
+ψLf, (3.4)

where, T is the temperature, ψ the local liquid volume-fraction, and Lf the latent heat of
fusion. The subscript ‘r’ indicates the reference condition. Assuming the liquid volume-
fraction ψ to be a linear function of temperature [2], its value can be calculated as follows:

ψ= T −Ts

Tl −Ts
; Ts ≤ T ≤ Tl, (3.5)

where, Tl and Ts are the liquidus and solidus temperatures, respectively.
To capture the position of the gas-metal interface, the volume-of-fluid (VOF) method [3]

is employed, where the scalar function φ indicates the local volume-fraction of a phase in
a given computational cell. The value of φ varies from 0 in the gas phase to 1 in the metal
phase, and cells with 0 <φ< 1 represent the gas-metal interface. The linear advection
equation describes the advection of the scalar function φ as follows:

Dφ

Dt
= Sm

ρ
. (3.6)

Accordingly, the effective thermophysical properties of the material in each computational
cell are determined as follows:

ξ=φξm + (
1−φ)

ξg, (3.7)

where, ξ corresponds to thermal conductivity k, specific heat capacity cp, viscosity µ or
density ρ, and subscripts ‘g’ and ‘m’ indicate gas or metal respectively.

Filler material addition during the process was modelled by adding a mass source
term to the governing equations (i.e. equations (3.1) to (3.3) and (3.6)). Except for the sim-
ulations of gas metal arc welding, the value of Sm was set to 0 for all the simulations
reported in the present work because no filler material addition was considered.

Solid–liquid phase transformation occurs in the temperature range between Ts and Tl

in the so-called ‘mushy zone’. To model the damping of liquid velocities in the mushy
zone, and suppression of liquid velocities in solid regions, the sink term Fd based on
the enthalpy-porosity technique [4], is incorporated into the momentum equation and is
defined as

Fd =−C
(1−ψ)2

ψ3 +ε u, (3.8)

where, C is the mushy-zone constant and ε is a constant, equal to 10−3, employed to avoid
division by zero. Depending on the melting temperature range as well as the imposed
boundary conditions, the value of the mushy-zone constant can affect the numerical pre-
dictions of solidification and melting simulations. The value of the mushy-zone constant
should be assigned appropriately to avoid numerical artefacts in simulations of solid–
liquid phase transformations, which is discussed in detail in Chapter 4. In the present
work, the value of the mushy-zone constant C was chosen to equal 107 kgm−2 s−2.
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To model forces acting on the gas-metal interface such as surface tension, thermocap-
illary and arc plasma forces, the continuum surface force (CSF) model [5] is employed.
In the CSF model, surface forces are considered as volumetric forces acting on the ma-
terial contained in grid cells in the interface region. The source term Fs is included in
equation (3.2) as follows:

Fs = fs‖∇φ‖ 2ρ

ρm +ρg
, (3.9)

where, subscripts ‘g’ and ‘m’ indicate gas or metal respectively. In equation (3.9), fs is
the surface force applied to a unit area, and is adjusted to represent different processes
considered in the present work, as described later in this chapter. The term 2ρ/

(
ρm +ρg

)
is employed to abate the effect of the large metal-to-gas density ratio by redistributing
the volumetric surface-forces towards the metal phase (i.e. the heavier phase). In addition
to surface forces, body forces such as thermal buoyancy and electromagnetic forces are
incorporated in the source term Fb in equation (3.2).

To model the thermal energy input to the material, the source Sq is included in equa-
tion (3.3). Moreover, heat losses from the workpiece surface due to convection, radiation
and vaporisation are accounted for by including the sink term Sl in equation (3.3).

3.2.1. Laser melting
The source and sink terms incorporated in the governing equations were adjusted to
numerically simulate the dynamics of molten metal flow in laser melting. The surface
force applied to the gas-metal interface fs is determined as follows:

fs = fcapillary + fMarangoni + fPrecoil

= γκn̂+ dγ

dT
[∇T − n̂ (n̂ ·∇T )]+

[
0.54 ·p0 exp

(
Lv M (T −Tb)

RT Tb

)]
n̂.

(3.10)

where, γ is the surface tension, n̂ the surface unit normal vector (n̂ =∇φ/‖∇φ‖), κ the sur-
face curvature (κ = ∇ · n̂), T the temperature, p0 the ambient pressure, Lv the latent
heat of vaporisation, M the molar mass of the material, Tb the boiling temperature, and
R the universal gas constant. The third term on the right-hand side of equation (3.10),
fPrecoil , is included to model the recoil pressure generated due to vaporisation of the molten
metal [6–8].

The source term Sq and the sink term Sl are incorporated into equation (3.3) to model
the laser heat input to the material and heat losses from the material due to convection,
radiation and vaporisation [9] respectively, and are defined as follows:

Sq =Fq

[
(aPdf)‖∇φ‖

2ρ cp

(ρ cp)m + (ρ cp)g

]
, (3.11)

Sl =−(
Sconvection +Sradiation +Svaporisation

)‖∇φ‖ 2ρ cp

(ρ cp)m + (ρ cp)g
. (3.12)
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Here, a is the absorptivity the material, P the laser power, df the distribution function of
laser power intensity, and

Sconvection = hc (T −T0) , (3.13)

Sradiation =KbE
(
T 4 −T0

4) , (3.14)

Svaporisation = 0.82 · Lv Mp
2πM RT

p0 exp

(
Lv M (T −Tb)

RT Tb

)
, (3.15)

where, T0 is the ambient temperature, Kb the Stefan-Boltzmann constant, hc the heat
transfer coefficient, and E the radiation emissivity. In the present work, the value of
the heat transfer coefficient hc, and the radiation emissivity E are assumed to remain
constant and equal to 25Wm−2 K−1 [10] and 0.45 [11] respectively. It should be noted
that the heat losses from the material due to convection and radiation are quite small
compared to the total laser energy absorbed by the material; thus, the precise values of hc

and E are not critical in the present simulations. The coefficient 0.82 in equation (3.15) is
included based on Anisimov’s theory [6] to account for the reduced cooling effect due to
metal vapour condensation.

A temperature-dependent density model is employed in numerical simulations of
laser melting presented in chapter 6. Accordingly, the source term for body forces Fb is
defined as follows:

Fb = ρg. (3.16)

where, ρ is the density and g the gravitational acceleration vector.
In the VOF method, the energy fluxes applied to the material surface are included

as volumetric source terms in the computational cells that encompass the melt-pool
surface (i.e. cells with 0 < φ < 1). Hence, melt-pool surface deformations that occur
during the process can result in an increase in the total heat input to the material [12].
Fq in equation (3.11) is a dynamic adjustment factor introduced to abate artificial increase
in energy absorption due to surface deformations and is defined as

Fq = 1Ð
∀

‖∇φ‖ 2ρ cp

(ρ cp)m+(ρ cp)g
dV

, (3.17)

where, “∀" indicates the computational domain. The effects of surface deformations on
the total energy input to the material as well as the energy flux distribution over the melt-
pool surface were considered in the present numerical simulations. The influence of
utilising such an adjustment factor on numerical predictions of molten metal flow in laser
melting is explained in Chapter 5.

Conduction-mode laser melting
Under certain circumstances, the laser melting model described in section 3.2.1 can be
simplified. In conduction-mode laser-melting, the heat-source energy density is too low
to cause significant vaporisation of the liquid metal [13], and the surface deformations are
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too small to cause multiple reflections of the laser rays at the liquid surface [14]. The pre-
liminary results for laser melting of stainless steel alloys in the conduction mode indicate
that the maximum temperature of the melt pool is predominantly below 2700K, signifi-
cantly less than the boiling temperature of stainless steels, which is typically O(3100)K.
Hence, multiple reflections and vaporisation can safely be ignored. With this, the surface
force applied to the gas-metal interface fs comprises surface tension and thermocapillary
forces, defined as follows:

fs = fcapillary + fMarangoni = γκn̂+ dγ

dT
[∇T − n̂ (n̂ ·∇T )] , (3.18)

where, γ is the surface tension, n̂ the surface unit normal vector (n̂ =∇φ/‖∇φ‖), and
κ the surface curvature (κ=∇· n̂).

Arguably, thermal buoyancy forces are generally negligible compared to thermocapil-
lary forces in conduction-mode laser melting [15], and thus can be ignored; accordingly,
the source term for body forces Fb can be eliminated from equation (3.2).

The energy input supplied by the laser is modelled by adding a volumetric source
term Sq to equation (3.3) in cells at the gas-metal interface; its general form can be defined
as follows:

Sq = āQ df‖∇φ‖
2ρ cp

(ρ cp)m + (ρ cp)g
, (3.19)

where, ā is the averaged laser absorptivity of the material surface, Q the laser beam
power, df the distribution function, and subscripts ‘g’ and ‘m’ indicate gas or metal respec-
tively. Compared to the total laser energy absorbed by the material, the heat losses from
the material due to convection and radiation are quite small and thus can be neglected in
the simulations of conduction-mode laser melting.

This model is employed in chapter 5 to simulate the melt-pool behaviour in conduction-
mode laser spot melting. It should be noted that further considerations will be required
to develop the model for keyhole-mode welding, including the complex laser-matter
interactions, changes in surface chemistry and consequent surface tension variations for
non- or partially shielded welding conditions. However, the inclusion of such factors will
increase the model complexity and computational costs and have not been considered
here.

3.2.2. Gas tungsten arc welding
The surface force acting on the gas-metal interface fs in gas tungsten arc welding includes
a contribution from the arc plasma as well as surface tension and thermocapilary forces,
and is defined as follows:

fs = fa +γκn̂+ dγ

dT
[∇T − n̂ (n̂ ·∇T )] , (3.20)

where, fa is the force due to impingement of the arc plasma,γ the surface tension, n̂ the sur-
face unit normal vector (n̂ =∇φ/‖∇φ‖) and κ the surface curvature (κ=∇· n̂).
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The arc plasma force fa defined in equation (3.20) comprises the arc plasma shear
stress fτ and arc pressure fp,

fa = fτ+ fp. (3.21)

The arc plasma shear stress fτ, which acts at a tangent to the surface, is defined as
follows [16]:

fτ =
[
τmax gτ (R,στ)

]
t̂, (3.22)

where, the maximum arc shear stress τmax [17, 18], the arc shear stress distribution
function gτ [19] and the surface unit tangent vector t̂ [16] are defined as follows:

τmax = 7×10−2I 1.5 exp

(−2.5×104 ¯̀

I 0.985

)
, (3.23)

gτ (R,στ) =
√

R

στ
exp

(−R2

στ2

)
, (3.24)

t̂ = r− n̂ (n̂ · r)

‖r− n̂ (n̂ · r)‖ . (3.25)

Here, I is the welding current in Amperes, ¯̀ the mean arc length, R the radius in x-y
plane (i.e. R =

√
x2 + y2), and r the position vector in the x-y plane. The distribution

parameter στ (in meters) is assumed to be a function of the mean arc length ¯̀ and
current I and is approximated on the basis of the data reported by Lee and Na [17]:

στ = 1.387×10−3 + I−0.595 ¯̀0.733. (3.26)

The arc pressure fp is determined as follows [20]:

fp =Fp

[
µ0I

4π

I

2πσp
2 exp

(−R2

2σp
2

)]
n̂, (3.27)

where, I is the current, and µ0 is the vacuum permeability equal to 4π ·10−7 Hm−1.
The distribution parameterσp is determined using the experimental data reported by Tsai
and Eagar [21] for an argon arc with an electrode tip angle of 75◦:

σp = 7.03×10−2`0.823 +2.04×10−4I 0.376, (3.28)

where, ` is the local arc length, and I the current. Hence, spatial and temporal variations
of the arc pressure distribution resulting from changes in morphology of the melt-pool
surface are taken into account. Changes in surface morphology can cause the total
arc force applied to the melt-pool surface (

Ð
∀

‖fp‖dV ) to differ from the expected arc

force (µ0I 2/4π) due to changes in ‖∇φ‖ [22, 23]. This numerical artefact is negated by
incorporating Fp, which is defined as follows:

Fp = j
µ0I 2

4π

1Ð
∀

‖fp‖dV
. (3.29)
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The dimensionless factor j is employed, as suggested by Lin and Eagar [20]
and Liu et al. [24], to match the theoretically determined arc pressure with experimentally
measured values, and is calculated as follows:

j = 3+8×10−3I , (3.30)

with I the welding current in Amperes.
Fb in equation (3.2) is the body force, which comprises electromagnetic, gravity

and thermal buoyancy forces. The electromagnetic force is computed using the model
proposed by Tsao and Wu [25] transformed into a body-fitted coordinate system, and
the thermal buoyancy force is modelled using the Boussinesq approximation [26]. Hence,
the body forces are defined as follows:

fbx = −µ0I 2

4π2σe
2R

exp

(−R2

2σe
2

)[
1−exp

(−R2

2σe
2

)](
1− z − z ′

Hm − z ′

)2 ( x

R

)
, (3.31)

fb y =
−µ0I 2

4π2σe
2R

exp

(−R2

2σe
2

)[
1−exp

(−R2

2σe
2

)](
1− z − z ′

Hm − z ′

)2 ( y

R

)
, (3.32)

fbz =
−µ0I 2

4π2R2Hm

[
1−exp

(−R2

2σe
2

)]2 (
1− z − z ′

Hm − z ′

)
+ρg−ρβ (T −Tl)g. (3.33)

Here, the distribution parameter for the electromagnetic force σe is the same as σp,
according to Tsai and Eagar [21], z ′ is the position of the melt-pool surface in x-y plane
at a given time t , β the thermal expansion coefficient, and g the gravitational acceleration
vector.

The thermal energy provided by the arc is modelled by adding the source term Sq to
the energy equation (equation (3.3)). Sq is defined as

Sq =Fq

[
ηIU

2πσq
2 exp

(−R2

2σq
2

)
‖∇φ‖ 2ρ cp

(ρ cp)m + (ρ cp)g

]
, (3.34)

where, the process efficiency η is considered to be a linear function of welding current,
varying from 80% at 50A to 70% at 300A [27]. It should be noted that the source term Sq

is only applied to the top surface of the workpiece. The arc voltage U depends on welding
current and arc length, and is approximated as follows:

U =Uo +UII +Ue ¯̀, (3.35)

where, Uo is the electrode fall voltage equal to 8V [28], UI the coefficient of variation of
arc voltage with current equal to 1.3×10−2 VA−1 [29], and Ue the electric field strength
equal to 7.5Vcm−1 [28]. Using the data reported by Tsai and Eagar [21], the distribution
parameter σq (in meters) is determined as follows:

σq = 1.61×10−1`0.976 +2.23×10−4I 0.395, (3.36)
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with ` in meters and I in Amperes. The adjustment factor Fq used to negate changes in
the total heat input due to surface deformations, is defined as follows:

Fq = ηIUÐ
∀

Sq dV
. (3.37)

The sink term Sl is added to the energy equation to account for heat losses due to
convection and radiation, is determined as follows:

Sl =−[
hc (T −T0)+KbE

(
T 4 −T0

4)]‖∇φ‖ 2ρ cp

(ρ cp)m + (ρ cp)g
, (3.38)

where, hc is the heat transfer coefficient, Kb the Stefan–Boltzmann constant and E the ra-
diation emissivity. In the present work, the value of the heat transfer coefficient hc, and
the radiation emissivity E are assumed to remain constant and equal to 25Wm−2 K−1 [10]
and 0.45 [11] respectively. The heat losses from the material due to convection and radia-
tion are quite small compared to the total heat input; thus, the precise values of hc and E

are not critical in the present simulations.

3.2.3. Gas metal arc welding
In gas metal arc welding, similar to gas tungsten arc welding, the surface force acting on
the gas-metal interface fs includes an arc plasma term, surface tension and thermocapi-
lary forces, and is defined as follows:

fs = fa +γκn̂+ dγ

dT
[∇T − n̂ (n̂ ·∇T )] , (3.39)

where, fa is arc plasma force, γ the surface tension, n̂ the surface unit normal vec-
tor (n̂ =∇φ/‖∇φ‖) and κ the surface curvature (κ=∇· n̂).

The arc plasma force fa defined in equation (3.39) comprises arc plasma shear stress fτ
and arc pressure fp,

fa = fτ+ fp. (3.40)

Assuming that the arc plasma shear stress fτ in gas metal arc welding resembles that in gas
tungsten arc welding, the arc plasma shear stress fτ, which acts at a tangent to the surface,
is defined as follows [16]:

fτ =
[
τmax gτ (R,στ)

]
t̂, (3.41)

where, the maximum arc shear stress τmax [17, 18], the arc shear stress distribution
function gτ [19] and the surface unit tangent vector t̂ [16] were defined as follows:

τmax = 7×10−2I 1.5 exp

(−2.5×104 ¯̀

I 0.985

)
, (3.42)

gτ (R,στ) =
√

R

στ
exp

(−R2

στ2

)
, (3.43)
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t̂ = r− n̂ (n̂ · r)

‖r− n̂ (n̂ · r)‖ . (3.44)

Here, I is the welding current, ¯̀ the mean arc length, R the radius in x-y plane (i.e.
R =

√
x2 + y2), and r the position vector in the x-y plane. The distribution parameter στ

(in meters) is assumed to be a function of the mean arc length ¯̀ and current I and was
approximated on the basis of the data reported by Lee and Na [17]:

στ = 1.387×10−3 + I−0.595 ¯̀0.733. (3.45)

The arc pressure fp is determined as follows [20]:

fp =Fp

[
µ0I

4π

I

2πσp
2 exp

(−R2

2σp
2

)]
n̂, (3.46)

where, I is the current in Ampere, and µ0 is the vacuum permeability equal to
4π ·10−7 Hm−1. The distribution parameter σp (in metres) was determined using the ex-
perimental data reported by Tsai and Eagar [21] as follows:

σp = 7.03×10−2`0.823 +2.04×10−4I 0.376, (3.47)

where, ` is the local arc length in meters, and I the current in Amperes. Changes in surface
morphology can cause the total arc force applied to the melt-pool surface (

Ð
∀

‖fp‖dV )

to differ from the expected arc force (µ0I 2/4π) due to changes in ‖∇φ‖ [22, 23]. This
numerical artefact is negated by incorporating Fp, defined as follows:

Fp = j
µ0I 2

4π

1Ð
∀

‖fp‖dV
. (3.48)

The dimensionless factor j is employed, as suggested by Lin and Eagar [20]
and Liu et al. [24], to match the theoretically determined arc pressure with experimentally
measured values, and is calculated as follows:

j = 3+8×10−3I , (3.49)

with I the welding current in Amperes.
Fb in equation (3.2) is the body force, which comprises electromagnetic and gravity

forces. The electromagnetic force was computed using the model proposed by Tsao and
Wu [25] transformed into a body-fitted coordinate system. Hence, the body forces are
defined as follows:

fbx = −µ0I 2

4π2σe
2R

exp

(−R2

2σe
2

)[
1−exp

(−R2

2σe
2

)](
1− z − z ′

Hm − z ′

)2 ( x

R

)
, (3.50)

fb y =
−µ0I 2

4π2σe
2R

exp

(−R2

2σe
2

)[
1−exp

(−R2

2σe
2

)](
1− z − z ′

Hm − z ′

)2 ( y

R

)
, (3.51)
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fbz =
−µ0I 2

4π2R2Hm

[
1−exp

(−R2

2σe
2

)]2 (
1− z − z ′

Hm − z ′

)
+ρg. (3.52)

Here, the distribution parameter for the electromagnetic force σe is the same as σp,
according to Tsai and Eagar [21], z ′ is the position of the melt-pool surface in x-y plane
at a given time t , and g the gravitational acceleration vector. It should be noted that
the current-density profile is assumed to be Gaussian in the model proposed by Tsao and
Wu [25] to compute the electromagnetic forces. Further studies are required to develop
a generic model to approximate the evolution of current-density profile during gas metal
arc welding [30–32].

The thermal energy provided by the arc was modelled by adding the source term Sq to
the energy equation (equation (3.3)) and was defined as

Sq =Fq

[
ηaIU

2πσq
2 exp

(−R2

2σq
2

)
‖∇φ‖ 2ρ cp

(ρ cp)m + (ρ cp)g

]
, (3.53)

where, the arc efficiency ηa is defined as follows:

ηa = ηp −ηd. (3.54)

Here, ηp is the process efficiency and is assumed to vary linearly with welding current
from 77% at 200A to 72% at 300A [27], and ηd is the efficiency of thermal energy transfer
by molten metal droplets, which is defined as follows:

ηd = qd

IU
, (3.55)

with qd the thermal energy content of the droplets that are assumed to be spherical. qd is
defined as follows:

qd = ρd
4

3
πr 3

d

(
Lfd +

∫ Td

Ti

cpd dT

)
fd, (3.56)

where, subscript ‘d’ indicates droplet and rd is the radius of molten metal droplet. In equa-
tion (3.56) fd is the frequency of droplet detachment, and is defined as:

fd = 3uwr 2
w

4r 3
d

, (3.57)

where, uw is the wire feed rate and rw is the radius of the welding wire. For metal transfer
in the spray mode, the radius of the molten metal droplets and the welding wire are
assumed to be the same. Accordingly, the magnitude of molten metal droplet velocity ud

just after detachment was approximated using the correlation proposed by Lin et al. [33]:

ud = I

2πrd

√
3µ0

ρd
G , (3.58)

where, I is the current, rd the radius of the droplet in meters, µ0 the vacuum permeability,
ρd the density of the molten droplet, and G a dimensionless constant introduced to obtain
agreement with experimental measurements, which is equal to 0.98 for steel electrodes.



3

44 3. Model Implementation and Verification

The process voltage U was assumed to be a function of welding current and arc
length [34–36], and was determined as follows:

U =Uw +Uo +Ua. (3.59)

Here, Uw is the wire voltage assumed to be constant and equal to 7V [35], Uo the sum of
the electrode fall voltages that is assumed to be a function of welding current I as follows:

Uo =CII +10, (3.60)

with I in Ampere and CI the coefficient of variation of the electric fall voltage with current
equal to 0.016VA−1 [35, 36]. Ua in equation (3.59) is the arc column voltage determined
as follows:

Ua =Ce`, (3.61)

with ` in meters and Ce the electric field strength equal to 1.09Vmm−1 [35, 36]. Using
the data reported by Tsai and Eagar [21], the distribution parameter σq (in meters) was
determined as follows:

σq = 1.61×10−1`0.976 +2.23×10−4I 0.395. (3.62)

The adjustment factorFq was used to negate changes in the total heat input due to surface
deformations and is defined as follows:

Fq = ηIUÐ
∀

Sq dV
. (3.63)

It should be noted that the source term Sq is only applied to the top surface of the work-
piece.

The sink term Sl was added to the energy equation to account for heat losses due to
convection and radiation, and is determined as follows:

Sl =−[
hc (T −T0)+KbE

(
T 4 −T0

4)]‖∇φ‖ 2ρ cp

(ρ cp)m + (ρ cp)g
, (3.64)

where, hc is the heat transfer coefficient, Kb the Stefan–Boltzmann constant, and E the ra-
diation emissivity. In the present work, the value of the heat transfer coefficient hc, and
the radiation emissivity E are assumed to remain constant and equal to 25Wm−2 K−1 [10]
and 0.45 [11] respectively. The heat losses from the material due to convection and radia-
tion are quite small compared to the total heat input; thus, the precise values of hc and E

are not critical in the present simulations.

3.3. Absorptivity model
When a laser beam with total energy of P interacts with material part of its energy is
absorbed by the material for a fraction equal to its absorptivity (a). Numerical sim-
ulations developed for laser welding and additive manufacturing commonly assume
the absorptivity to be constant [37], which is physically unrealistic, and its value is often



3.3. Absorptivity model

3

45

regarded as a calibration parameter [38]. The absorptivity should be considered as a sys-
tem parameter and not a calibration parameter [38]. In the present work, the amount of
laser energy absorbed by the material was described by the absorptivity model proposed
by Yang et al. [38] and Mahrle and Beyer [39], which takes into account the effects of
laser characteristics, laser-ray incident angle, surface temperature and base-material
composition. Accordingly, the absorptivity a for circularly polarised or un-polarised laser
radiation was approximated as follows:

a = 1− Rs +Rp

2
, (3.65)

where, according to the Fresnel’s reflection equations, Rs and Rp are the reflectance for
parallel and perpendicularly polarised light defined as

Rs = α2 +β2 −2αcos(θ)+cos2(θ)

α2 +β2 +2αcos(θ)+cos2(θ)
, (3.66)

Rp = Rs

(
α2 +β2 −2αsin(θ) tan(θ)+ sin2(θ) tan2(θ)

α2 +β2 +2αsin(θ) tan(θ)+ sin2(θ) tan2(θ)

)
. (3.67)

Here, θ is the incident angle of the laser beam, and α and β are functions of the refractive
index n and the extinction coefficient k of the irradiated material. The values of α, β, n
and k were determined as follows:

α=


√(

n2 −k2 − sin2(θ)
)2 +4n2k2 +n2 −k2 − sin2(θ)

2


1
2

, (3.68)

β=


√(

n2 −k2 − sin2(θ)
)2 +4n2k2 −n2 +k2 + sin2(θ)

2


1
2

, (3.69)

n =


√
e2

r + e2
i + er

2


1
2

, (3.70)

k =


√
e2

r + e2
i − er

2


1
2

, (3.71)

where, er and ei are the real and imaginary parts of the relative electric permittivity ẽ

respectively, defined as

er = 1−
ω2

p

f2 +δ2 , (3.72)

ei = δ

f

ω2
p

f2 +δ2 . (3.73)
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Here, ωp, f and δ are the plasma frequency, laser frequency and damping frequency
respectively, defined as follows:

ωp =
√

Ne q2
e

Me v0
, (3.74)

f = 2π c

λ
, (3.75)

δ=ω2
p v0 RT , (3.76)

where, Ne is the mean number density of free electrons (the value of which approxi-
mately equals to 5.83×1029 m−3 for stainless steel 316L [38]), qe the elementary electric
charge, Me the electron rest mass, v0 the electric constant, c the speed of light in vacuum,
λ the emission wavelength of the laser, and RT the temperature-dependent electrical
resistivity. The values approximated using the present absorptivity model for stainless
steel 316L are presented in figure 3.1, showing the influence of laser emission wavelength,
incident angle and temperature on the absorptivity. The data shown in figure 3.1 suggest
that the incident angle of the laser beam θ negligibly affects the absorptivity up to 40◦
but its effect becomes significant for larger incident angles (for instance, in cases where
a keyhole is formed). Additionally, changes in the temperature notably affect absorptivity,
making the assumption of constant absorptivity inappropriate.
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Figure 3.1: The effects of laser emission wavelength λ, temperature and incident angle of the laser
beam θ on the absorptivity of stainless steel 316L. Values are obtained from the absorptivity model
described in section 3.3. (a and b) CO2 laser with λ= 1.060×10−5 m and (c and d) Nd:YAG laser
with λ= 1.064×10−6 m. Dashed lines indicate the constant absorptivities studied in chapter 6 of
the present work.
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3.4. Surface tension model
The temperature dependence of the surface tension of a liquid solution with a low con-
centration of surfactant that is distributed homogeneously over the surface can be ap-
proximated using a theoretical correlation derived on the basis of the combination of
Gibbs and Langmuir adsorption isotherms as follows [40, 41]:

γ= γ◦−RT Γs ln(1+K as), (3.77)

where, γ is the surface tension of the solution, γ◦ the pure solvent surface tension, R the gas
constant, Γs the adsorption at saturation, K the adsorption coefficient, and as the ac-
tivity of the solute. From this, Sahoo et al. [42] derived a correlation for binary molten
metal–surfactant systems, including binary Fe–S systems:

γ= γ◦m +
(
∂γ

∂T

)◦
(T −Tm)−RT Γs ln

[
1+S as exp

(−∆H◦

RT

)]
, (3.78)

where, γ◦m is the surface tension of pure molten-metal at the melting temperature Tm,
S an entropy factor, ∆H◦ the standard heat of adsorption, and

(
∂γ/∂T

)◦ the temperature
coefficient of the surface tension of the pure molten-metal. Values of the properties used
in equation (3.78) to calculate the temperature dependence of the surface tension of
the molten Fe–S alloy are presented in table 3.1. Variations of the surface tension and
its temperature coefficient with temperature are shown in figure 3.2 for Fe–S alloys with
different sulphur concentrations.

Table 3.1: The values used to calculate the surface tension of molten Fe–S alloy [42].

Property Value Unit

γ◦m 1.943 Nm−1(
∂γ/∂T

)◦ −4.3×10−4 Nm−1 K−1

Γs 1.3×10−5 molm−2

S 3.18×10−3 –
∆H◦ −166.2×105 Jmol−1
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Figure 3.2: Variations of surface tension (a) and its temperature gradient (b) as a function of
temperature obtained from equation (3.78) for Fe–S alloys with different sulphur concentrations.

3.5. Time-frequency analysis
Complex unsteady molten metal flow in melt pools give rise to time-variant frequency
spectra in oscillations of the melt-pool during fusion-based welding and additive man-
ufacturing. Determining the time localisation of the frequency spectra of melt-pool
oscillation signals is of interest to monitor and control welding and additive manufactur-
ing processes. However, the dynamic features of the oscillation signals cannot easily be
derived employing conventional Fourier transform (FT) analysis [43] since the oscillation
signals are assumed to be stationary (i.e. the behaviour of the system is linear and time-
invariant). For instance, the spectral descriptions obtained from the conventional Fourier
transform analysis for the response of a linear system to the ‘impulse response function’
and the ‘stationary white noise’ with unit amplitude would be identical, while they have
conspicuously different transient features.

Time resolution of the frequency spectra can be obtained using ‘short-time Fourier
transform’ (STFT) analysis [44], which employs a time-window of finite length to ex-
tract the corresponding frequency content using the Fourier transform, assuming that
the signal is stationary within each window. A major drawback of the short-time Fourier
transform is related to the window function that has a fixed finite length, limiting the ap-
plication of the STFT analysis in extracting time and frequency resolutions simultane-
ously [45]. In other words, the wider the window is chosen, the better the frequency
resolution, but the poorer the time resolution.

The continuous wavelet transform (CWT) [46] is employed in the present study to over-
come the shortcomings of the conventional fast Fourier transform (FFT) analysis in char-
acterising the non-stationary features of the signals that may contain abrupt changes in
their frequency spectra. Employing the continuous wavelet transform, the time-resolved
melt-pool surface oscillation signals obtained from the numerical simulations can be
decomposed into time and frequency spaces simultaneously. The principle of signal
processing based on the wavelet transform is reviewed comprehensively by Mallat [46],
and is briefly described here.

The continuous wavelet transform of a signal s(t) is defined using a convolution
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integral as follows:

W(l , t ) = 1p
l

∫ +∞

−∞
s(t )Ψ∗

(
t −τ

l

)
dt , (3.79)

where, l is the scale (dilation) parameter (l > 0), τ the translation parameter,Ψ∗ the com-
plex conjugate of the translated and dilated mother waveletΨ that is localised on both
the physical and transformed spaces, and t the time. Accordingly, the wavelet coeffi-
cients W(l , t) are obtained relative to the mother wavelet Ψ. The Morlet wavelet [47],
which is a Gaussian-windowed complex sinusoid, was chosen as the mother wavelet that
yields an adequate balance in both time and frequency domains. The Morlet wavelet is
defined as follows:

Ψ(t ) = exp

(−t 2

2

)
exp(iω0t ), (3.80)

where, i is the square root of −1, and ω0 is chosen to equal 6 to satisfy the admissibility
condition [45]. The Python programming language was employed to perform time-
frequency analysis using the oscillation signals acquired from the numerical simulations.

3.6. Verification of the computational models
The reliability and accuracy of numerical predictions obtained from the present com-
putational model were rigorously verified using available experimental, theoretical and
numerical data for various benchmark problems. Apart from the cases reported in this
section, the validity of the model in predicting the melt-pool shape and internal flow dy-
namics is further investigated and discussed in the following chapters. The source terms
in the momentum and energy equations, as well as the boundary conditions for laser heat
input and the temperature-dependent surface-tension model, are implemented through
user-defined functions (UDFs) programmed in the C programming language.

3.6.1. Solid–liquid phase transformation
Solidification of a semi-infinite slab (one-dimensional benchmark)
The transient solidification of a semi-infinite slab of Al–4.5%Cu alloy was considered as
a one-dimensional problem. The slab is initially in the liquid phase with a uniform tem-
perature of 969K above the liquidus temperature Tl = 919K. The phase-change process
starts at t = 0s by suddenly changing the temperature of one side of the slab to 573K,
below the solidus Ts = 821K. The results of the present model on a uniform mesh with
cell size ∆x = 0.01m are compared with semi-analytical [48] and numerical results [2]
in figure 3.3. The present results are in better agreement with the semi-analytical solu-
tion from [48] than the numerical results presented in [2], with the maximum absolute
difference between present results and the semi-analytical solution being less than 0.5%.
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Figure 3.3: One-dimensional solidification benchmark problem; time evolution of the mushy-zone
thickness (green: solidus; orange: liquidus) predicted by the present model compared with available
semi-analytical [48] and numerical [2] results.

Melting with convection in rectangular enclosures (two-dimensional benchmarks)
Melting with convection of pure tin in a square enclosure was considered as a two-
dimensional benchmark problem. Details of the problem can be found in [49]. The re-
sults obtained from the present model on a uniform mesh with quadrilateral grid cells,
∆xi/W = 4×10−4 for isothermal phase-change including convection are compared with
numerical results presented by Hannoun et al. [49] in figure 3.4. The maximum differ-
ence between the results predicted by the present model and the reference case [49] is
within 1%.

Numerical predictions of solid–liquid interface morphologies in a rectangular enclo-
sure subject to natural convection was compared with the experimental observations
of Kumar et al. [50] for isothermal melting of lead. Figure 3.5 indicates a reasonable agree-
ment between the results obtained from the present numerical simulations and the refer-
ence data. The deviations between the numerical and experimental data are attributed to
both the simplifying assumptions made in the numerical model and the uncertainties
associated with the experiments such as the uncertainty in determining the position of
solid–liquid interface, which is reported to be about 8.7% [50].
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Figure 3.4: Two-dimensional melting benchmark problem; time evolution of solid–liquid interface
during isothermal phase-change with convection predicted by the present model implemented in
ANSYS Fluent and OpenFOAM compared with numerical results of Hannoun et al. [49]. D and W
are the height and width of the enclosure respectively.
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Figure 3.5: Comparisons of numerically determined melting-front positions in a rectangular en-
closure subject to natural convection using the present model implemented in ANSYS Fluent with
experimental observations of isothermal melting of lead using thermal neutron radiography [50].
D and W are the height and width of the enclosure respectively.

3.6.2. Laser melting
To verify the reliability and accuracy of the present numerical simulations, the melt-pool
shapes obtained from the present simulations are compared to experimental observa-
tions reported by Pitscheneder et al. [51]. In this problem, a defocused CO2 laser-beam
with a power of 3850W heats the material locally for 5s, forming a melt pool in the ma-
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terial. The laser beam has a radius of 1.4mm with a top-hat intensity distribution, and
the averaged laser absorptivity of the material surface remains constant at 13% [51].
Figure 3.6 shows a comparison between the melt-pool shape obtained from the numeri-
cal simulation after 5s of heating and the post-solidification experimental observation,
which indicates a reasonable agreement. The maximum absolute deviations between
the present numerical predictions and experimental data for the melt-pool width and
depth is less than 5% and 2%, respectively. However, it should be noted that the thermal
conductivity and viscosity of the liquid material were artificially increased in the simu-
lations by a factor of 7 with respect to their reported experimental values, as suggested
by Pitscheneder et al. [51]. This is known as employing ‘enhancement factors’, mainly
to achieve agreement between numerical and experimental results [52]. Independent
studies conducted by Saldi et al. [52] and Ehlen et al. [53] revealed that without using such
enhancement factors, the fluid flow structure and the melt-pool shape in simulations
differ drastically from experimental observations.

Temperature [K]

1 mm 1 mm

(a) Flat non-deformable surface (b) Deformable surface

Figure 3.6: Comparison of the numerically predicted melt-pool shape after 5s of heating
with the corresponding experimentally measured post-solidification melt-pool shape reported
by Pitscheneder et al. [51]. Laser power was set to 3850W and the material contains 150ppm sul-
phur. Numerical predictions obtained from the present model assuming (a) non-deformable and
(b) deformable gas-metal interface.

The use of an enhancement factor is often justified by the possible occurrence of
turbulence and its influence on heat and momentum transfer in the melt pool, which is
assumed to be uniform in the melt pool. However, the high-fidelity numerical simulations
conducted by Kidess et al. [54, 55] on a melt pool with a flat non-deformable melt-pool
surface revealed that turbulent enhancement is strongly non-uniform in the melt pool,
resulting in a ω-shaped melt pool that differs notably from the results of simulations
assuming uniform transport enhancement. In the present work, high-fidelity simulations
were performed based on the large eddy simulation (LES) turbulence model that took
the effects of surface deformations into consideration [56]. The results indicate that
for the conduction-mode laser melting problem considered, the influence of surface
oscillations on melt pool behaviour is larger compared to the effects of turbulent flow
in the melt pool; nevertheless the results do not agree with experiments without using
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some enhancement. These observations along with previous studies [52, 53, 57] suggest
that the published weld pool models lack the inclusion of significant physics. The neglect
in simulations of relevant physics such as chemical reactions and unsteady oxygen ab-
sorption by the melt-pool surface, non-uniform unsteady surfactant distribution over
the melt-pool surface, re-solidification, free surface evolution and three-dimensionality
of the fluid flow field has been postulated as reasons why such an ad hoc and unphysical
enhancement factor is needed to obtain agreement with experimental data [58–60]. How-
ever, the inclusion of such factors will increase the model complexity and computational
costs. Further investigations are essential to fully explain this behaviour. In section 5.6.3,
the effects of the value used for the enhancement factor on the thermal and fluid flow
fields and melt-pool oscillatory behaviour are discussed in more detail.

The experimental and numerical data reported by He et al. [61], who investigated
unsteady heat and fluid flow in the melt pool during conduction-mode laser spot weld-
ing of stainless steel (AISI 304) plates, are also considered to validate the reliability of
the present model. The melt pool shape obtained from the present model assuming a non-
deformable free surface is compared with experimental and numerical data reported
by He et al. [61] and the results are shown in figure 3.7. In this study, an Nd:YAG laser with
a laser power of 1967W was used. The beam radius was 570µm with a Gaussian intensity
distribution, and laser pulse duration was 3ms. The averaged laser absorptivity of the ma-
terial was assumed to remain constant at 27% [61]. The thermal conductivity and viscosity
of the molten material were artificially increased in the simulations by a factor 17 and 11,
respectively, as suggested by He et al. [61]. The maximum absolute deviations between
the present numerical predictions and experimental data for the melt-pool width and
depth is less than 8% and 2.5%, respectively. The results obtained from the present model
are indeed in reasonable agreement with the reference data, indicating the validity of
the present model in reproducing the results reported in literature.
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Figure 3.7: Comparison of the spot melt-pool shape obtained from the present numerical simulation
with the corresponding experimentally observed (the right side of the figure) and numerically
predicted (the left side of the figure) post-solidification melt-pool shape reported by He et al. [61].
Laser power was set to 1967W and the beam radius was 570µm. Blue circles show the melt-pool
shape predicted using the present model. The 500mms−1 reference vector is provided for scaling
the velocity field shown in the melt pool.

The reliability of the present model was also investigated by comparing the numer-
ically predicted melt-pool size and surface deformations with experimental observa-
tions of Cunningham et al. [62]. The evolutions of the melt pool shape and its sur-
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face depression under stationary laser melting of a Ti-6Al-4V plate under conduction
mode were studied. In this study, an ytterbium fibre laser was employed and the laser
power was 156W. The laser beam had a Gaussian intensity distribution, the radius of
the laser spot was 7×10−5 m, and the averaged laser absorptivity of the material was as-
sumed to remain constant at 30%. The thermophysical properties of Ti-6Al-4V suggested
by Sharma et al. [63] were employed for calculations. Since the melt pool surface temper-
ature reaches the boiling point, the effects of recoil pressure precoil and vaporisation heat
loss qvaporisation were included in the model through source terms in momentum and
energy equations. The recoil pressure [6] and vaporisation heat loss [9] were determined
respectively as follows:

precoil = 0.54 ·p0 exp

(
Lv M (T −Tb)

RT Tb

)
, (3.81)

qvaporisation =−0.82 · Lv Mp
2πM RT

p0 exp

(
Lv M (T −Tb)

RT Tb

)
, (3.82)

where, p0 is the ambient pressure, Lv the latent heat of vaporisation, M the molar mass,
R the universal gas constant, T the temperature and Tb = 3315K the boiling tempera-
ture. The results obtained from the present numerical simulations are compared with
those reported by Cunningham et al. [62] in figure 3.8, which show a reasonable agree-
ment. The maximum absolute deviations between the present numerical predictions and
experimental data for the melt-pool aspect ratio is less than 12%.
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Figure 3.8: Comparison of (a) the melt-pool surface depression and (b) the melt pool aspect ratio
(depth to width ratio) obtained from the present numerical simulation with the corresponding
experimental observations of Cunningham et al. [62]. Laser power was set to 156W and the beam
radius was 70µm. Snapshots of the melt pool and its deformed surface are shown in the right
subfigure for three different time instances.
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3.6.3. Arc welding
To validate the accuracy of the present model in predicting the melt pool shape during sta-
tionary gas tungsten arc welding, morphological evolution of the melt pool obtained from
the present numerical simulation are compared to in situ experiments conducted by Au-
cott et al. [64]. In this problem, a gas tungsten arc weld with a steady-current of 125A and
an initial arc length of 1.027mm was considered. The thermophysical properties of the
alloy were obtained from Kidess et al. [55]. Figure 3.9 shows the evolution of the melt pool
width and depth obtained from the present numerical simulation and the experimental
data reported by Aucott et al. [64], which indicates a reasonable agreement. The devia-
tion between the numerically predicted melt pool shape and the reference data can be
attributed to uncertainties associated with material properties employed in the simula-
tion, particularly for temperatures above the melting temperature, and the simplifying
assumptions made to develop the present model.
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Figure 3.9: Comparison of the melt-pool shape evolution during stationary gas tungsten arc weld-
ing (GTAW) obtained from the present numerical simulation (solid and dashed lines) with the cor-
responding experimentally observed (symbols) melt-pool shape reported by Aucott et al. [64].
(Steady-current gas tungsten arc welding, I = 125A)

3.6.4. Spurious currents in Eulerian-based multiphase flow simulations
Particular attention has also been paid to the effect of spurious currents on numerical
predictions of molten metal flow in melt pools with free surface deformations. Spurious
currents are an unavoidable numerical artefact generating unphysical parasitic veloc-
ity fields that do not vanish with grid refinement when using the continuum surface
force technique for modelling surface tension effects in the VOF method. This problem
has been thoroughly investigated by Mukherjee et al. [65] and the results of their study
show that the Reynolds number based on the time-averaged maximum spurious velocity
is O (10). The results of the present simulations show that the flow Reynolds number
is O (103) that is at least two orders of magnitude larger than that induced by spurious
currents. Furthermore, to suppress fluid velocities in the solid regions a momentum sink
term is defined based on the enthalpy porosity technique that further weakens the spuri-
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ous currents in solid regions. Therefore, the influence of spurious currents on numerical
predictions is considered to be negligible in the present study.
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4
The Influence of

the Mushy Zone Constant
on Simulations of

Solidification and Melting

The high degree of uncertainty and conflicting literature data on the value of the permeability
coefficient (also known as the mushy-zone constant), which is employed to dampen fluid veloc-
ities in the mushy zone and suppress them in solid regions, is a critical drawback when using
the fixed-grid enthalpy-porosity technique for modelling non-isothermal phase-change processes.
In this chapter, the sensitivity of numerical predictions to the value of this coefficient is scrutinised.
Using finite-volume based numerical simulations of isothermal and non-isothermal melting and
solidification problems, the causes of increased sensitivity are identified. It is found that depending
on the mushy-zone thickness and the velocity field, the solid-liquid interface morphology and
the rate of phase-change are sensitive to the permeability coefficient. It is demonstrated that
numerical predictions of an isothermal phase-change problem are independent of the permeability
coefficient for sufficiently fine meshes. It is also shown that sensitivity to the choice of permeability
coefficient can be assessed by means of an appropriately defined Péclet number.

The contents of this chapter have been published in Energies, 2019, 12(22), 4360, DOI: 10.3390/en12224360.
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4.1. Introduction

N umerical simulations of melting and solidification processes are critical to develop
our understanding of phase transformations that occur in various technologies such

as additive manufacturing, thermal energy storage, anti-icing and materials processing.
It is however challenging due to the involvement of the moving boundary problem [1]
and the wide range of length and time scales in transport phenomena during solid-
liquid phase transformations [2]. Different numerical techniques have been developed to
resolve the transport phenomena and the solid-liquid phase transition at different scales,
which have been reviewed in [3–6].

Techniques for numerically modelling solid-liquid phase transitions at the continuum
level have generally been divided into transformed-grid and fixed-grid approaches [4].
Detailed information on the derivation and implementation of these approaches can
be found in the literature [7–9]. The focus of the present chapter is on the fixed-grid
approach in which latent heat effects and fluid flow near the liquid-solid interface are
taken into account through the inclusion of thermal energy and momentum source terms
in that region [3]. One of the advantages of the fixed-grid approach over the transformed-
grid approach is its robustness in treating changes in the interface topology. However,
interface smearing is an inherent disadvantage, which may be diminished by applying
local grid refinement near the solid-liquid interface [10–12].

Flow velocities in the liquid phase, particularly in the so called mushy zone close to
the solid interface, where phase-change takes place over a melting temperature range [13],
can have a significant influence on the local heat transfer [14]; it is therefore crucial to
predict fluid flow in the mushy zone with a sufficient level of accuracy. Of the various
approaches that have been employed for this purpose [15–17], the porosity approach is
the most common. In this approach, it is assumed that the fluid flow in the mushy zone is
analogous to that in a porous medium. Consequently, Darcy’s law is assumed to govern
the flow and a corresponding sink term (Sd) is added to the momentum equation,

Sd = −µ
K

u, (4.1)

where u is the fluid velocity vector and µ dynamic viscosity. Assuming isotropy for
the solid-liquid morphology and using the Blake-Kozeny equation [18], the permeabil-
ity (K ) can be defined as a function of the liquid fraction ( fL) as follows:

K = µ

C

f 3
L(

1− fL
)2 , (4.2)

with C the so called permeability coefficient (or the mushy-zone constant). The Blake-
Kozeny equation is valid for liquid fractions lower than 0.7 [19, 20] however, is typically
used for the entire range of liquid fractions. The value of the permeability coefficient C
and its influence on numerical simulations of melting and solidification is generally
uncertain.

The values reported for the permeability coefficient C in the literature generally range
between 103 and 1015 kgs−1 m−3 [21, 22], however values between 104 and 108 kgs−1 m−3
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are often applied. The proposed values for C do not seem to have a one-to-one rela-
tion to the type of material being studied. For instance, values between O(104) [23]
and O(108) [24] have been proposed for stainless steel, and values between O(104) [25]
and O(1015) [26] have been proposed for gallium. Thus, the values proposed for C in
the literature seem to depend markedly on the process parameters and the associated
boundary conditions, and thus lack generality. In other words, tuning the value of C is
essential for every set of boundary conditions and material properties, which requires
considerable trial and error evaluation. Previous studies on the influence of the perme-
ability coefficient in simulations of melting and solidification have mainly concentrated
on finding a value for C to diminish discrepancies between numerical and experimental
data for a specific problem (see, for instance, [27–32]). Additionally, they have often
focused on the phase-change materials for thermal energy storage applications, for which
material properties and operating conditions differ from those for materials processing
applications (e.g. casting, welding and additive manufacturing). It is necessary to know
under which circumstance and to what extent the numerical predictions of melting and
solidification are sensitive to the value of the permeability coefficient to avoid the need
for excessive computation. However, there is as yet no general guideline for assessing
the appropriate value of C .

The degree of sensitivity of the numerical predictions to the value of the permeability
coefficient C appears to be diverse. Several studies reported that the chosen value of C
affect the numerical results predicted by the enthalpy-porosity method for isothermal
phase-change problems [33–36], in which phase transformation occurs at the melting
temperature of the material. This effect is not physically realistic for isothermal phase
transformations and should be considered as a numerical artefact [37]. Pan et al. [28]
studied the melting of calcium chloride hexahydrate (CaCl2H12O6) in a vertical cylinder
and stated that the value of C depends on the temperature difference that drives melting
and should be tuned to obtain a reasonable agreement with experimental data. Fadl
and Eames [21] reported that the numerical predictions are less sensitive to the value
of C in regions where heat transfer is dominated by conduction. Assessing the degree
of sensitivity of the numerical prediction to the value of C for different materials and
boundary conditions is an open question, despite its significance, as already emphasised
in the literature [21, 22, 30, 38].

Realising the degree of sensitivity of the numerical predictions to the value of the per-
meability coefficient in phase-change simulations with a particular interest in melting and
solidification during welding and additive manufacturing is the motivation for the present
study in this chapter. The aim is to quantitatively assess the influence of the permeability
coefficient (C ) on the results of the enthalpy-porosity method in predicting heat and
fluid flow and the position of the solid-liquid interface during solid-liquid phase trans-
formations. The sensitivity of the results to the permeability coefficient is analysed for
both isothermal and non-isothermal melting and solidification problems and possible
roots of errors in the simulation of solidification and melting processes are highlighted.
The present study quantifies the influence of the permeability coefficient on the numeri-
cal predictions as a function of numerical simulation parameters and physical process
parameters and elucidates the limitations of the enthalpy-porosity method.
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4.2. Problem description
Isothermal and non-isothermal phase transformations in a two-dimensional rectangu-
lar enclosure shown in figure 4.1 are studied. The length of the enclosure (W ) is twice
its height (D = 0.1m). The enclosure is initially filled with solid material at a tempera-
ture (Ti) below the melting temperature Tm (for isothermal phase-change) or solidus
temperature Ts (for non-isothermal phase-change). The left and the right solid walls are
isothermal walls and the upper and the lower walls are adiabatic. At the starting time
of the simulation the left wall temperature is suddenly raised from the initial temper-
ature (Ti) to the hot wall temperature (Th), whereas the cold wall is kept at a temper-
ature Tc = Ti. The thermophysical properties of the artificial materials are presented
in table 4.1, which represent a wide range of metallic and non-metallic phase-change
materials. The liquid phase is assumed to be incompressible and Newtonian, with con-
stant dynamic viscosity µ. All other thermophysical material properties are assumed to
be the same for both the solid and liquid phases and are temperature independent.

Figure 4.1: The schematic of the system under consideration. From t = 0, the left vertical wall is kept
at an isothermal temperature Th, and the right vertical wall is kept at an isothermal temperature Tc,
whereas the horizontal walls are adiabatic.

Table 4.1: Thermophysical properties of the artificial materials used in the simulations.

Property Value Unit

Density ρ 103 kgm−3

Specific heat capacity cp 103 Jkg−1 K−1

Thermal conductivity k 1, 10 and 100 Wm−1 K
Dynamic viscosity µ 10−3 kgm−1 s−1

Latent heat of fusion Lf 105 Jkg−1

Thermal expansion coefficient β 10−6 K−1

Melting temperature Tm = (Tl+Ts)
2 1.5×103 K

Melting-temperature range ∆Tm 0, 5, 10, 25 and 50 K
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4.3. Mathematical formulation
Since the Rayleigh number for the problems considered here is less than 106, the fluid
flow is assumed to be laminar. Thermal buoyancy effects are taken into account us-
ing the Boussinesq assumption [39]. Utilising the dimensionless variables Fo = tα/D2,
u∗ = uD/α, T ∗ = T /(Th −Tmelt), H∗ = T ∗+ fL/Ste, p∗ = pD2/

(
ρα2

)
and K ∗ = K /D2 [10],

the unsteady momentum and energy equations are respectively cast in conservative
dimensionless form as follows:

1

Pr

(
∂u∗

∂Fo
+u∗ ·∇u∗+∇p∗

)
=∇2u∗+RaT ∗ŷ− u∗

K ∗ , (4.3)

∂H∗

∂Fo
+u∗ ·∇H∗ =∇2T ∗+ 1

Ste

(
∂ fL

∂Fo
+∇u∗

)
, (4.4)

where the Prandtl number (Pr) represents the ratio of momentum diffusivity to thermal
diffusivity

(
α= k/

(
ρcp

))
in molten materials and is defined as

Pr = µ

ρα
. (4.5)

To evaluate the relative importance of buoyancy to viscous forces acting on the molten
materials, the Grashof number (Gr) and Rayleigh number (Ra) can be defined as

Gr = ‖g‖βρ2D3 (Th −Tmelt)

µ2 , (4.6)

Ra = Gr ·Pr = ‖g‖βρD3 (Th −Tmelt)

µα
. (4.7)

The Stefan number (Ste) is the ratio of sensible to latent heat and is defined as

Ste = cp (Th −Tmelt)

Lf
. (4.8)

In the above, ρ is density,µdynamic viscosity, p the static pressure, k thermal conductivity,
cp specific heat capacity at constant pressure, fL the local liquid fraction, Lf the latent
heat of melting or solidification, β the thermal expansion coefficient, g the gravitational
acceleration vector, t time, u the fluid velocity vector, and ŷ the unit vector in the y-axis
direction. Tmelt is the melting-temperature (for isothermal phase-change) or solidus
temperature (for non-isothermal phase-change).

For the sake of simplicity, the local liquid fraction is considered to be a function of
temperature only, which is a reasonable assumption for the cases where under-cooling
is not significant [40]. Different relationships have been proposed for temperature-
dependence of the liquid fraction, depending on the materials and the nature of the micro-
segregation [41, 42]. Based on the method suggested by Voller and Swaminathan [41],
the relationship between the local liquid fraction and the temperature is defined to be
linear as follows:

fL (T ) = T −Ts

Tl −Ts
;Ts ≤ T ≤ Tl, (4.9)
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where, Tl and Ts are liquidus and solidus temperatures, respectively. In the case of isother-
mal phase-transformation, a step change in the liquid fraction occurs at the melting-
temperature according to the method given by Voller and Prakash [16]. Additionally,
the convective part of the enthalpy source term in the energy equation (i.e. ∇u∗) takes
the value zero for the isothermal phase transformation due to the step change in the latent
heat and a zero velocity at the solid-liquid interface [16].

In order to deal with the fluid velocity in the mushy zone, a sink term based on
the Blake-Kozeny equation (i.e. equation (4.1) and equation (4.2)) is introduced into
the momentum equation [16].

−u∗

K ∗ =−D2u∗

K
=−C

µ

(
1− fL

)2

f 3
L +ε D2u∗, (4.10)

where, C is the permeability coefficient and ε is a small constant, here chosen to be
equal to 10−3, to avoid division by zero. The sink term is zero in the liquid region

(
fL = 1

)
while its limiting value for fL = 0 should be large enough to dominate the other terms in
the momentum equation to suppress the fluid velocities in the solid region. The value of
the permeability coefficient C can be expected to depend on the morphology of the mushy
zone. No consensus was found on the value of the permeability coefficient in the litera-
ture [24, 43–47]. The effects of this parameter on numerical results are therefore reported
here.

The following dimensionless parameters are utilised to construct a framework for
analysing the results. The ratio θ of melting-temperature range (∆Tm = Tl −Ts) to the tem-
perature difference between the hot and cold wall (∆Tw = Th −Tc) is defined as

θ = Tl −Ts

Th −Tc
= ∆Tm

∆Tw
. (4.11)

The volumetric fraction of liquid inside the computational domain at a time instant t is
evaluated as

φ(t ) = 1

W ·D

Ï
domain

fL(t )dA. (4.12)

The relative difference ∆φ(t ) = ∣∣φ2(t )−φ1(t )
∣∣/φ1(t ) between two solutions obtained us-

ing different permeability coefficients C2 and C1 is used to quantify the sensitivity of
a solution to the chosen value of the permeability coefficient C . In addition, a dimen-
sionless parameter (Γ) is employed to quantify the difference between the solid-liquid
interface morphology predicted using different permeability coefficients C1 and C2 as
follows:

Γ= 1

W ·D

y=D∫
y=0

√(
xf,C1 −xf,C2

)2 dy, (4.13)

where xf is the position of the liquidus line.
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4.4. Numerical procedure
Numerical predictions obtained from an open-source (OpenFOAM [48]) and a propri-
etary solver (ANSYS Fluent [49]) were compared for simulations of solid-liquid phase
transformations, and the results were found to be virtually identical (see section 3.6.1).
ANSYS Fluent [49] was selected to carry out further calculations, and simulations were
performed in parallel on 8 cores (Intel Xeon E5-2630 v4) of a high-performance computing
cluster. The computational domain was discretised on a uniform mesh with quadrilateral
grid cells. After performing a grid independence test (results presented in sections 4.5.1
and 4.5.2), a base grid with a cell size ∆xi/D = ∆yi/D = 4×10−3 was chosen. To cap-
ture a sharp solid-liquid interface and to reduce errors associated with high-gradient
regions, especially when the thickness of the mushy zone is smaller than the base grid size,
(i.e. W (∆Tm/∆Tw) ≤∆xi), a dynamic solution-adaptive mesh refinement was applied us-
ing the ‘gradient approach’ [50] based on the liquid fraction gradients. Four levels of
mesh refinement (∆xN =∆xi/2N,N = 1, · · · ,4) were applied every ten time-steps. A fixed
time-step size of ∆Fo = k∆t/

(
ρcp∆x2

i

)= 10−4 was selected, corresponding to a Courant
number (Co = ‖u‖∆t/∆x) less than 0.25.

The conservation equations were discretised using the finite-volume method.
The central-differencing scheme was utilised for the discretisation of the convection
and diffusion terms both with second-order accuracy. The PISO (pressure-implicit with
splitting of operators) scheme [51] was used for pressure-velocity coupling. Addition-
ally, the PRESTO (pressure staggering option) scheme [52] was used for the pressure
interpolation. The time derivative was discretised with a second order implicit scheme.
Convergence requires that scaled residuals of the continuity, momentum and the energy
equations fall below 10−10, 10−12 and 10−14 respectively, and that the relative change in
the volumetric fraction of liquid φ from one iteration to the next is less than 10−10.

4.5. Results
4.5.1. Grid size and sensitivity to the permeability coefficient for isother-

mal phase change
Sensitivity of the solution to the grid size and the value of the permeability coefficient is
studied for isothermal phase-change of gallium melting at Tm = 302.78 K, in a side-heated
rectangular enclosure with Ti = Tc = 301.30 K, and Th = 311.0 K, which is experimentally
investigated by Gau and Viskanta [53]. This benchmark case has often been considered
for validation of phase-change simulations in the literature [4]. Detailed information
regarding the benchmark case is available in [53, 54].

Figure 4.2 shows the influence of the permeability coefficient on the predicted liquid
fraction, using uniform fixed meshes with 42 × 32, 105 × 80, 210 × 160 and 420 × 320
computational grid cells and C = 104 and 108 kgs−1 m−3. When a coarse mesh is utilised,
resulting in a non-physical mushy zone of significant thickness, the solution appears to
be very sensitive to the value of the permeability coefficient. This sensitivity is attributed
to the enhanced heat transfer from the hot fluid to the solid-liquid interface due to higher
fluid velocities in the mushy zone, predicted with a smaller permeability coefficient. Re-
ducing the grid cell size, and thus reducing the thickness of the non-physical mushy zone,
decreases the total volume of the grid cell in which the permeability coefficient affects
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the numerical predictions. Consequently, the sensitivity of the solution to the value of
the permeability coefficient decreases with grid refinement. A finite amount of time
is required for the mass in a computational cell to absorb heat and melt. A change in
the value of C therefore affects the convective heat transfer to the cells located at the solid-
liquid interface that can lead to a change in the predicted interface morphology and
the rate of melting during the transient phase. This effect reduces by refining the grid
size adjacent to the solid-liquid interface [10]. In figure 4.3, the sensitivity to the value
of C is quantified as a function of grid cell size by looking at the parameters ∆φ and Γ
(defined below equation (4.12) and in equation (4.13), representing the relative difference
in the predicted liquid fractions, and the relative difference between the solid-liquid
interface morphologies) for C1 = 1×108 kgs−1 m−3 and C2 = 1×104 kgs−1 m−3 at t = 150s.
Reducing the cell size decreases the influence of the permeability coefficient on the re-
sults, with Γ scaling approximately linearly with cell size, and ∆φ scaling approximately
quadratically with cell size. Thus, although in principle the chosen value of C should
be irrelevant for isothermal phase change, sufficient grid refinement is needed to ob-
tain solutions which are indeed insensitive to the value of C . In addition, sufficient grid
resolution in the liquid zone was found to be required to predict the multicellular con-
vection [14, 55–57] early in the phase-change process, which leads to the formation of
a wavy solid-liquid interface. According to equation (4.10), the magnitude of the sink-
term in solid regions ( fL = 0.0) should be large compared to the viscous term (∇2u∗) to
suppress fluid velocities (i.e. C D2/

(
µε

)À 1). The influence of the sink-term magnitude
on predicted liquid fraction φ and the ratio of the maximum velocity magnitude in solid
regions to that in liquid regions (i.e. ‖usolid‖Max / ‖uliquid‖Max) is shown in figure 4.4.
Here, D is chosen to be the size of the heated wall. For magnitudes of C D2/

(
µε

)
roughly

larger than 2.5×107, the predicted liquid fraction is independent of the sink-term. For
smaller values of the sink-term, even-though the velocity magnitude in the solid region is
orders of magnitude smaller than that in the liquid region, the energy transfer to the solid
material is affected, which leads to a change in the predicted liquid-fraction.

The fine-grid results presented in figure 4.2 represent a mathematically converged
solution of the governing equations for the given set of boundary conditions. However,
the grid independent results of this particular case do not closely match the experimental
results reported in [53]. Obtaining a better agreement between numerical predictions
and experimental observations by using a coarser grid (i.e. grid-dependent results),
or by tuning the mathematical model has been reported in the literature [34] that is
coincidental, but such ad hoc tuning lacks generality [11, 54, 58].
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(d) Mesh size: 420 × 320 
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Figure 4.2: The influence of the computational cell size and the permeability coefficient on predicted
melting front position for the gallium melting problem. Grid cell size: (a) ∆x/D ≈ 3.33×10−2,
(b) ∆x/D ≈ 1.33×10−2, (c) ∆x/D ≈ 6.67×10−3 and (d) ∆x/D ≈ 3.33×10−3.
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0.9597Γ = 1.1418 (Δx / D)  
2Goodness of Fit: R  = 0.99

1.784Δ   = 145.184 (Δx / D)  
2Goodness of Fit: R  = 0.98
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Figure 4.3: The relative difference between the solid-liquid interface morphologies (Γ (defined in
equation (4.13)), circles in blue), and the relative difference between the liquid fractions (∆φ (de-
fined below equation (4.12)), squares in red) at t = 150s when using permeability coefficients
C1 = 1×108 kgs−1 m−3 and C2 = 1×104 kgs−1 m−3 as a function of grid size (∆x). Larger values of
∆φ and Γ indicate more sensitivity to the value of the permeability coefficient C . Symbols: results
obtained from numerical simulations; dashed lines: curve-fit.
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4.5.2. Non-isothermal phase-change
Grid sensitivity
Having seen the importance of sufficient grid resolution for isothermal phase-change,
the non-isothermal phase-change problem defined in section 4.2 was subsequently
considered, examining the impact of grid refinement on the sensitivity to the perme-
ability coefficient C . For ∆Tm = 50K, figure 4.5 shows the sensitivity parameter ∆φ, for
short time (Fo = 0.12) and steady-state (Fo = 9.0) obtained with C1 = 1×108 kgs−1 m−3

and C2 = 1×104 kgs−1 m−3. For comparison, the same problem is also solved assuming
isothermal phase change (∆Tm = 0K). For isothermal phase change, the results are in-
sensitive to the chosen value of C in the steady-state, and exhibit a small sensitivity to
the chosen value of C during the transient phase before reaching the steady-state that
becomes negligible with reducing grid size. For non-isothermal phase change, the sen-
sitivity to the chosen value of C is much stronger and does not vanish with decreasing
grid size, even in the steady-state, as is to be expected from the fact that a physically
realistic mushy zone is now present, in which flow and convective heat transfer are
sensitive to the value of C . However, the sensitivity to C becomes grid independent
for base grid sizes below ∆xi/D = 4×10−3. Consequently, this base grid size is used in
the next sections. In addition, a four-level dynamic solution-adaptive mesh refinement
(i.e. ∆xN = ∆xi/2N,N = 1, · · · ,4) is applied to further enhance the accuracy with which
the solid-liquid interface is captured.
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0.10

0.15

∆x  / Di

10−2 10−1
10−3

Isothermal phase-change, Fo = 0.12
Non-isothermal phase-change, Fo = 0.12

Isothermal phase-change, Fo = 9.0
Non-isothermal phase-change, Fo = 9.0

Figure 4.5: The relative difference between liquid fractions predicted with different permeability
coefficients (i.e. C1 = 1×108 kgs−1 m−3 and C2 = 1×104 kgs−1 m−3) on different grid densities.
Diamonds (in blue): isothermal phase-change, squares (in red): non-isothermal phase-change,
Unfilled symbols: Fo = 9.0 (steady-state condition), Filled symbols: Fo = 0.12.

Influence of the permeability coefficient on predicted results
For the non-isothermal phase change problem defined in section 4.2, the influence of
the permeability coefficient on the predicted steady-state liquidus-line position ( fL = 1) is
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shown in figure 4.6 for a fixed wall temperature difference (∆Tw), a fixed melting tempera-
ture range (∆Tm) and varying Rayleigh number (i.e. varying fluid velocities). In the virtual
absence of flow, for Ra = 1, the results are insensitive to the value of the permeability
coefficient. In this case, heat conduction dominates the total energy transfer around and
in the mushy zone. By increasing the value of Ra, i.e. increasing fluid flow velocities and
increasing convective heat transfer, the results become more sensitive to the chosen value
of C . This can be understood from the fact that the value of C , through the momentum
sink term, only influences the convective terms and therefore the results become more
sensitive to C when convection plays an important role in total heat transfer in the mushy
zone.
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Figure 4.6: The influence of the permeability coefficient on predicted liquidus-line ( fL = 1) position
for different Rayleigh numbers (∆Tm = 50K, ∆Tw = 750K, Dashed lines: C = 1×108 kgs−1 m−3,
Dotted lines: C = 1×104 kgs−1 m−3). The results are given for Fo = 9, in which steady-state solutions
are achieved.

Figure 4.7 shows the effect of the permeability coefficient for a fixed melting tem-
perature range (∆Tm) with different wall-temperature differences (∆Tw). Here, a higher
value of ∆Tw (i.e. smaller θ) leads to a smaller mushy zone thickness, and consequently
a reduced sensitivity to the permeability coefficient. Similarly, for a fixed (∆Tw), reduc-
ing ∆Tm decreases the mushy zone thickness and as a result, lowers the sensitivity to
the permeability coefficient C , as shown in figure 4.8. In summary, the results show that
non-isothermal phase-change simulations are less affected by the chosen value of the per-
meability coefficient C when the mushy zone has a smaller thickness (i.e. smaller θ), as
this leads to the conductive heat transfer through the mushy zone being large compared
to the convective heat transfer. A change in the thermal diffusivity of the material can
therefore affect the sensitivity of the numerical predictions to the value of the perme-
ability coefficient. Figure 4.9 indicates the sensitivity of the results to the chosen value
of the permeability coefficient as a function of thermal diffusivity of the material for
a fixed melting temperature range (∆Tm) and wall-temperature difference (∆Tw). It is
seen that sensitivity to the permeability coefficient decreases with increasing thermal



4.5. Results

4

73

diffusivity of the material, which can be attributed to the enhancement of heat conduction
contribution to the total heat transfer.
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Figure 4.7: The influence of the permeability coefficient on predicted liquidus-line ( fL = 1) po-
sition for different wall-temperature differences ∆Tw, at ∆Tm = 50K, Ra = 106. Dashed lines:
C = 1×108 kgs−1 m−3, Dotted lines: C = 1×104 kgs−1 m−3. The results are given for Fo = 9, in
which steady-state solutions are achieved.
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Figure 4.8: The influence of the permeability coefficient on predicted liquidus-line ( fL = 1) po-
sition for different melting-temperature ranges ∆Tm, at ∆Tw = 750K, Ra = 106. Dashed lines:
C = 1×108 kgs−1 m−3, Dotted lines: C = 1×104 kgs−1 m−3. The results are given for Fo = 9, in
which steady-state solutions are achieved.

The influence of the permeability coefficient on the time evolution of the melt pool
shape is presented in figure 4.10. The results are indeed independent of the permeability
coefficient for an isothermal phase-change. A similar conclusion has also been drawn
after monitoring the time variations of the liquid-fraction obtained from numerical
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Figure 4.9: The influence of the permeability coefficient on predicted liquidus-line ( fL = 1) position
for different values of thermal diffusivity α, at ∆Tm = 50K, ∆Tw = 750K and Ra = 106. Dashed lines:
C = 1×108 kgs−1 m−3, Dotted lines: C = 1×104 kgs−1 m−3. The results are given for Fo = 9, in
which steady-state solutions are achieved.

simulations [59, 60]. However, for non-isothermal phase change with a thick mushy
zone (θ = 1/15) and strong flow (Ra = 106), the results are very sensitive to the chosen
value of the permeability coefficient, resulting in different pool shapes and rates of phase-
change. Less sensitivity to the value of C is found for a thin mushy zone (θ = 1/30).
The numerical predictions are also less sensitive to the permeability coefficient at early
time instances, when the fluid flow is characterised by low velocities.
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Figure 4.10: Time evolution of melting front positions ( fL = 1) for isothermal phase-change (blue
lines, θ = 0) and non-isothermal phase-change (red lines, (a) ∆Tm = 50K, ∆Tw = 750K, θ = 1/15
and (b) ∆Tm = 25K, ∆Tw = 750K, θ = 1/30) problems. Dashed lines: C = 1×104 kgs−1 m−3, Dotted
lines: C = 1×108 kgs−1 m−3. (Ra = 106).
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4.6. Discussion
The results reveal that depending on the temperature gradient, velocity field and thermo-
physical properties of the phase-change material, which in turn determine the mushy
zone thickness, numerical predictions of phase-change problems can show sensitivity to
the value of the permeability coefficient. A general guideline is presented here that allows
prediction and evaluation of the influence of the permeability coefficient in phase-change
simulations. This concept involves both the heat transfer mechanism and the mushy
zone thickness.

For phase-change problems without fluid flow, the mushy zone thickness (mt) can be
estimated as

mt = ∆Tm

‖∇T ‖ = ∆Tm ·D
Th −Tc

, (4.14)

where D is a characteristic length scale. The fluid flow can alter the mushy zone thickness
when convective heat transfer in the mushy zone is of significance. This can be expressed
through a Péclet number, which expresses the ratio between the rate of heat advection
and heat diffusion. To identify the regions where there is a significant heat transfer
enhancement or reduction due to convection, and consequently where the results are
sensitive to the permeability coefficient, Pe∗ is defined as follows:

Pe∗ = ‖u‖ ·mt

α
= ‖u‖ ·∆Tm ·D

α (Th −Tc)
. (4.15)

Non-zero values of Pe∗ adjacent to the solid-liquid interface indicate increased sensitivity
to the permeability coefficient. For isothermal phase-change, Pe∗ is zero and predictions
are independent of the permeability coefficient.

Sensitivity of the numerical predictions to the value of permeability coefficient C
has been appraised for the problem defined in section 4.2, using three different melting
temperature ranges ∆Tm and a fixed ∆Tw = 750K, and the results are shown in figure 4.11.
Higher values of Pe∗ (≈ O(10)) along the melting front for the case with ∆Tm = 55K
(figure 4.11(c)) compared to the case with ∆Tm = 10K (figure 4.11(b)) indicate that the nu-
merical predictions are more sensitive to the permeability coefficient, which is consistent
with the results presented in figures 4.8 and 4.10. When the values of Pe∗ along the in-
terface are small (i.e. Pe∗ ¿ 1) the results appear to be insensitive to the permeability
coefficient, while for Pe∗ À 1 the results are sensitive to C .

The general applicability of the proposed Pe∗ criterion is also examined for
a simulation of a laser spot melting process, which was carried out experimentally
by Pitscheneder et al. [61]. A steel plate containing 20ppm of sulphur was heated using
a stationary laser beam with a power of 5200W and a top-hat radius of 1.4mm. The sur-
face absorptivity is set to 0.13 [61]. Material properties of the steel plate are assumed to
be constant and temperature independent, except for the surface tension of the molten
material, and can be found in [61–63]. Variations of surface tension with temperature are
modelled using the expression proposed by Sahoo et al. [64]. Melting of the material and
associated heat and fluid flow are numerically predicted using permeability coefficients
of C = 106, 108 and 1010 kgs−1 m−3. To study the influence of the mushy-zone thickness
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Figure 4.11: Melting front positions ( fL = 1) for the problem described in section 4.2, (∆Tw = 750K
and Ra = 106) at the steady-state condition (Fo = 9) and values of Pe∗ along the melting fronts for
(a) ∆Tm = 1K, (b) ∆Tm = 10K, and (c) ∆Tm = 55K predicted using different permeability coeffi-
cients of C = 104 kgs−1 m−3 (coloured lines), and 108 kgs−1 m−3 (black lines). Values of Pe∗ along
the melting front are O(0.1), O(1) and O(10) for ∆Tm = 1K, 10K and 55K, respectively. The results
are more sensitive to the permeability coefficient for large Pe∗. For the case with ∆Tm = 1K (a),
predictions with different permeability coefficient are almost identical and therefore the coloured
line covers the black line.

on the sensitivity to C through Pe∗, the melting-temperature range (∆Tm) of the material
is changed artificially to 40K and 200K.

Figure 4.12 shows the position of melting front ( fL = 1) at t = 5s, as well as the value
of Pe∗ along it when using different permeability coefficients and melting temperature
ranges. The laser-beam diameter is chosen here as the characteristic length scale D to
calculate Pe∗. Higher values of Pe∗ are found for larger ∆Tm, predicting more sensitivity
to the permeability coefficient, as is indeed observed when comparing figure 4.12(a) and
figure 4.12(b). Due to a steep increase in the momentum sink term with liquid fraction
for large permeability coefficients, all predictions are found to converge to an identical
solution for very large C . However, a very large value of the permeability can lead to
numerical instabilities.
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Figure 4.12: Laser spot melting of Fe–S binary alloys with 20ppm sulphur content. Melting front
positions ( fL = 1) at t = 5s and values of Pe∗ along the melting fronts, predicted using different
permeability coefficients of C = 106 kgs−1 m−3 (coloured lines), and 1010 kgs−1 m−3 (black lines).
(a) ∆Tm = 200K, and (b) ∆Tm = 40K. Orange symbols show the experimental observation of
the melting front position reported by Pitscheneder et al. [61].

4.7. Conclusion
A systematic study was performed to scrutinise the influence of the permeability coef-
ficient on the numerical predictions of isothermal and non-isothermal phase-change
simulations using the enthalpy-porosity method.

For isothermal phase-change problems, reducing the cell size diminishes the in-
fluence of the permeability coefficient on the results, which become independent of
the permeability coefficient for fine enough meshes. A grid independent solution of
an isothermal phase-change problem is independent of the permeability coefficient.
However, not every numerical result that is independent of the permeability coefficient is
grid independent.

Numerical predictions of non-isothermal phase-change problems are inherently de-
pendent on the permeability coefficient. The sensitivity of the numerical predictions to
the permeability coefficient increases with increased mushy zone thickness and increased
fluid flow velocities perpendicular to the solid-liquid interface. A method is proposed
to predict and evaluate the influence of the permeability coefficient on numerical pre-
dictions, and verified for two-dimensional phase-change problems including laser spot
melting. Large values of Pe∗ À 1 adjacent to the solid-liquid interface indicate a strong
sensitivity and Pe∗ ¿ 1 indicates insensitivity to the permeability coefficient C .
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5
Melt Pool Behaviour in

Conduction-mode
Laser Spot Melting

Molten metal melt pools are characterised by highly non-linear responses, which are very sensitive
to imposed boundary conditions. Temporal and spatial variations in the energy flux distribution
are often neglected in numerical simulations of melt pool behaviour. Additionally, thermo-physical
properties of materials are commonly changed to achieve agreement between predicted melt-
pool shape and experimental post-solidification macrograph. Focusing on laser spot melting in
the conduction mode, the influence of dynamically adjusted energy flux distribution and changing
thermo-physical material properties on melt pool oscillatory behaviour was investigated using both
deformable and non-deformable assumptions for the gas-metal interface are examined. The results
demonstrate that adjusting the absorbed energy flux affects the oscillatory fluid flow behaviour
in the melt pool and consequently the predicted melt-pool shape and size. Changing the thermo-
physical material properties artificially or using a non-deformable surface assumption is shown to
lead to significant differences in melt pool oscillatory behaviour compared to the cases in which
these assumptions are not made.

The contents of this chapter have been published in Journal of Physics D: Applied Physics, 2021, 54(10), 105304,
DOI: 10.1088/1361-6463/abca62.
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5.1. Introduction

L aser melting is utilised for material processing such as additive manufacturing, join-
ing, cutting and surface modification. The results of experimentation performed

by Ayoola et al. [1] revealed that the energy flux distribution over the melt-pool surface
can affect melting, convection and energy transport in liquid melt pools and subsequent
re-solidification during laser melting processes. The imposed energy flux heats and melts
the material and generates temperature gradients over the melt-pool surface. The re-
sulting surface tension gradients and therefore Marangoni force is often the dominant
force driving fluid flow, as can be understood from the numerical investigation conducted
by Oreper and Szekely [2] and experimental observations reported by Mills et al. [3]. Ex-
perimental investigations of Heiple and Roper [4] showed that the presence of surfactants
in molten materials can alter Marangoni convection in the melt pool, and thus the melt-
pool shape. Moreover, Paul and DebRoy [5] reported that the smoothness of the melt pool
surface decreases when surfactants are present in the melt pool. However, according to
the literature survey conducted by Cook and Murphy [6], the influence of surfactants on
variations of surface tension and its temperature gradient is often neglected in numerical
simulations of welding and additive manufacturing. DebRoy and David [7] stated that
fluid flow in melt pools can lead to deformation and oscillation of the liquid free surface
and can affect the stability of the process and the structure and properties of the solid ma-
terials after re-solidification. Aucott et al. [8] confirmed that transport phenomena during
fusion welding and additive manufacturing processes are characterised by highly non-
linear responses that are very sensitive to material composition and imposed heat flux
boundary conditions. Numerical models capable of predicting the melt pool behaviour
with a sufficient level of accuracy are thus required to gain an insight into the physics of
fluid flow and the nature of flow instabilities that are not accessible experimentally.

To avoid excessive simulation complexity and execution time in numerical simula-
tions, the melt pool is often decoupled from the heat source, the latter being incorpo-
rated as a boundary condition at the melt-pool surface. These boundary conditions
should be imposed with a sufficient level of accuracy, as it is known from the work
of Zacharia et al. [9] that modelling the interfacial phenomena is critical to predicting
the melt pool behaviour. Numerical studies on melt pool behaviour reported in the litera-
ture use both deformable and non-deformable surface assumptions for the gas-metal
interface. Comparing the melt-pool shapes predicted using both deformable and non-
deformable surface assumptions, Ha and Kim [10] concluded that free-surface oscil-
lations can enhance convection in the melt pool and influence the melt-pool shape.
Shah et al. [11] reported that the difference between melt-pool shapes obtained from nu-
merical simulations with deformable and non-deformable surface assumptions depends
on the laser power. The three-dimensional nature of the molten metal flow in melt pools,
as observed experimentally by Zhao et al. [12] and numerically by Kidess et al. [13], is
often neglected in numerical simulations. Moreover, when accounting for surface defor-
mations, the volume-of-fluid (VOF) method developed by Hirt and Nichols [14], based
on a Eulerian formulation, is the most common method for modelling the melt pool
behaviour. In this diffuse boundary method, the interfacial forces and the energy fluxes
applied on the melt-pool surface are treated as volumetric source terms in the surface
region, instead of imposing them as boundary conditions. In this approach, however,
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the fact that surface deformations lead to temporal and spatial variations of the free sur-
face boundary conditions, as remarked by Meng et al. [15] and Wu et al. [16], is often ne-
glected. The results reported by Choo et al. [17] suggest that variations in power-density
distribution and changes in free-surface profile can affect molten metal flow in melt pools
and its stability. Further investigations are essential to improve the understanding of
the complex transport phenomena that happen during laser spot melting.

The aim of the work presented in the present chapter is to analyse the effects of
a dynamically adjusting energy flux distribution over the deforming liquid surface on
the nature of fluid flow instabilities in partially-penetrated liquid melt pools. Particularly
focus is placed on flow instabilities in low-Prandtl number liquid metal pools during
conduction-mode laser spot melting; the results should however be relevant for a much
wider range of materials processing technologies. Three-dimensional calculations are
carried out to numerically predict the melt pool behaviour and thermocapillary-driven
flow instabilities using various heat source implementation methods. The study provides
a quantitative representation and an understanding of the influence of heat flux boundary
conditions on the transport phenomena and flow instabilities in the molten metal melt
pool. Additionally, the influence of artificially enhanced transport coefficients on the melt-
pool oscillatory behaviour is discussed.

5.2. Problem description
Laser spot melting of a metallic S705 alloy, as shown schematically in figure 5.1 and as ex-
perimentally studied by Pitscheneder et al. [18], was numerically simulated as a represen-
tative example in the present work. A defocused laser-beam with a radius of rb = 1.4mm
heats the bulk material from its top surface for 4s. The laser-beam power Q is set to
3850W with a top-hat intensity distribution. The averaged laser absorptivity of the mate-
rial surface ā is assumed to remain constant at 13% [18]. The absorbed laser power leads
to an increase in temperature and subsequent melting of the base material. The base
material is a rectangular cuboid shape with a base size (L×L) of 24×24mm2 and a height
(Hm) of 10mm, initially at an ambient temperature of Ti = 300K. A layer of air with
a thickness of Ha = 2mm is considered above the base material to monitor the gas-
metal interface evolution. Except for the surface tension, the material properties are
assumed to be constant and temperature independent and are presented in table 5.1.
Although temperature-dependent properties can be employed in the present model to
enhance the model accuracy, employing temperature-independent properties facilitates
comparison of the results of the present work with previous results published in the lit-
erature [10, 13, 19]. Moreover, further studies are required to enhance the accuracy of
calculation and measurement of temperature-dependent material properties, particularly
for the liquid phase above the melting temperature. The effects of employing temperature-
dependent material properties on the thermal and fluid flow fields and melt-pool shape
are discussed in detail in section 5.6.2. A change in surface-tension due to the non-
uniform temperature distribution over the gas-liquid interface induces thermocapillary
stresses that drive the melt flow. This fluid motion from low to high surface-tension
regions changes the temperature distribution in the melt pool [20] and can lead to sur-
face deformations that change the melt-pool shape and properties of the material after
solidification [21]. The sulphur contained in the alloy can alter the surface tension of
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the molten material and its variations with temperature [22].

Laser beam

x

z

y

Base material

Melt pool

H
m

L

H
a

Air

Figure 5.1: Schematic of a conduction-mode laser spot melting.

Table 5.1: Thermophysical properties of the Fe–S alloy and air used in the present study. Values are
taken from [13].

Property Fe–S alloy Air Unit

Density ρ 8100 1.225 kgm−3

Specific heat capacity cp 670 1006 Jkg−1 K−1

Thermal conductivity k 22.9 0.024 Wm−1 K
Viscosity µ 6×10−3 1.8×10−5 kgm−1 s−1

Latent heat of fusion Lf 250800 – Jkg−1

Liquidus temperature Tl 1620 – K
Solidus temperature Ts 1610 – K

5.3. Laser heat-source implementation
The laser supplies a certain amount of energy (āQ) to the material. Its energy input was
modelled by adding a volumetric source term Sq to the energy equation (equation (3.3))
in cells at the gas-metal interface. The surface deformations affect the total energy input
to the material [23]. This effect is generally not considered in numerical simulations of
melt pool behaviour. To investigate the influence of surface deformations, five different
methods for the heat-source implementation were considered.

5.3.1. Case 1: ignoring the effect of surface deformations
In this case, the heat source model is defined as

Sq =


āQ

πr 2
b

‖∇φ‖ 2ρ cp(
ρ cp

)
g +

(
ρ cp

)
m

, if r ≤ rb

0, otherwise

(5.1)
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where, r is radius defined as
√

x2 + y2, and subscripts ‘g’ and ‘m’ indicate gas or metal re-
spectively. This method is the most common method in modelling melt-pool surface oscil-
lations without having a deep penetration (keyhole formation) (see for instance, [24, 25]).
However, variations in the total energy input caused by a change in melt-pool surface
shape, through changes in ‖∇φ‖, causing

Ð
∀

Sq dV to differ from āQ, are an inherent

consequence of using this method. Additionally, every segment of the melt-pool surface
is exposed to the same amount of energy input regardless of the local surface orientation.

5.3.2. Case 2: heat source adjustment
To conserve the total energy input, an adjustment coefficient ξ is introduced to the heat
source model as follows:

Sq =


ξ āQ

πr 2
b

‖∇φ‖ 2ρ cp(
ρ cp

)
g +

(
ρ cp

)
m

, if r ≤ rb

0, otherwise

(5.2)

where, ξ is evaluated at the beginning of every time-step and is defined as

ξ= āQÐ
∀

Sq dV
, (5.3)

where, ‘∀’ indicates the computational domain. Utilising this technique for welding
simulations has already been reported in the literature (see for instance, [15, 16, 23, 26]).
Variations in energy absorption with deformations of the melt-pool surface are, however,
not taken into consideration with this method.

5.3.3. Case 3: heat source redistribution
In this case, the energy flux was redistributed over the melt-pool surface assuming the en-
ergy absorption is a function of the local surface orientation. Accordingly, the local energy
absorption is a maximum where the surface is perpendicular to the laser beam and is
a minimum where the surface is aligned with the laser beam [27, 28]. This represents
a simplified absorptivity model based on the Fresnel’s equation [29] and is expressed
mathematically, assuming the laser rays are parallel and in the z-direction, as follows:

Sq =


āQ

πr 2
b

‖∇φ‖ 2ρ cp(
ρ cp

)
g +

(
ρ cp

)
m

∣∣∣∣∇φ [z]

‖∇φ‖
∣∣∣∣ . if r ≤ rb

0. otherwise

(5.4)

The total energy input is not necessarily conserved with this method.

5.3.4. Case 4: heat source adjustment and redistribution
Utilising the same technique introduced in Case 2, the heat source model in Case 3 was
adjusted to guarantee that total energy input is conserved. Hence, the heat source model
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is defined as

Sq =


ξ āQ

πr 2
b

‖∇φ‖ 2ρ cp(
ρ cp

)
g +

(
ρ cp

)
m

∣∣∣∣∇φ [z]

‖∇φ‖
∣∣∣∣ . if r ≤ rb

0. otherwise

(5.5)

5.3.5. Case 5: flat non-deformable free surface
In this case, the surface is assumed to remain flat. Thermocapillary shear stresses caused
by a non-uniform temperature distribution on the gas-metal interface are applied as
a boundary condition, hence modelling the gas phase is not required. Consequently,
the total energy absorbed by the surface is fixed in this method. The boundary conditions
are described in section 5.4.

Table 5.2 presents a summary of the cases considered in the present chapter.

Table 5.2: Summary of the cases studied and the features included in the model for each case.

Name Deformable free surface Heat source adjustment Heat source redistribution

Case 1 Yes No No
Case 2 Yes Yes No
Case 3 Yes No Yes
Case 4 Yes Yes Yes
Case 5 No No No

5.4. Boundary conditions
The bottom and lateral surfaces of the metal part were modelled to be no slip walls, but
in fact they remain solid during the simulation time. At the boundaries of the gas layer
above the metal part, a constant atmospheric pressure was applied (i.e. p = 101.325kPa)
allowing air to flow in and out of the domain. The outer boundaries of the computa-
tional domain were modelled as adiabatic since heat losses through these boundaries are
negligible compared to the laser power [13].

For Case 5, in which no gas layer is modelled explicitly, a thermocapillary shear-
stress was applied as a boundary condition in the molten regions of the top surface. In
the irradiated region on the material top-surface, a constant uniform heat flux was applied,
while outside of this region the surface was assumed to be adiabatic [18]. The thermal
and thermocapillary shear-stress boundary conditions were defined, respectively, as

k
∂T

∂n
=


āQ

πr 2
b

, if r ≤ rb

0, otherwise

(5.6)

and

−µ∂ut

∂n
= dγ

dT

∂T

∂t
, (5.7)
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where, ut is the tangential velocity vector, and t the tangential vector to the top surface.

5.5. Numerical procedure
The model was developed within the framework of the proprietary computational fluid
dynamics solver ANSYS Fluent [30]. The laser heat source models and the thermocapillary
boundary conditions as well as the surface-tension model were implemented through
user-defined functions. After performing a grid independence study (results are presented
in figure 5.2 and table 5.3), a grid containing 8.6×105 non-uniform hexahedral cells was
utilised to discretise the computational domain. Minimum cell spacing was 2×10−5 m
close to the gas-metal interface and 3×10−5 m in the melt pool central region. Cell sizes
gradually increase towards the domain outer boundaries. The computational domain em-
ployed in the numerical simulations is shown in figure 5.3. The diffusion and convection
terms in the governing equations were discretised using the central-differencing scheme
with second order accuracy. For the pressure interpolation, the PRESTO scheme [31] was
used. Pressure and velocity fields were coupled employing the PISO scheme [32]. An ex-
plicit compressive VOF formulation was utilised for the spatial discretisation of the gas-
metal interface advection [33]. The transient advection terms were discretised using a first
order implicit scheme. To obtain a Courant number (Co = ‖u‖∆t/∆x) less than 0.25, with
velocity magnitudes up to O(1)ms−1, the time-step size was set to 10−5 s. Each simula-
tion was executed in parallel on 40 cores (Intel Xeon E5-2630 v4) of a high-performance
computing cluster. Scaled residuals of the energy, momentum and continuity equations
of less than 10−10, 10−8 and 10−7 respectively, were defined as convergence criteria.

Table 5.3: The influence of computational cell size on predicted melt pool size.

Minimum cell spacing Total number of cells Melt pool width Melt pool depth

60µm 5.5×105 4.89mm 1.09mm
20µm 8.6×105 4.88mm 0.96mm
10µm 2.1×106 4.88mm 0.95mm
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Figure 5.2: The effect of cell spacing on temperature variations predicted at the melt pool cen-
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this chapter.
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Figure 5.3: The computational grid employed for the calculations reported in this chapter. Regions
highlighted in blue show the gas layer above the base material.

5.6. Results and Discussion
5.6.1. The influence of heat source adjustment
When accounting for surface deformations, the volume-of-fluid (VOF) method developed
by Hirt and Nichols [14], based on a Eulerian formulation, is the most common method
for modelling the melt pool behaviour. In this diffuse boundary method, the interfacial
forces and the energy fluxes applied on the melt-pool surface are treated as volumetric
source terms in the surface region, instead of imposing them as boundary conditions.
In this approach, however, the fact that surface deformations lead to temporal and spa-
tial variations of the free surface boundary conditions, as remarked by Meng et al. [15]
and Wu et al. [16], is often neglected. The results reported by Choo et al. [17] suggest that
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variations in power-density distribution and changes in free-surface profile can affect
molten metal flow in melt pools and its stability. In this section, the influence of applying
each of the five different approaches to model the laser heat source (described as Cases
1–5 in section 5.3) on the melt pool behaviour is discussed. In these simulations, no en-
hancement factor, as introduced in the previous section, was employed since it is ad hoc
and has little justification in physical reality.

The energy flux distribution over the melt-pool surface determines the spatial temper-
ature distribution and its temporal variations. Due to the temporal changes in the surface
shape, the total energy absorbed by the material in Case 1 varies between 491.4W and
538.1W, with a median value of 515.7W, which differs from the total energy supplied by
the laser āQ = 500.5W. This issue is resolved by utilising a dynamic adjustment coeffi-
cient in Case 2, while the relative energy flux distribution remains unchanged. However,
the results reported by Courtois et al. [34] and Bergström et al. [35] showed that the energy
flux distribution varies with surface deformation during a laser melting process. When
surface deformations are too small to cause multiple reflections, redistributing the energy
flux over the free surface results in a better input energy conservation as obtained in
Case 3. The total energy absorbed by the material in Case 3 ranges between 482.6W and
532.3W, with a median value of 503.8W. By further introducing an adjustment coeffi-
cient (equation (5.3)), the absorbed energy can be made to exactly match the supplied
laser power āQ. Finally, for the most simple approach without any surface deformations
(i.e. Case 5), the total absorbed energy exactly matches the supplied laser power and
remains unchanged in time.

The variations of temperature distribution over the melt-pool surface over time deter-
mine the thermocapillary driven flow pattern and melt-pool shape, as shown in figure 5.4.
An unsteady, asymmetric, outwardly directed fluid flow emanating from the pool centre
is found for all 5 cases. Flow accelerates towards the pool rim, where it meets inwardly
directed fluid flow from the rim, due to the change of sign of

(
∂γ/∂T

)
at a certain pool

temperature (see figure 3.2). Close to the region where these two flows meet, velocity
magnitudes are high due to the large thermocapillary stresses generated by the steep tem-
perature gradients, in contrast to the low flow velocities in the central region of the pool
surface. Interactions between these two opposing flows, and their interactions with the fu-
sion boundary, cause the fluid flow inside the melt pool to be asymmetric and unstable
[13], leading to a distorted melt-pool shape.

Melt-pool surface temperatures are roughly 7%–16% higher when surface deforma-
tions are taken into consideration (Cases 1–4), compared to flat surface simulations
(Case 5). Temperature gradients over the melt-pool surface are also on average larger
in Case 1–4 (with a deformable surface) and particularly in Case 2–4 (with heat source
adjustment and/or redistribution), compared to Case 5 (with a non-deformable surface).
Consequently, local fluid velocities caused by thermocapillary stresses are almost 25%
higher for Case 1–4, compared to those of Case 5, and are of the order of 0.6ms−1, in
reasonable agreement with experimental measurements performed by Aucott et al. [8]
and estimated values from the scaling analyses reported by Oreper and Szekely [2], Rivas
and Ostrach [36] and Chakraborty and Chakraborty [37].

Free surface deformations have a destabilising effect on the melt pool due to the aug-
mentation of temperature gradients over the melt-pool surface, leading to higher ther-
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Figure 5.4: Contours of temperature and the velocity vectors on the melt pool free surface at two
different time instances for Case 1, 4 and 5. Coordinates are non-dimensionalised using the laser-
beam radius rb as the characteristic length scale.

mocapillary stresses [38]. Additionally, the stagnation region, where the sign of
(
∂γ/∂T

)
and thus thermocapillary flow direction change, is sensitive to small spatial disturbances
and further enhances melt pool instabilities. Furthermore, variations in magnitude and
direction of velocities can cause rotational and pulsating fluid motions, leading to cross-
cellular flow patterns with a stochastic behaviour in the melt pool [12, 39].

All such flow instabilities reinforce unsteady energy transport from the melt pool to
the surrounding solid material, resulting in continuous melting and re-solidification of
the material close to the solid-liquid boundary. This complex interplay leads to the melt-
pool surface width for Case 5 to be 23% smaller than that for Case 1, and 10% smaller
than for Case 2–4. The higher amount of heat absorbed by the deformed free-surface in
Case 1, and the enhanced convective heat transfer in Case 1–4, are the main causes for
the observed pool size differences.

To investigate the rotational fluid motion, the spatially-averaged angular momentum
over the melt-pool surface (L ) about the z-axis (i.e. the axis of rotation) with respect to
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the origin O(0,0,0) is calculated as follows:

L (t ) = 1

A

Ï
free surface

ẑ · (r×u)dA, (5.8)

where, ẑ is a unit vector in the z-direction, r the position vector, u the velocity vector and
A the area of gas-metal interface. Figure 5.5 shows the temporal variations of angular
momentum over the melt-pool surface as a function of time. Positive values of the angular
momentum in figure 5.5 show a clockwise flow rotation, and negative values show anti-
clockwise rotation. Kidess et al. [13] applied a similar approach to investigate rotational
fluid motion over a flat non-deformable melt-pool surface. Continuous fluctuations in
the sign of angular momentum indicate an oscillatory rotational fluid motion in the pool
that is indeed self-excited. In Case 1–4, flow pulsations start to take place after roughly
1s and continue thereafter. This is not however valid for Case 5, where flow pulsations
start to occur already after about 0.1s, and a clockwise rotation is established after 1.8s,
which lasts for roughly two seconds. These instabilities in the flow field are attributed to
a large extent to the interactions between the two opposing flows meeting at the melt-pool
surface [13, 40], and to a lesser extent the effects of hydrothermal waves [41, 42].
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Figure 5.5: Variations of the averaged angular momentum over the melt-pool surface over a time
period of 4s for (a) Case 1, (b) Case 2, (c) Case 3, (d) Case 4 and (e) Case 5. Unfiltered data: grey lines,
Moving average of the data over 0.05 s: dashed blue lines. L > 0 indicates a clockwise rotation.

Free surface deformations evolve rapidly because of the thermocapillary stresses act-
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ing on the melt-pool surface and are shown in figure 5.6 at three different time instances.
Free surface deformations are smaller and less intermittent in Case 1 compared with
Case 2–4. This is due to the smaller thermocapillary stresses and the wider stagnation
region, which makes the surface flow field less sensitive to spatial disturbances. Addition-
ally, the Capillary number (Ca =µ‖u‖/γ), which represents the ratio between viscous and
surface-tension forces and which isO(10−3) for all the cases studied in the present chapter,
appears to be larger in Case 2–4 (Ca ≈ 2.5×10−3) compared with Case 1 (Ca ≈ 1.5×10−3),
particularly in the central region of the melt-pool surface. Redistributing the energy flux
based on the free surface profile (Case 3 and 4) disturbs the temperature field locally and
thus the velocity distribution over the melt-pool surface.

Fluid flow may influence the energy transport and associated phase change signifi-
cantly during laser melting [7], which can be assessed through the Péclet number; that is,
the ratio between advective and diffusive heat transport, defined as follows:

Pe = D‖u‖ρcp

k
, (5.9)

where, D is a characteristic length scale, here chosen to be rb. The value of the Péclet
number is much larger than one (Pe =O(102)), which indicates a large contribution of
advection to the total energy transport, compared with diffusion.

The predicted melt-pool depth is shown in figure 5.7 at two different time instances.
When surface deformations are taken into account (Case 1–4), the predicted melt-pool
shape is shallow, with its maximum depth located in the central region and its largest
width at the surface. When the surface is assumed to be non-deformable (Case 5), on
the other hand, the depth profile of the melt-pool resembles a doughnut-shaped, with its
maximum width located below the gas-metal interface. The predicted fusion boundaries
of all the cases presented in this chapter are asymmetric and unstable. Flow instabilities
in the melt pool increase when surface deformations are taken into account, which
enhance convection in the pool resulting in a smooth melt-pool depth profile. Variations
in the melt-pool shape for Case 5 are less conspicuous compared to those for Case 1–4
because of the smaller fluctuations in the fluid flow field.

To understand the three-dimensional oscillatory flow behaviour, three monitor-
ing points were selected over the melt-pool surface in different non-azimuthal direc-
tions p1

(
x∗, y∗) = (5/7,0), p2

(
x∗, y∗) = (5/7,5/7) and p3

(
x∗, y∗) = (0,5/7) in addition

to a point p4
(
x∗, y∗) = (0,0) on the melt-pool surface, in which x∗ and y∗ are non-

dimensionalized with the laser beam radius rb. Temperature signals, recorded from
the monitoring point p4, and the corresponding ‘fast Fourier transform’ (FFT) [43] fre-
quency spectra are shown in figure 5.8. In the presence of surface deformations (Case 1–
4), self-excited temperature fluctuations, initiated by numerical noise, grow and reach
a quasi-steady state after about 1 s. Without surface deformations (Case 5), on the other
hand, the amplitudes of temperature fluctuations remain very small. In Case 1, where
surface deformations are taken into account, the temperature fluctuations with large
amplitudes have a fundamental frequency of f0 ≈ 22Hz, with harmonics at f1 ≈ 2 f0

and f2 ≈ 3 f0. Irregular patterns appear in the spectrum of temperature fluctuations for
Case 2–4, showing a highly unsteady behaviour that results from the enhancement of
thermocapillary stresses and the variations in energy flux distribution.
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Figure 5.6: Contours of melt pool free surface deformation at three different time instances for
(a) Case 1, (b) Case 2, (c) Case 3, and (d) Case 4. Coordinates are non-dimensionalised using
the laser-beam radius rb as the characteristic length scale. Positive and negative values of z indicate
surface depression and elevation, respectively.
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Figure 5.7: Contours of melt-pool depth at t = 3.98 and 4.00s for Case 1, 4 and 5. Coordinates are
non-dimensionalised using the laser-beam radius rb as the characteristic length scale. The orange
circular line shows the melt pool boundary at its top surface.

Temperature signals recorded from monitoring points p1, p2 and p3 in the time
interval of 2–3s are shown in figure 5.9. The data for Case 1 indicate that the thermal and
fluid flow fields are dominated by a pulsating behaviour. This is also valid for Case 4 up
to roughly 2.5s; however, after 2.5s modulation of temperature fluctuations takes place,
which is probably due to changes in temperature gradients, melt pool size and the complex
interactions between vortices generated inside the melt pool. Similar behaviour was
observed for Case 2 and 3 (not shown here). The amplitudes of temperature fluctuations
appear to be smaller for Case 5 compared to the other cases and show an irregular
behaviour, revealing complex unsteady flow in the melt pool.
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5.6.2. The effects of employing temperature-dependent properties
In this section, the effects of employing temperature-dependent properties on numerical
predictions of thermal and flow fields as well as the melt-pool shape using two different
heat source models (Case 1 and 4) are reported. Temperature-dependent properties for
the metallic alloy considered in the present study (S705) are given in table 5.4, where
the values are estimated by analogy with the values for iron-based alloys [44]. Temper-
ature distribution over the melt-pool surface and free-surface flow after 5s of heating
are shown in figure 5.10 for both temperature-dependent and temperature-independent
thermophysical properties. Melt-pool surface temperatures predicted using temperature-
independent properties are about 1–6% lower than those predicted using temperature-
dependent properties. This is mainly attributed to the changes in the thermal diffusivity(
α= k/

(
ρcp

))
of the molten material. The thermal conductivity of the molten material

changes from 21.8Wm−1 K−1 at T = 1620K to 33.4Wm−1 K−1 at T = 2700K. Hence, the av-
erage thermal diffusivity of the molten material obtained from a temperature-dependent
model is about 10% lower than that estimated using temperature-independent prop-
erties. The fluid velocities are roughly 15–32% lower when temperature-independent
properties are employed, compared to those predicted using temperature-dependent
properties, which is due to the decrease in the viscosity of the molten material at elevated
temperatures. With an increase in temperature, the thermal conductivity of the molten
metal increases and the viscosity of the molten metal decreases, resulting in a reduction
of momentum diffusivity and enhancement of thermal diffusivity and thus reduction of
the Prandtl number

(
Pr = cpµ/k

)
. Although the heat source models affect the thermal and

flow fields in the melt pool, it is found that the numerical predictions are less sensitive
to the heat source models when temperature-dependent properties are employed for
the cases studied here. However, it should be noted that for the cases where surface
deformations are larger, the effects of heat source adjustment on numerical predictions
become critical, as discussed in section 5.6.1.

Table 5.4: Temperature-dependent thermophysical properties of the Fe–S alloy used in the present
study. Values are estimated by analogy with the values for iron-based alloys [44].

Property Fe–S alloy Unit

Density ρ 8100 kgm−3

Specific heat capacity cp 627 (solid phase) Jkg−1 K−1

723.14 (liquid phase)
Thermal conductivity k 8.8521+0.0114 ·T (solid phase) Wm−1 K−1

4.5102+0.0107 ·T (liquid phase)
Viscosity µ 0.0659−7×10−5 ·T +3×10−8 ·T 2 −3×10−12 ·T 3 kgm−1 s−1

Latent heat of fusion Lf 250800 Jkg−1

Thermal expansion coefficient β 2×10−6 K−1

Liquidus temperature Tl 1620 K
Solidus temperature Ts 1610 K

Changes in the material properties with temperature affect thermal and flow fields
in the melt pool, resulting in changes in the predicted melt-pool shape, as shown in
figure 5.11. When temperature-dependent properties are employed, the melt-pool depth
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Figure 5.10: Contours of temperature and the velocity vectors on the melt pool free surface after
5s of heating predicted using the heat source models Case 1 and 4 with temperature-dependent
(table 5.4) and temperature-independent (table 5.1) material properties. Coordinates are non-
dimensionalised using the laser-beam radius rb as the characteristic length scale.

is significantly larger (about 36–74%) than that predicted using temperature-independent
properties.

Temperature signals recorded from the monitoring point p4 and the corresponding
frequency spectra are shown in figure 5.12. Temperature signals received from the moni-
toring point p4 are almost in the same range and vary between 2320K and 2820K. Em-
ploying temperature-dependent properties affects the frequency spectra of fluctuations,
however the amplitude of fluctuations remains almost unaffected. The results presented
in figure 5.12 indicate that adjusting the heat source dynamically during simulations can
result in a decrease in the amplitude of temperature fluctuations, however its effect on
the frequency spectrum is insignificant.
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Figure 5.12: The influence of employing temperature-dependent material properties on tempera-
ture signals received from the melt pool and the corresponding frequency spectra. (a) Temperature
signals recorded from the monitoring point p4 located at

(
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and (b) the corresponding frequency spectra. Temperature signals in the period of 1 to 5s are
employed for FFT analysis.
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5.6.3. The effects of the enhancement factor

In section 3.6 it was mentioned that, in many simulation studies reported in the literature,
the thermal conductivity and viscosity of the liquid metal were artificially increased by
a so-called ‘enhancement factor’ e, in order to obtain better agreement between experi-
mental and simulated post-solidification melt-pool shapes. Numerical studies carried out
by De and DebRoy [45, 46, 47] showed that the values reported for the enhancement fac-
tor in the literature depend greatly on operating conditions and range from 2 to 100 (see
for instance, [48–51]), however values between 2 and 10 are most often employed. The ef-
fects of the enhancement factor e on thermal and fluid flow fields in molten metal melt
pools as well as the melt-pool shape can be found in [19, 52, 53], thus are not repeated here.
Focusing on Case 4 in which free surface deformations are accounted for, the influence of
the enhancement factor on the oscillatory flow behaviour is investigated. Temperatures
recorded from the monitoring point p4 and the temperature fluctuation spectra are shown
in figure 5.13. Temperatures and the amplitudes of fluctuations reduce when increasing
the enhancement factor. The contribution of diffusion in total energy transport increases
with increasing enhancement factor, which results in a reduction of temperature gradients
and therefore thermocapillary stresses generated over the melt-pool surface. The reduced
thermocapillary stresses in addition to the enhanced viscosity of the molten metal lead to
a reduction of fluid velocities that decrease convection in the melt pool further, which
significantly affects the fluid flow structure. Increasing the enhancement factor e to 2.5
results in relatively deeper melt pool with a corresponding reduction of the fundamental
frequency of fluctuations. Using higher values of the enhancement factor e, the melt-pool
shape approaches a spherical-cap shape and the frequency spectrum becomes rather
uniform with small amplitude fluctuations.
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Figure 5.13: (a) Temperature signals recorded from the monitoring point p4
(
x∗, y∗

) = (0,0) on
the melt-pool surface and (b) the corresponding frequency spectra for different values of the en-
hancement factor e. Temperature signals in the period of 1 to 4s are employed for FFT analysis.
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5.7. Conclusions
Molten metal melt pool behaviour during a laser spot melting was studied to investigate
the influence of dynamically adjusted energy flux distribution on thermal and fluid flow
fields using both deformable and non-deformable gas-metal interfaces.

For the material and laser power presented here, self-excited flow instabilities arise
rapidly and fluid flow inside the melt pool is inherently three-dimensional and unstable.
Flow instabilities in the melt pool have a significant influence on solidification and
melting by altering the thermal and fluid flow fields. Free surface deformations, even
small compared to the melt pool size, can significantly influence the fluid flow pattern
in the melt pool. When in the numerical simulations the gas-metal interface is assumed
to remain flat and non-deformable, lower temperatures with smaller fluctuations were
found in comparison to those of the cases with a deformable interface, which results
in a different melt-pool shape. Taking the surface deformations into account leads to
erratic flow patterns with relatively large fluctuations, which are caused by the intensified
interactions between vortices generated in the melt pool resulting from the augmented
thermocapillary stresses. When surface deformations are taken into account, various
tested methods for adjusting the absorbed energy flux resulted in smaller melt-pool
sizes compared to those without an adjustment. However, the melt pool behaves quite
similarly for various adjustment methods studied in the present chapter. It should be
noted that the utilisation of temperature-dependent properties can enhance the accuracy
of numerical predictions in simulations of molten metal flow in melting pools; however,
the results presented here show the importance of employing a physically-realistic heat-
source model that is also applicable if temperature-dependent properties are employed.

Although the enhancement factors are widely used to achieve agreement between
numerically predicted melt-pool sizes and solidification rates with experiments, they do
not represent the physics of complex transport phenomena governing laser spot melting.
The use of an enhancement factor can significantly affect the numerical predictions of
melt pool oscillatory behaviour.
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6
Melt Pool Behaviour in

Moving Laser Melting:
The Effects of Laser Characteristics

The absorptivity of a material is a major uncertainty in numerical simulations of laser welding and
additive manufacturing, and its value is often calibrated through trial-and-error exercises. This
adversely affects the capability of numerical simulations when predicting the process behaviour and
can eventually hinder the exploitation of fully digitised manufacturing processes, which is a goal of
“industry 4.0". In the present work, an enhanced absorption model that takes into account the effects
of laser characteristics, incident angle, surface temperature, and material composition is utilised
to predict internal heat and fluid flow in laser melting. Employing such an absorption model is
physically more realistic than assuming a constant absorptivity and can reduce the costs associated
with calibrating an appropriate value. High-fidelity three-dimensional numerical simulations were
performed using both variable and constant absorptivity models and the predictions compared
with experimental data. The results of the present work unravel the crucial effect of absorptivity on
the physics of internal flow in laser material processing. The difference between melt-pool shapes
obtained using fibre and CO2 laser sources is explained, and factors affecting the local energy
absorption are discussed.

The contents of this chapter have been published in Materials & Design, 2022, 214, 110385,
DOI: 10.1016/j.matdes.2022.110385.
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6.1. Introduction

L aser-beam melting of metallic substrates forms the basis of many advanced fusion-
based manufacturing processes (such as laser welding, laser cladding, laser metal

deposition (LMD), and selective laser melting (SLM)) and has brought new perspectives
on advancement of materials processing and manufacturing of high-integrity products.
Successful adoption of laser-beam melting in real-world engineering applications requires
finding processing windows within which the product quality should meet the intended
standards [1]. However, determining the processing window through trial-and-error ex-
periments is challenging and involves significant costs due to the large number of process
parameters and the coupling between various physical phenomena. Simulation-based
approaches have been recognised as a promising alternative to costly and time-inefficient
experiments and can be utilised to reduce the costs of design-space exploration [2, 3].
Moreover, numerical simulations can enhance our understanding of the complex trans-
port phenomena in laser material processing that are not easily accessible through exper-
iments [4, 5].

Successful adoption of simulation-based approaches for process development and
optimisation relies predominantly on adequate modelling of various physical phenomena
that occur during laser melting (e.g. laser-matter interaction, heat and fluid flow, and solid-
liquid phase transformation) [6]. Assumptions made to develop computational models
often affect their reliability, accuracy and performance in predicting and describing
the process behaviour. For instance, studies suggest that melt-pool surface deformations
affect power-density distribution, leading to changes in the thermal field, Marangoni flow
pattern and the melt-pool shape [7–9]. Conversely, previous investigations [10–13] have
shown a considerable influence of laser characteristics and power-density distribution on
molten metal flow behaviour in laser welding and additive manufacturing. Thus, there
seems to be an important bi-directional coupling between laser power-density distri-
bution and melt-pool behaviour. Neglecting such effects in numerical simulations of
laser-beam melting can negatively affect the quality of numerical predictions of thermal
fields, microstructures and properties of the product [8, 14]. Moreover, assumptions
made to develop a computational model may necessitate the incorporation of unphysical
tuning parameters to obtain agreement between numerical and experimental data [8, 15].
This can reduce the model reliability for design-space explorations since a change in
process parameters or material properties may require recalibrating the tuning parame-
ters [16, 17]. Understanding the influence of such assumptions on numerical predictions
is therefore essential and can guide the modelling efforts to enhance the current numeri-
cal simulations.

Absorption of laser-energy, energy-density distribution and its variation over time are
critical components influencing the modelling of laser-beam melting [18] and depend on
a variety of process parameters including the characteristics of the laser system (e.g. laser
intensity and wavelength), thermophysical properties of the material, surface roughness
and chemistry, and interactions of the melt-pool surface with the laser beam [19–21]. In
the majority of previous studies on laser-beam melting, the absorption of laser energy is
assumed to be constant [13], neglecting the unsteady interactions between laser-beam
and material surface [22]. Studies have shown that changes in melt-pool surface mor-
phology and temperature can affect the local absorptivity of the material [10, 23–25].
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The Fresnel absorption model [26], which is commonly employed in numerical simula-
tions of laser melting (particularly when the ray-tracing method is used), accounts for
the effects of laser-beam incident angle and material refractive index, but neglects the tem-
perature dependence of material absorptivity [20]. In laser melting of metallic substrates,
the material often experiences large changes in temperature that can significantly affect
the thermophysical properties of the material, including the material absorptivity [27, 28].
Moreover, the complex molten metal flow in melt-pools continuously disturbs temper-
ature distribution over the surface [8], affecting the local absorptivity of the material.
The Fresnel model cannot reflect the variation of local energy absorption that occurs due
to changes in melt-pool surface temperature [12, 29, 30]. Hence, the Fresnel model cannot
describe variations in material absorptivity with sufficient accuracy, particularly in cases
where the melt-pool surface deformations are small compared to the melt-pool depth
(for instance, laser cladding, conduction-mode laser welding and laser metal deposition).

Realising that in practical applications the laser type is not a control parameter, as
commercial machines come with a fixed laser type, the present work focuses on un-
derstanding the influence of laser characteristics on complex heat and molten metal
flow in laser-beam melting. Such an understanding allows us to explain, for example,
the difference between melt-pool shapes obtained using fibre transmissible and CO2
lasers (i.e. the most widely employed lasers for industrial applications). High-fidelity
three-dimensional numerical simulations are performed using an enhanced laser-beam
absorption model that takes into account the effects of laser characteristics, surface
temperature, incident angle and base-material composition. The results obtained using
the enhanced absorption model for different laser systems and laser powers are com-
pared with those obtained using a constant absorptivity and factors affecting the local
energy absorption are discussed. Additionally, experiments are reported for different
laser powers to validate the melt-pool shapes predicted using the present computational
model. The results and discussions provided in the present work guide the modelling
efforts to improve simulations of fusion-based welding and additive manufacturing.

6.2. Problem description
As shown in figure 6.1, a moving laser beam is employed to locally heat and melt the sub-
strate that is made of a stainless steel alloy (AISI 316L) and is initially at an ambient
temperature of 300K. The gas layer above the plate is included in simulations to track
the motion of the gas-metal interface. The influence of laser characteristics on melting of
a metallic substrate is studied numerically for fibre and CO2 lasers, whose wavelengths
differ by a factor of 10. The laser beam is perpendicular to the substrate surface and has
a Gaussian intensity profile.

Three batches of three-dimensional numerical simulations are executed for different
laser types and powers using both constant and variable absorptivity models to describe
the complex thermal and fluid flow fields in the melt pool. For cases where the absorp-
tivity is assumed to be constant, different values of the absorptivity are examined, as
reported in table 6.1. The dimensions of the computational domain defined in a Cartesian
coordinate system, and the boundary conditions applied to the outer boundaries, are
shown in figure 6.1. Heat input from the laser, heat losses due to convection, radiation and
vaporisation, as well as forces acting on the melt pool (i.e. Marangoni shear force, capillary
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Figure 6.1: Schematic of laser melting, dimensions of the computational domain and the mathemat-
ical expressions used for the boundary conditions. Parts of the gas layer are clipped for visualisation.

force, and recoil pressure) are implemented in the simulations by adding source and sink
terms to the governing equations, as described in section 3.2.1. Although the thermal
buoyancy force is often negligible compared with Marangoni force in driving the molten
metal flow in laser melting [8], a variable density model is employed in the present work to
account for thermal buoyancy force as well as the solidification shrinkage. Temperature-
dependent material properties are employed for both the solid and the molten metal in
the present numerical simulations and the values are reported in table 6.2 and figure 6.2.
The values for the surface tension are estimated using an empirical correlation proposed
by Sahoo et al. [31], which takes the influence of surfactants (i.e. sulphur) into account
(see section 3.4 and figure 3.2). Although the properties of argon are also temperature-
dependent, they have been assumed to be constant in the present work for the sake of
simplicity, see table 6.2. This assumption is made based on the fact that the density,
viscosity and thermal conductivity of argon are very small compared to those of the metal,
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therefore variations of those gas properties with temperature have negligible influence
on the numerical predictions [32].

Table 6.1: Summary of the process parameters studied in the present work.

Parameter Batch 1 Batch 2 Batch 3

Laser type CO2 laser Nd:YAG laser Fibre laser a

Laser power P [W] 900–2100 (interval: 300) 500–900 (100) 200

Wavelength λ [m] 1.060×10−5 1.064×10−6 1.070×10−6

Constant absorptivity a [–] 0.10–0.14 (2) and 0.18 0.3–0.4 (5) 0.3–0.4 (5)

Travel speed V [ms−1] 10−2 10−2 1.5

Spot size (D4σ) db [m] 2×10−3 2×10−3 1.1×10−4

Interaction time ti = db/V [s] 0.2 0.2 7.3×10−5

a continuous wave fibre laser (YLR-500-AC, IPG Photonics) [1]

Table 6.2: Material properties employed in the present work.

Property Stainless steel (AISI 316L) Gas (argon)

Density ρ [kgm−3] see figure 6.2 1.623
Specific heat capacity cp [Jkg−1 K−1] see figure 6.2 520.64
Thermal conductivity k [Wm−1 K−1] see figure 6.2 1.58×10−2

Dynamic viscosity µ [kgm−1 s−1] see figure 6.2 2.12×10−5

Molar mass M [kgmol−1] 5.58×10−2 3.9948×10−2

Latent heat of fusion Lf [Jkg−1] 2.7×105 –
Latent heat of vaporisation Lv [Jkg−1] 7.45×106 –
Solidus temperature Ts [K] 1658 –
Liquidus temperature Tl [K] 1723 –
Boiling temperature Tb [K] 3086 –
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Figure 6.2: Temperature-dependent properties of stainless steel 316L. (a) density [33], (b) specific
heat capacity [34], (c) thermal conductivity [34], (d) electrical resistivity [35], and (e) dynamic
viscosity [33].

6.3. Numerical procedure
The present numerical simulations were constructed on the foundation of a proprietary
flow solver, ANSYS Fluent [36]. User-defined functions (UDFs) programmed in the C
programming language were developed to implement the absorptivity model, source and
sink terms in the momentum and energy equations as well as the surface tension model
in the simulations. Hexahedral cells were used to discretise the computational domain
with minimum cell spacing of 50µm for cases in batch 1 and 2 (CO2 and Nd:YAG welds),
and 3µm for cases in batch 3 (continuous wave fibre laser welds), as shown in figure 6.3.
These cell spacings result in at least 35 cells in the melt pool region along its width, which
is sufficient to achieve grid independent results [3, 8, 9, 37]. Accordingly, the total number
of computational cells is about 1.2×106 for cases in batch 1 and 2, and about 1.0×106 for
cases in batch 3.

The central differencing scheme with second-order accuracy and a first-order im-
plicit scheme were employed for spatial discretisation and time marching respectively.
A fixed time-step size ∆t was used in the simulations and its value was chosen sufficiently
small (10−8 s <∆t < 10−5 s) to achieve a Courant number (Co = ‖u‖∆t/∆x) less than 0.2.
The PRESTO (pressure staggering option) scheme [38] was used for the pressure inter-
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Figure 6.3: The computational meshes employed in the present work.

polation, and the PISO (pressure-implicit with splitting of operators) scheme [39] was
used to couple velocity and pressure fields. An explicit compressive VOF method [40]
was employed to formulate the advection of the scalar field φ. Each simulation was run
in parallel on 16 cores (AMD EPYC 7452) of a high-performance computing cluster with
256GB memory.

6.4. Experimental setup and procedure
The experimental setup employed in the present work is shown in figure 6.4. An Yb:YAG
disk laser (Trumpf TruDisk 10001) that was connected to a fibre with a core diameter
of 6×10−4 m was employed. The fibre transports the laser light towards the focusing
optics (Trumpf BEO D70), consisting of a 200mm collimator and 400mm focusing lens.
The focusing optics are mounted to a 6-DOF robot (ABB IRB-2600M2004). Using this
setup, a laser spot with a diameter of 1.2mm and a top-hat power-density distribution
was produced (see figure 6.4(b)). Melting tracks with a length of 80mm were made on
an AISI 316L plate with dimensions of 250mm×100mm×10mm. The travel speed was set
to 20mms−1. The melt pool was protected from oxidation during the process using argon
gas at a flow rate of about 20l/min. Each experiment was repeated at least three times to
ensure that the results are reproducible. The samples were cut transversely, polished and
etched to capture macrographs using a digital microscope (Keyence VHX 7000). A solution
of 100ml HCl, 100ml H2O and 10ml NHO3 with a temperature of about 310K was used
for etching the samples.
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Figure 6.4: (a) The experimental setup employed in the present work. (b) Power-density distribution
produced using the present experimental setup. In subfigure (b), the power-density profile is
normalised with the respective maximum peak, and coordinates are non-dimensionalised using
the laser-beam radius rb.

6.5. Results and discussion
6.5.1. Model validation
The reliability and accuracy of the present computational model are examined by compar-
ing the numerically predicted melt-pool shapes with those obtained from experiments
with different laser systems, laser powers and power-density distributions. To visualise
the melt-pool shapes, cross-sectional macrographs were prepared ex situ after exper-
iments and iso-surfaces of solidus temperature were projected on the x-z plane after
numerical simulations. It should be noted that the numerical results were obtained
using the variable absorptivity model described in section 3.3 without calibration. Fig-
ure 6.5 shows a comparison between the melt-pool shapes obtained from the present
computational model with those obtained from experiments using an Yb:YAG laser
(λ= 1.030×10−6 m) and different laser powers, which indicates a reasonable agreement
(generally less than 5% difference in melt-pool dimensions).

The characteristics of the laser system used in laser melting can affect the absorp-
tivity and hence can change the resulting melt-pool shape. The results of the present
computational model are also benchmarked against the experimental data reported
by Kell et al. [41] for laser melting of a 1mm-thick steel plate using a CO2 laser (λ =
1.060×10−5 m) with the energy-density (E =P/(Vdb)) being set to 120MJm−2, and the re-
sults are shown in figure 6.6. In this case, the deviation between the numerically predicted
and the experimentally measured melt-pool dimensions is less than 2%, demonstrating
the reliability of the present computational model in predicting the melt-pool shape.
The deviation between the numerical and experimental results can be attributed to
uncertainties in modelling temperature-dependent material properties, particularly in
the liquid phase, the assumptions made to develop the present computational model as
well as uncertainties associated with the experimental measurements.
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Figure 6.5: Numerically predicted melt-pool shapes obtained from the present computational
model (left column, regions shaded in pink) compared with the experimental macrographs (right
column, circles and dashed lines). The base material is stainless steel 316L. An Yb:YAG laser
(λ= 1.030×10−6 m) was used, the laser beam had a top-hat power-density distribution, the spot
size db was 1.2mm and travel speed V was set to 20mms−1. The energy-density (E =P/(Vdb))
ranges between 12.5MJm−2 and 29.2MJm−2.

Figure 6.6: Comparison of the melt-pool shapes obtained from the present computational model
(regions shaded in pink) with the experimental measurements of Kell et al. [41] (circles and
dashed line). (a) Circular laser beam with a Gaussian power-density distribution and a spot size
(D4σ) of db = 1.25mm, and (b) Square-shaped laser beam with a top-hat power-density distri-
bution and a spot size of db = 1.25mm. The base material is stainless steel 316L. A CO2 laser
(λ= 1.060×10−5 m) was used and the energy-density (E =P/(Vdb)) was set to 120MJm−2 for both
cases.
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6.5.2. Melt-pool shape and dimensions
To be able to systematically study the effects of laser characteristics and melt-pool surface
deformations on variation of local absorptivity, three batches of simulations are consid-
ered for different laser types. For cases in batch 1 and 2, the power density is too low to
cause significant vaporisation and surface deformations are small compared to the melt-
pool depth. Thus, changes in the absorptivity for a specific laser and material can be
attributed primarily to changes in surface temperature. The laser spot size for the cases in
batch 3 is intentionally chosen smaller than that for the cases in batch 1 and 2 to achieve
high values of power-density, resulting in significant vaporisation of the material and
melt-pool surface deformations compared to its depth. For all three batches, the results
obtained using the enhanced absorption model are compared with those obtained using
a constant absorptivity. Figure 6.7 shows the numerically predicted melt-pool dimensions
obtained for different laser powers using CO2 and Nd:YAG lasers (i.e. cases in batch 1
and 2). The melt-pool dimensions obtained using the variable absorptivity model are
compared with those obtained using different constant values of the absorptivity. For
cases in batch 1 and 2, the power density is too low to cause significant vaporisation
and surface deformations are small compared to the melt-pool depth. Thus, changes in
the absorptivity for a specific laser and material can be attributed primarily to changes in
surface temperature (see figure 3.1).

For the cases where the CO2 laser was employed (figure 6.7(a–c)), melt-pool dimen-
sions predicted using a constant absorptivity between 0.12 and 0.14 seem to agree with
those obtained using the variable absorptivity model. However, the results suggest that
employing a constant absorptivity does not necessarily render all the melt-pool dimen-
sions with the same level of accuracy, which means the results are less reliable with
respect to those obtained using the variable absorptivity model. This can be attributed to
the fact that changes in local energy absorption due to changes in surface temperature,
and changes in total energy absorption over time are both neglected when a constant
absorptivity is employed. Surface temperature in the spot region after reaching a quasi-
steady-state condition for CO2 laser melting with a laser power of P = 2100W ranges
between 1900K and 2650K, resulting in absorptivities that range between 0.130 and 0.136
according to the variable absorptivity model and in agreement with the results shown
in figure 6.7(a–c). Although a good agreement between numerical and experimental
melt-pool dimensions might be achievable using a constant absorptivity model, the use
of a constant absorptivity requires a posteriori fitting of the absorptivity value to the exper-
iments, whereas such a fitting is not required employing the variable absorptivity model
described in section 3.3.

The results shown in figure 6.7 suggest that for a certain set of process parameters,
a lower laser power is required to obtain a melt-pool with similar dimensions using
an Nd:YAG laser with an emission wavelength of λ= 1.064×10−6 m than a CO2 laser with
an emission wavelength of λ= 1.060×10−5 m. This arises because the absorptivity for
a CO2 laser is generally lower than that for an Nd:YAG laser when the incident angle is too
small to affect the absorptivity significantly (θ < 40◦, as is suggested by the data shown
in figure 3.1), which is the case in conduction-mode laser melting. For the cases where
the Nd:YAG laser was employed (figure 6.7(d–f)), using a constant absorptivity of 0.35 can
render the melt-pool dimensions with a reasonable resolution. When an Nd:YAG laser
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Figure 6.7: Melt-pool dimensions obtained from the present computational model using variable
absorptivity (circles) and constant absorptivity (squares) for different laser powers and laser systems
((a–c) CO2 laser (λ= 1.060×10−5 m) and (d–f) Nd:YAG laser (λ= 1.064×10−6 m)). Travel speed V

was set to 10−2 ms−1 for all the cases.

with a laser power of P= 700W is employed, numerically predicted surface temperature
in the spot region after reaching a quasi-steady-state condition ranges between 1900K
and 2600K. For this temperature range, the absorptivity varies between 0.347 and 0.36
according to the variable absorptivity model, and its arithmetic average 0.354 is close to
0.35. Since the melt-pool surface temperature and its distribution are not known a priory
and are significantly influenced by the process parameters as well as the complex internal
molten metal flow, running trial-and-error tests is indispensable to calibrate the value
of constant absorptivity. Running such trial-and-error tests increases the total costs of
computational analyses and such ad hoc calibration often lacks generality.

Figure 6.8 shows the numerically predicted melt-pool shapes obtained using both
variable and constant absorptivity models for a fibre laser with an emission wavelength
of λ = 1.070×10−6 m (i.e. cases in batch 3). The power density for the cases in batch
3 is relatively high, resulting in significant vaporisation of the material and melt-pool
surface deformations compared to its depth. In contrast to the cases in batch 1 and 2,
the absorptivity for the cases in batch 3 are affected by both temperature and incident
angle of the laser beam (see figure 3.1).
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Figure 6.8: Melt-pool shapes obtained from the present computational model for different cases
in batch 3 (fibre laser (λ = 1.070×10−6 m), P = 200W, spot size db = 1.1×10−4 m and travel
speed V = 1.5ms−1). (a) variable absorptivity, (b) constant absorptivity a = 0.30, (c) a = 0.35
and (d) a = 0.40.

The results presented in figure 6.8 show an agreement between the melt-pool dimen-
sions predicted using a constant absorptivity of 0.35 and those obtained using the variable
absorptivity model. For the cases in batch 3, surface temperature in the laser spot region
ranges roughly from 800K (because of the relatively high travel speed, the material is in
the solid state in front part of the laser spot region) to the boiling temperature of 3086K cor-
responding to absorptivities between 0.30 and 0.37 (with an arithmetic average of 0.335)
based on the variable absorptivity model for θ = 0◦. Demonstrably, reducing the absorp-
tivity from 0.35 to 0.335 decreases the total amount of energy absorbed by the material,
resulting in smaller melt-pool dimensions than those predicted using the variable absorp-
tivity model. The increase in local energy absorption due to the increase in temperature
and laser incident angle is neglected when a constant absorptivity model is employed.
For the cases in batch 3, the incident angle of the laser beam θ increases from 0◦ to 50◦
with melt-pool surface depression, resulting in an increase in the local energy absorption
according to the variable absorptivity model and in turn increases the melt-pool surface
temperature, which leads to further increase in absorptivity. Eventually, the material
reaches the boiling temperature and vaporisation limits further increase of melt-pool
surface temperature. Variations of total energy input and energy-density distribution due
to dynamic changes of surface temperature and morphology affect material vaporisation
and thus the recoil pressure that is responsible for melt-pool surface depression. Con-
sequently, these effects cannot be described adequately when a constant absorptivity
model is employed in numerical simulations of laser welding and additive manufacturing.
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Modelling such phenomena with sufficient accuracy is crucial in numerical simulations
of transition from conduction to keyhole mode laser melting as well as those developed
to predict solidification microstructure and texture.

6.5.3. Thermal and fluid flow fields
Soon after exposing the material to laser radiation, a melt pool forms and grows over
time and if the boundary conditions allow, reaches a quasi-steady-state condition. Fig-
ure 6.9 shows the thermal and fluid flow fields over the melt-pool surface at different
time instances after reaching the quasi-steady-state condition during laser melting us-
ing an Nd:YAG laser (λ = 1.064×10−6 m) with different laser powers. The temperature
gradient induced over the surface generates Marangoni shear forces that drive molten
metal flow. The molten metal moves from the cold regions adjacent to the melt-pool rim
towards the central part of the pool while absorbing energy from the laser beam. This
agrees well with experimental observations and discussions reported by Mills et al. [42]
for stainless steel alloys. The absorbed energy advects with the flow and diffuses through
the material into the surrounding solid regions. As the material absorbs energy, surface
temperature increases and if the power-density is high enough, the surface temperature
reaches a critical value at which the sign of the temperature gradient of surface tension
(dγ/dT ) changes (see figure 6.2(e)), resulting in a change in flow direction. Interactions
between the inward and the outward streams result in a complex flow pattern in the pool
that is inherently unsteady and three-dimensional [8, 43]. Two vortices are observed over
the melt-pool surface close to the hot spot, generating an asymmetric flow pattern that
fluctuates around the centre-line of the pool. This fluid motion forms a rotational flow
pattern in the pool that transfers the absorbed heat from the surface to the bottom of
the pool [44]. Because of this rotational fluid motion, an element of molten metal volume
may move from one side of the pool to the other side, resulting in a cross-cellular flow [45]
that enhances mixing in the pool. Maximum fluid velocity in the pool reach values of
about 0.6ms−1, corresponding to a Péclet number (Pe = ρcpD‖u‖/k) in the order of
O(100) that indicates the significant contribution of advection to the total energy transfer.
Molten metal flow in the pool disturbs the thermal field and in turn affects the absorptivity
and Marangoni forces. A similar flow pattern is observed over the surface when a CO2
laser is employed, and representative results are provided in the supplementary materials.

Figure 6.10 shows a time series of numerically predicted thermal and fluid flow fields
over the melt-pool surface after reaching the quasi-steady-state condition during laser
melting using a fibre laser (λ = 1.070×10−6 m) with a laser power of P = 200W and
a travel speed of V = 1.5ms−1. In this case, three distinctive regions are identified: a re-
gion with significant surface depression under the effect of recoil pressure, a trailing
region characterised by low fluid velocities (less than 0.2ms−1) and temperature (less
than 1750K), and a transition zone in between. A similar choice of subdivision is reported
by Khairallah et al. [46] to describe the anatomy of a melt track in selective laser melting
of a powder bed, where the surface tension temperature gradient (dγ/dT ) was assumed
to be a negative constant value. Because of the relatively high laser power-density, surface
temperature in the spot region increases rapidly and reaches the boiling temperature Tb,
leading to significant material vaporisation and increase in recoil pressure that locally
deforms the melt-pool surface. Beneath the front part of the depressed region, a relatively
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Figure 6.9: Evolution of thermal and fluid flow fields over the melt-pool surface during laser
melting of stainless steel 316L with different laser powers. (a) P = 500W, (b) P = 700W, and (c)
P= 900W. The variable absorptivity model is utilised. Cases belong to batch 2, where an Nd:YAG
laser (λ= 1.064×10−6 m) is employed with a travel speed of 10−2 ms−1.

thin layer of molten metal exists as shown in figure 6.8. The maximum molten metal
velocity over the surface in the depressed region is about 6ms−1 due to the large tempera-
ture gradients, forming a multi-cellular flow pattern in the thin molten metal layer due
to Marangoni flow instabilities [45]. The maximum molten metal velocity predicted for
cases in batch 3 is higher than that for cases in batch 1 and 2. This is primarily attributed
to larger temperature gradients induced over the surface, increasing the magnitude of
Marangoni shear force. Moreover, for temperatures above a critical value at which the sign
of the temperature gradient of surface tension (dγ/dT ) changes from positive to negative
(see figure 6.2(e)), the absolute value of the temperature gradient of surface tension in-
creases with temperature, increasing the magnitude of Marangoni force applied to the
molten material. Due to the recoil pressure and the outward fluid motion on the surface,
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molten metal accumulates ahead of the depressed region, which is also observed exper-
imentally by Nakamura et al. [47] and simulated numerically by Khairallah et al. [1, 46].
Elements of the accumulated liquid volume can be ejected from the pool and form spat-
ters as shown in figure 6.10(a and c). Spatters are small compared to the melt-pool volume
and generally cool down during their flight and thus do not have sufficient thermal energy
to melt the substrate and stick to the surface. Molten metal moves from the central region
of the depressed region towards the melt-pool rim and transfers the heat absorbed from
the laser. This fluid velocity corresponds to a Péclet number (Pe) in the order of O(100),
which is similar to the conduction-mode laser melting. Molten metal moving from the de-
pressed region towards the rear part of the pool meets an inward flow in the transition
region, resulting in the formation of two vortices over the surface. In the transition region,
surface temperature is less than the critical temperature at which the sign of the tem-
perature gradient changes (see figure 6.2(e)), thus the surface tension increases with
increasing the temperature (i.e. dγ/dT > 0) in the transition region, resulting in a fluid
motion from the cold to the hot regions. In the trailing region, temperature gradients are
too small to generate significant Marangoni forces to drive the molten metal flow, and
thus thermal diffusion dominates the energy transfer.

Figure 6.10: Evolution of thermal and fluid flow fields over the melt-pool surface during laser melting
of stainless steel 316L using a fibre laser (λ= 1.070×10−6 m) with a laser power of P= 200W and
a travel speed of 1.5ms−1. The case belong to batch 3 and the variable absorptivity model is utilised.
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6.6. Conclusions
The influence of laser characteristics on internal molten metal flow in laser-beam melt-
ing of a metallic substrate was investigated numerically using a high-fidelity three-
dimensional model. An enhanced absorption model that accounts for laser emission
wavelength, surface temperature, laser-beam incident angle and material composition
was utilised in the model, and the results compared with experimental measurements
as well as numerical data predicted using a constant absorption model. The physics of
complex heat and molten metal flow in laser melting is described for various test cases
with different laser powers, laser emission wavelengths, and power-density distributions.

For conduction-mode laser melting, where surface deformations are small compared
to the melt-pool depth, the absorptivity changes primarily because of changes in surface
temperature. However, for cases that surface deformations are significant with respect
to the melt-pool depth, changes in the absorptivity are affected by both the surface
temperature and the laser-beam incident angle. Changes in the absorptivity affect energy-
density distribution over the surface and hence the thermal field over the melt-pool
surface, which in turn can influence the Marangoni-driven molten metal flow as well as
the distribution of recoil pressure over the surface. These physical processes are tightly
coupled to one another, resulting in highly non-linear responses to changes in process
parameters.

For laser melting processes with a relatively low power density using a CO2 or fibre
transmissible laser (with an emission wavelength close to 1µm), the molten metal veloci-
ties and surface deformations are relatively small. Because of the small incident angle,
the absorptivity for a CO2 laser is lower than that for an Nd:YAG laser; thus, a lower laser
power is required to obtain a melt-pool with similar dimensions using an Nd:YAG laser
as compared to a CO2 laser. Switching to a relatively high power density laser melting
process, molten metal velocities increase compared to the low power density processes.
For sufficiently high power densities, melt-pool surface deformations become significant,
resulting in strongly enhanced laser absorption which in turn further enhances metal
vaporisation.

The results of the present work demonstrate that the coupling between these physical
processes cannot be rendered with sufficient resolution employing a constant absorptivity
model, reducing the range of predictability of the computational models developed to de-
scribe the dynamics of melt-pool behaviour in laser welding and additive manufacturing.
Moreover, considering absorptivity as a calibration parameter in computational models
necessitates trial-and-error simulations, which increases the total costs of computational
analyses.

Although the focus of the present work is primarily on laser melting of bare metallic
substrates without powder layers, the fundamental laser-matter interaction mechanisms
described here are similar to those in laser melting of powder beds. The enhanced
laser-absorptivity model employed in the present work can also be utilised in numeri-
cal simulations of melt-pool behaviour in laser melting of powder beds, provided that
multiple reflections are included in the model.
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7
Melt Pool Behaviour in

Stationary Gas Tungsten
Arc Welding

Development, optimisation and qualification of welding and additive manufacturing procedures to
date have largely been undertaken on an experimental trial and error basis, which imposes signifi-
cant costs. Numerical simulations are acknowledged as a promising alternative to experiments, and
can improve the understanding of the complex process behaviour. A simulation-based approach is
adopted to study and characterise molten metal melt pool oscillatory behaviour during arc welding.
A high-fidelity three-dimensional model based on the finite-volume method is implemented that
takes into account the effects of surface deformation on arc power-density and force distributions.
These factors are often neglected in numerical simulations of welding and additive manufacturing.
Utilising this model, the complex molten metal flow in melt pools and associated melt-pool surface
oscillations during both steady-current and pulsed-current gas tungsten arc welding (GTAW) are
predicted. An analysis based on a wavelet transform was performed to extract the time-frequency
content of the displacement signals obtained from numerical simulations. The results confirm
that the frequency of oscillations for a fully penetrated melt pool is lower than that of a partially
penetrated melt pool with an abrupt change from partial to full penetration. During transition from
a partial to a full penetration state, it is found that two dominant frequencies coexist in the time-
frequency spectrum. The results demonstrate that melt-pool oscillations profoundly depend on
melt-pool shape and convection in the melt pool, which in turn is influenced by process parameters
and material properties. The present numerical simulations reveal the unsteady evolution of melt
pool oscillatory behaviour that is not predictable from published analytical analyses. Additionally,
using the proposed simulation-based approach, the need of triggering the melt-pool oscillations is
obviated since even small surface displacements are detectable, which are not sensible to the cur-
rent measurement devices employed in experiments.

The contents of this chapter have been published in International Journal of Heat and Mass Transfer, 2021, 164,
120535, DOI: 10.1016/j.ijheatmasstransfer.2020.120535.
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7.1. Introduction

M olten metal behaviour during fusion-based welding and additive manufacturing
affects energy transport in melt pools, which in turn influences their geometrical

evolution [1, 2]. Melt pool behaviour appears to substantially determine the properties,
structure and quality of weldments or additively-manufactured products [3]. Correct
control of melt pools (e.g. penetration, shape and size) is therefore crucial to achieve
desirable properties and to reduce the number of failures in production. However, melt
pool control is usually a challenging task since its behaviour is characterised by highly
non-linear responses to variations in process parameters and material properties [3, 4].
Moreover, limitations of experimental methods in detecting molten metal flow in melt
pools coupled with excessive costs of trial-and-error experiments, which are commonly
applied in industry to date, pose additional challenges to understanding the melt pool
behaviour, and thus to developing effective melt pool control. A promising alternative
to trial-and-error experiments is to utilise a simulation-based approach to predict and
describe the melt pool behaviour [5], which results in a decrease in the number of experi-
ments required for process development and optimisation.

Molten metal flow in melt pools during welding and additive manufacturing is driven
by various forces such as Marangoni, buoyancy, electromagnetic (in case of applying
an electric arc or an electron beam) and plasma shear force [2, 6]. These driving forces
and the interplay between them coupled with non-linearly varying material properties
determine the fluid flow in a melt pool and can generate complex unsteady flow patterns
as observed experimentally [7] and visualised numerically [8]. This fluid motion can
result in self-excited oscillations of the melt-pool surface that may occur in various modes
depending on melt-pool shape and size as well as the surface tension of the molten
material [9–11]. Oscillations of the melt-pool surface can also be triggered by exposing
the melt pool to external loadings such as welding current pulsation and filler droplet
impingement. The melt-pool surface oscillations correlate with process conditions [12]
and liquid metal properties [13, 14] and can be utilised to measure, predict and control
welding and additive manufacturing processes [15].

The available literature on melt-pool surface oscillations, to a large extent, is experi-
mental and focuses on employing the melt-pool oscillation signals for real-time penetra-
tion sensing [16]. The most common experimental techniques for detecting melt-pool
surface oscillations are based on the processing of arc voltage [15], arc light-intensity [17]
and laser vision [18] recorded during the process. These techniques only render informa-
tion about the movement of the melt-pool surface and disregard the molten metal flow.
Measurement schemes based on sensing the arc voltage or arc light-intensity cannot be
employed to reflect local surface movements [19] since the recorded voltages and light
intensities are averaged values across the melt pool at any given time during the process.
Additionally, the signal-to-noise ratio in measurements decreases with a decrease in
the amplitude of melt-pool surface deformations and may result in the obscuration of
certain peaks in the frequency spectrum [20]. Numerical simulations, with an adequate
level of accuracy, offer considerable potential to improve the current understanding of
the pool surface oscillations by describing convection in the melt pool and its influence
on geometrical evolution of the melt-pool boundary.

On the basis of a numerical study, Ko et al. [21, 22] argued that the direction of
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the Marangoni flow affects the oscillations of the melt-pool surface during gas tungsten
arc welding (GTAW). In their axisymmetric model, the surface tension of the molten
metal was assumed to change linearly with temperature and the surface-tension tem-
perature coefficient was assumed to remain constant (i.e. ∂γ/∂T =C , where, C is a con-
stant value). However, the surface tension of molten materials generally changes non-
linearly with temperature if surfactants are present [23], which can locally affect the direc-
tion of the Marangoni flow at the melt-pool surface and thus convection and subsequent
solid-liquid phase transformations, resulting in complex three-dimensional flow pat-
terns [3, 8, 24]. Cho et al. [25] implemented a three-dimensional model to investigate
melt-pool oscillations during laser spot melting of titanium, assuming that the surface
tension of molten titanium increases linearly with temperature, and stated that the pe-
riod of oscillations changes during solidification. Huang et al. [26] employed a three-
dimensional model to study the melt-pool surface oscillations during pulsed-current
GTAW and confirmed that the melt-pool oscillation frequency depends on the melt-pool
size. Further investigations are required to foster our understanding of the influence of
process parameters and material properties on melt pool oscillatory behaviour.

Deformations of the melt-pool surface can alter the surface power density and arc
pressure distributions [21] and thus affect the melt-pool oscillatory behaviour. This ef-
fect is often neglected in numerical simulations implemented to study the melt-pool
dynamic behaviour, where the process is decoupled from the melt pool and is represented
as a boundary condition at the gas-metal interface. Additionally, conventional Fourier
transform analysis, which requires a sufficiently large sample size to return adequate
stationary frequency spectra, is commonly employed to extract the frequency character-
istics of melt-pool oscillations during fusion-based manufacturing processes [27]. This
approach is not meticulously representative due to abrupt changes in the signals.

In the present study, a numerical approach is utilised to predict melt-pool forma-
tion, molten metal flow and oscillations of the melt-pool surface during stationary gas
tungsten arc welding. Three-dimensional calculations have been performed to study
the effects of the process parameters as well as surfactants on melt-pool surface oscilla-
tions. The model developed in the present work takes the influence of temporal surface
deformations on arc power-density and arc pressure distributions into account, which
is physically realistic and can affect the numerically predicted convection in the melt
pool and hence the associated melt-pool surface oscillations. Using the time-resolved
data obtained from the numerical simulations, time-frequency analysis is conducted
to enhance the understanding of melt-pool oscillatory behaviour. The present study
elucidates molten metal oscillations during arc welding and arc-based additive manufac-
turing and offers an enhanced simulation-based approach to process development and
optimisation. The proposed approach provides detailed information on molten metal
flow in weld pools and the evolution of melt pool oscillatory behaviour.

7.2. Problem description
Gas tungsten arc welding of a stainless steel (AISI 304) plate with a thickness of Hm = 3mm,
as shown schematically in figure 7.1, is investigated numerically and results are reported
in the present chapter. Both steady current and pulsed current conditions (with different
current pulsation frequencies) are studied. An electric arc plasma generates the power
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required to heat and melt the base material that is initially at an ambient temperature
of T0 = 300K. The distance between the electrode tip and the nominal plate top-surface
(i.e. the arc length, `) is set to 2.5mm before igniting the arc; however, arc length ob-
viously changes as the melt-pool surface deforms. Changes in the arc length ∆` result
in variations of the electric arc voltage ∆U and thus the arc power and power-density
distribution as well as the forces induced by the arc plasma [28, 29]. These variations
are accounted for in the present model by adjusting the source terms dynamically as
described in section 3.2.2. The arc plasma is decoupled from the melt pool to reduce
simulation complexity and run-time.

The computational domain in the present study is a rectangular cube that encom-
passes the base material and two layers of gas with a thickness of Ha = 2mm above and
below the sample. The gas layers are included to monitor the melt-pool surface oscilla-
tions. The width of the computational domain in the x and y directions is W = 40mm,
which is considerably larger than the melt pool size. Variation of the surface tension
with temperature is modelled using an empirical correlation that takes the influence of
surfactants into consideration [23]. The thermophysical properties of the base-material
and the gas employed in the numerical simulations are presented in table 7.1.

Table 7.1: Thermophysical properties of the stainless steel (AISI 304) and the gas (argon) employed
in the numerical simulations. Values for AISI 304 are taken from [30, 31], and T is in Kelvin.

Property Stainless steel (AISI 304) Gas (argon) Unit

Density ρ 7200 1.623 kgm−3

Specific heat capacity cp 702.24 (solid phase) 520.64 Jkg−1 K−1

806.74 (liquid phase)

Thermal conductivity k 10.865+0.014 ·T (solid phase) 1.58×10−2 Wm−1 K−1

5.5357+0.0131 ·T (liquid phase)

Viscosity µ 6.7×10−3 2.12×10−5 kgm−1 s−1

Thermal expansion coefficient β 2.1×10−6 – K−1

Latent heat of fusion Lf 2.47×105 – Jkg−1

Liquidus temperature Tl 1723 – K

Solidus temperature Ts 1673 – K
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Figure 7.1: Schematic of gas tungsten arc welding (GTAW). (a) After the arc ignition, the heat
generated by the electric arc plasma heats the base material and leads to the melt pool forma-
tion. The partially-penetrated melt pool can grow over time and forms a fully-penetrated melt
pool. The melt-pool surface oscillates during the process, as indicated by the dashed black lines.
(b) Schematic of the computational domain and the boundary conditions prescribed in the numer-
ical simulations. One quarter of the domain is clipped for visualisation. Regions shaded in blue
show the gas layers.
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7.3. Numerical procedure
The model was developed within the framework of the proprietary solver ANSYS Flu-
ent [32] based on the finite-volume approach. The source terms in the momentum and
energy equations as well as the temperature-dependent surface-tension model are im-
plemented through user-defined functions. After analysing the sensitivity of numerical
predictions to the computational grid size, the computational domain was discretised
using non-uniform hexahedral cells with a minimum cell spacing of 35µm in the melt
pool central region close to the gas-metal interface. Cell spacing increases gradually
towards the outer boundaries of the computational domain with a maximum cell spacing
of 500µm resulting in a grid with about 3×106 cells. The central-differencing scheme with
second order accuracy was employed to discretise the diffusion and convection terms
in the governing equations, and the transient advection terms were discretised using
a first order implicit scheme. The PISO (pressure-implicit with splitting of operators)
scheme [33] was utilised to couple velocity and pressure fields, and the PRESTO (pressure
staggering option) scheme [34] was employed for the pressure interpolation. The spatial
discretisation of the gas-metal interface advection was performed using an explicit com-
pressive VOF formulation [35]. A time-step size of 10−5 s was chosen to achieve a Courant
number (Co = ‖u‖∆t/∆x) less than 0.3. Scaled residuals of less than 10−7 were defined as
the convergence criterion for each time-step. Each case was run in parallel on 40 cores
(Intel Xeon E5-2630 v4) of a high-performance computing cluster and took roughly about
500h to complete.

7.4. Results
In this section, the influence of welding current, current pulsation and surfactants on
the melt-pool shape and its oscillatory behaviour during both partial and full penetration
conditions are described. To monitor melt-pool surface oscillations, several monitoring
points were defined in different locations over the melt-pool surface and displacement
signals were recorded at these monitoring points. Signals received from a melt pool during
fusion welding and additive manufacturing are generally time-variant and encompass
abrupt changes. Therefore, time-frequency analysis based on a wavelet transform is
preferred over the conventional Fourier transform analysis [36]. Signals recorded from
the monitoring point located at the melt pool surface pc

(
x, y, z

)= (0,0, zsurface) in the pe-
riod of 0.1s to 3.7s were utilised for time-frequency analysis and the results are shown in
figure 7.2. In case of steady-current GTAW with I = 110A and sulphur content of 240ppm
(figure 7.2(a)), the melt-pool surface starts to oscillate with a fundamental frequency f0

of about 195Hz. Other frequencies are also observed in the time-frequency spectrum
at f1 ≈ 1.6 f0 and f2 ≈ 2.3 f0, which resemble the oscillation frequencies of a thin circular
membrane predicted from analytical analysis [20, 37]. The frequency of oscillations de-
creases as the melt pool grows under partial penetration and reaches values of O (100)Hz.
It is also found that the amplitude of oscillations increases as the melt pool grows. Os-
cillations with a frequency of about 40Hz then appear in the frequency spectrum at
t ≈ 2.8s, as indicated by arrow in figure 7.2(a), when the melt-pool depth approaches
the metal plate thickness (i.e. full penetration). Interestingly, there is a period in the time-
frequency spectrum (2.7s < t < 3.5s) that both high and low frequencies coexist while
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the transition from partial to full penetration is occurring. The oscillation frequencies
obtained from the numerical simulations agree fairly well with the experimental measure-
ments reported by Li et al. [19] and Yu et al. [27] and analytical approximations reported
by Xiao and den Ouden [12, 15] for stationary GTAW.

Figure 7.2(b) shows the displacement signals obtained from numerical simulations
of GTAW with I = 150A and sulphur content of 240ppm and its corresponding time-
frequency spectrum. The melting rate increases with increasing welding current from
110A to 150A, which is obvious because of the enhancement of total heat input to the bulk
material and fluid velocities induced in the melt pool. Under partial penetration, the melt-
pool width grows rapidly due to the outward Marangoni flow and the melt pool oscillates
at a frequency of about 200Hz up to t ≈ 1.75s. The first arrow in the frequency spectrum of
figure 7.2(b) indicates that from t ≈ 1.8s the frequency of oscillations decreases to values
of about 125–140Hz that persists for approximately 0.5s, during which the increase in
the melt-pool depth is more pronounced compared to its width. The second arrow
in the frequency spectrum of figure 7.2(b) at t = 2.2s indicates that once the melt pool
becomes fully-penetrated (t ≈ 2.4s), the melt pool oscillates at frequencies between about
70Hz and 40Hz. These observations demonstrate the significant effect of the melt-pool
shape and size on oscillatory behaviour.

Figure 7.2(c) shows the frequency spectrum for a pulsed-current GTA weld with
a 240ppm sulphur content. In this case, the melt pool size and shape, as well as flow
pattern, changes continuously. During current peaks, the melt pool enlarges, and the melt
pool surface depression increases due to augmented arc pressure. In the partial penetra-
tion state, after each current peak, the melt pool shrinks and the dominant frequency of os-
cillations increases with time and reaches values up to O (200)Hz. However, the dominant
frequency of oscillations remains almost constant at about 60Hz under a full penetration
condition (t > 2.8s).

The behaviour of a 150A steady current weld with a high sulphur (240ppm) material
(figure 7.2b) is compared with the same welding condition on a low sulphur (30ppm)
material (figure 7.2d). The melt pool evolves differently when the sulphur content of
the material is lower. In contrast to the cases with 240ppm sulphur content, after melt
pool formation, the fluid flow on the melt-pool surface is directed outward forming
a wide and shallow melt pool. Thermocapillary flow instabilities arose in this wide and
shallow melt pool, generating an unsteady multi-cellular flow pattern in the melt pool [38]
resulting in melt-pool surface deformations that are reflected in the displacement signals
and the frequency spectrum, with frequencies of 200–310Hz up to t ≈ 0.8s. Changes
in the melt-pool shape lead to the decay of these thermocapillary flow instabilities and
the amplitude of melt-pool oscillations diminishes until t ≈ 2s. Similar to the other
cases described previously and as indicated by dashed lines in the frequency spectrum
of figure 7.2(d), the frequency of oscillations decreases as the melt pool grows under
partial penetration. Flow instabilities grow again at t ≈ 2.3s as the melt-pool depth
increases, particularly in the central region, leading to an increase in the amplitude
of surface oscillations. With further increase in the melt-pool depth, the frequency of
oscillations drops to values of about 30–45Hz at t ≈ 2.3s, which is indicated by an arrow
in the frequency spectrum of figure 7.2(d).
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Figure 7.2: Displacement of the melt-pool surface δ recorded from the monitoring point
pc

(
x, y

)= (0,0) and its corresponding time-frequency spectrum. Magnitudes in time-frequency
spectra are normalised with the respective maximum magnitude. Cross-sections of the melt pool in
the x-y plane are also shown at different time instances. (a) steady current, I = 110A, sulphur con-
tent: 240ppm, (b) steady current, I = 150A, sulphur content: 240ppm, (c) pulsed current, Ib = 50A,
Ip = 250A, current pulsation frequency: 2.5Hz, duty cycle: 30%, sulphur content: 240ppm, and
(d) steady current, I = 150A, sulphur content: 30ppm.

7.5. Discussion
The results indicate that melt-pool oscillations strongly depend on melt-pool shape
that oscillations are indeed affected by convection in the melt pool. Figure 7.3 shows
the melt-pool shape and temperature profiles over the melt-pool surfaces at different
time instances during steady-current GTAW (I = 110A and sulphur content of 240ppm).
After arc ignition at t = 0s, the bulk material heats up locally and a melt pool forms that
grows over time. The forces applied to the molten metal in the melt pool (i.e. Marangoni,
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electromagnetic, arc pressure, arc plasma shear and thermal buoyancy forces), drives
the molten metal flow and generates a complex three-dimensional flow pattern. This
fluid motion transfers the heat absorbed from the heat source to the surrounding solid
material. The Péclet number (Pe =D‖u‖ρcp/k), which quantifies the ratio of advective
to diffusive heat transport, is greater than unity (O (100)) in the melt pool and indicates
the remarkable influence of advection on total energy transfer and thus, on the melt-pool
shape. Under partial penetration, the maximum temperature in the melt pool increases
in time and reaches a quasi steady-state condition; however, it decreases slightly when
the melt pool becomes fully penetrated, which in turn affects the average surface tension
of the molten material. This decrease in maximum surface temperature is attributed
to the flow of colder material from the bottom surface of the melt pool towards its top
surface and the increase in the amount of heat loss from the surfaces due to radiation and
convection.

Numerical predictions reveal an outward fluid flow from the central region of the melt
pool that meets an inward flow from its outer edge. This occurs because of the change
in the sign of surface-tension temperature coefficient (∂γ/∂T ) at a specific temperature
(T ≈ 2115K for an Fe–S alloy with a sulphur concentration of 240ppm, according to
the model proposed by Sahoo et al. [23]) due to the presence of sulphur in the melt pool
that is an active surface agent. The flow direction on the bottom surface of the melt pool
is mostly inward, since the temperature over the bottom surface is below the critical
temperature of 2115K. In this case, the maximum local fluid velocities predicted over
the melt pool surface for partially penetrated melt pools are about 0.4ms−1, which agrees
reasonably with the experimental measurements reported by Aucott et al. [3]. Neverthe-
less, the average bulk fluid velocity in fully penetrated melt pools are larger than those
predicted in partially penetrated melt pools.

While the melt pool is partially penetrated, the melt-pool surface is depressed in
the central region and is elevated in regions where the inward and outward streams
meet each other. The unsteady interactions between these two streams coupled with
continuous changes in the melt-pool shape disturb the fluid flow and consequently,
the melt-pool surface oscillates with relatively small amplitudes and high frequencies.
The amplitude of oscillations increases and the frequency of oscillations decreases as
the melt pool grows. Once the melt pool becomes fully penetrated, the flow pattern
changes due to Marangoni stresses induced over the lower melt-pool surface and changes
in melt pool surface temperature. This change in flow pattern along with changes in
the melt-pool shape and the average surface tension of the molten material result in
an increase in the amplitude of melt-pool surface oscillations and a decrease in dominant
oscillation frequency. The amplitudes of oscillations in a fully-penetrated melt pool
appear to be larger in comparison with those of a partially penetrated pool. Changes
in the melt-pool surface profile subsequently result in changes in the power available
from the arc and its spatial distribution over the melt-pool surface, which enhances flow
disturbances.

Figure 7.4 shows the evolution of the melt-pool shape and temperature distribution
over its surfaces during steady-current GTAW with I = 150A and sulphur content of
240ppm. The average heat input to the bulk material increases with increasing welding
current from 110A to 150A, resulting in a higher melting rate and a larger melt pool.
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Figure 7.3: Evolution of melt-pool shape and temperature profile over the melt-pool surfaces
(3D diagrams), and contours of velocity magnitudes overlaid with velocity vectors (2D diagrams)
during steady-current GTAW obtained from numerical simulations. (I = 110A, sulphur content:
240ppm)

The arc plasma force also increases with increasing the welding current, augmenting
the melt-pool surface depression. Although the overall melt pool behaviour of the case
with I = 150A looks similar to that of the case with I = 110A, with the same sulphur
content of 240ppm, the amplitudes of oscillations are larger. Additionally, higher fluid
velocities up to O (0.6)ms−1 under partial penetration and up to O (1.2)ms−1 under full
penetration are predicted in the melt pool during welding with I = 150A. Since the outer
boundaries of the computational domain were assumed to be adiabatic, the melt pool
keeps growing and collapses (i.e. burns-through) eventually at t ≈ 3.8s.

Figure 7.5 shows the evolution of melt-pool shape and temperature profile over its
surfaces at different time instances during pulsed-current GTAW of AISI 304 with 240ppm
sulphur content. In this case, the current was pulsed from Ib = 50A to Ip = 250A at
a frequency of 2.5Hz and a duty cycle of 30% resulting in an average current of Ī = 110A.
During the peak current, the heat input and arc forces applied to the bulk material in-
crease, resulting in an increase in the surface temperature. An outward fluid flow is
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Figure 7.4: Numerical predictions of melt-pool shape and temperature profile over the melt-pool sur-
faces at different time instances during steady-current GTAW. (I = 150A, sulphur content: 240ppm)

observed at the melt pool top surface during peak current that makes the melt pool
wider and enhances surface depression in the central region of the melt pool surface.
The flow direction at the melt-pool surface reverses during the base current period due to
the change in the sign of surface-tension temperature coefficient (∂γ/∂T ) from negative
to positive, which occurs because of melt-pool surface temperature reduction, resulting
in a reduction in the melt-pool width and an increase in its depth. The melt-pool surface
oscillates during the base current, and the amplitude of oscillations decays in time until
the next current increase. In this chapter, results have been reported for pulsed current
welding at one specific pulsation frequency of 2.5Hz. However, different current pulsa-
tion frequencies (1–10Hz) have also been examined. All general qualitative behaviour
discussed here were similarly observed for all studied pulsation frequencies.

The influence of Marangoni flow on melt-pool oscillations was examined by reducing
sulphur concentration in the material from 240ppm to 30ppm, while the welding current
I was set to 150A (DC mode); the results are presented in figure 7.6. In contrast to the cases
with 240ppm sulphur content, the fluid flow at the melt-pool surface is predominantly
directed outward and transfers the heat absorbed from the heat source to the surrounding
solid boundary. This leads to the formation of a wide and shallow melt pool, which
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Figure 7.5: Variations of melt-pool shape and temperature profile over the melt-pool surfaces at dif-
ferent time instances (3D diagrams), and contours of velocity magnitudes overlaid with velocity vec-
tors (2D diagrams) during pulsed-current GTAW obtained from numerical simulations. (Ib = 50A,
Ip = 250A, current pulsation frequency: 2.5Hz, duty cycle: 30%, sulphur content: 240ppm)

differs notably from that predicted for the case with a sulphur concentration of 240ppm
(see figure 7.4). Additionally, this outward fluid flow enhances the melt pool depression
in the central region. In steady-current GTAW, changes in power-density distribution
over the melt pool surface due to surface deformations are more pronounced for the case
with 30ppm sulphur compared with those for the case with 240ppm sulphur. This results
in augmentation of flow disturbances because of changes in temperature distribution
and thus Marangoni stresses induced over the melt-pool surface. These effects lead to
oscillations with amplitudes that are larger than those predicted for the case with 240ppm
sulphur content.

The melt-pool oscillation frequencies obtained from the simulations are compared
with the experimental data reported by Xiao and den Ouden [15] and analytical predic-
tions calculated using the model proposed by the same authors [12, 15] for both partial
and full penetration conditions, and the results are shown in figure 7.7. Xiao and den
Ouden [15] employed a plate made of AISI 304 with 170ppm sulphur content and they
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Figure 7.6: Evolution of melt-pool shape and temperature profile over the melt-pool surfaces during
steady-current GTAW obtained from numerical simulations. (I = 150A, sulphur content: 30ppm)

applied a pulsed current with a base current Ib ranging between 70A and 150A and a peak
current Ip ranging between 100A and 180A at a frequency of 25Hz under partial pene-
tration and 10Hz under full penetration. The first two modal frequencies of oscillations
under partial penetration are calculated from the following equations [15]:

Mode 1: f = 5.84

(
γ̄

ρ

)0.5

D−1.5
e , (7.1)

Mode 2: f = 3.37

(
γ̄

ρ

)0.5

D−1.5
e , (7.2)

where, De is the equivalent melt-pool diameter and is equal to the melt-pool diameter on
the top surface Dt. The frequency of oscillation under full penetration is calculated from
the following equation [15]:

Mode 3: f = 1.08

(
γ̄

ρHm

)0.5

D−1
e , (7.3)
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where, De is the equivalent melt-pool diameter under full penetration condition defined
as follows [15]:

De =
√

1

3

(
D2

t +DtDb +D2
b

)
. (7.4)

Here, Dt and Db are the melt-pool diameters measured on the top and bottom surfaces,
respectively. To calculate oscillation frequencies from the analytical models, the average
surface tension of the molten metal γ̄ is assumed to be 1.6Nm−1, which is the mean value
of surface tension in the temperature range of 1673–2300K for an Fe–S alloy with a sulphur
concentration of 240ppm, according to the model proposed by Sahoo et al. [23]. The re-
sults indicate that depending on the processing condition, the melt pool can oscillate in
different modes. It seems that the melt pool is more likely to oscillate in the sloshy mode
(mode 2) with a reduced mean welding current. The predictions obtained from the ana-
lytical models agree reasonably with the present numerical results and the experimental
measurements, which confirms their adequacy in predicting the melt pool oscillation
frequencies. The deviation between analytical predictions and the numerical and experi-
mental data is attributed to the simplifying assumptions made to develop the models and
uncertainties in prescribing the average surface tension of the molten metal. It should
be noted that although analytical models can provide information about oscillation fre-
quencies, they fail to predict the variation of oscillation amplitude as well as changes
in the oscillation mode, which are influenced by the complex melt flow. Additionally,
employing the proposed simulation-based approach, the need of triggering the melt-pool
oscillations by a current pulsation, mainly to amplify the oscillation amplitudes to make
them sensible for measurement devices, is obviated.
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7.6. Conclusions
A simulation-based approach was implemented to study heat and fluid flow in molten
metal melt pools and associated surface oscillations during gas tungsten arc welding
(GTAW). Utilising the proposed approach, the effects of surfactants and various welding
process parameters on melt-pool oscillations were investigated. Time-frequency analysis
based on a wavelet transform was carried out to improve our understanding of melt
pool oscillatory behaviour with time dependent responses that may encompass abrupt
changes. The results obtained from the present numerical simulations are compared with
experimental and analytical results. Using this approach, the frequency and amplitude
of melt pool oscillation and changes in the oscillation modes were predicted, which are
not predictable using published analytical models and are generally difficult to measure
experimentally.

The melt-pool oscillations strongly relate to melt-pool shape that is determined by
convection in the melt pool to a large extent. Convection in the melt pool and thus
the melt-pool shape are both affected by flow instabilities that arise rapidly in the melt
pool. The spatial distribution of arc power-density and forces imposed on the melt
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pool change with surface deformations that can affect the temperature distribution over
the melt-pool surface, and thus flow instabilities that are often dominated by Marangoni
flow. Oscillations with relatively low amplitudes and high frequencies were observed
during partial penetration. The frequency of melt-pool oscillations decreases as the melt
pool grows. The numerical predictions confirm the existence of a sharp drop in oscillation
frequency when the melt pool becomes fully penetrated. It is found that there is a period
during which both high and low frequencies coexist while the transition from partial to
full penetration is occurring. Additionally, the results show that the melt pool oscillation
mode can change during processing, depending on material properties and prescribed
process parameters. The melt pool oscillation and thus the process stability can be
optimised through adjusting welding process parameters and adjusting the concentration
of surfactants.
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8
Melt Pool Behaviour in

Positional Gas Tungsten
Arc Welding

Internal flow behaviour and melt-pool surface oscillations during arc welding are complex and
not yet fully understood. In the present work, high-fidelity numerical simulations are employed
to describe the effects of welding position, sulphur concentration (60–300 ppm) and travel speed
(1.25–5mms−1) on molten metal flow dynamics in fully-penetrated melt-pools. A wavelet trans-
form is implemented to obtain time-resolved frequency spectra of the oscillation signals, which
overcomes the shortcomings of the Fourier transform in rendering time resolution of the frequency
spectra. Comparing the results of the present numerical calculations with available analytical and
experimental datasets, the robustness of the proposed approach in predicting melt-pool oscillations
is demonstrated. The results reveal that changes in the surface morphology of the pool resulting
from a change in welding position alter the spatial distribution of arc forces and power-density
applied to the molten material, and in turn affect flow patterns in the pool. Under similar welding
conditions, changing the sulphur concentration affects the Marangoni flow pattern, and increasing
the travel speed decreases the size of the pool and increases the offset between top and bottom
melt-pool surfaces, affecting the flow structures (vortex formation) on the surface. Variations in
the internal flow pattern affect the evolution of melt-pool shape and its surface oscillations.

The contents of this chapter have been published in Journal of Physics D: Applied Physics, 2021, 54(27), 275303,
DOI: 10.1088/1361-6463/abf808.
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8.1. Introduction

F usion joining of metallic materials is an essential requirement in many industries.
The integrity of products depends critically on the joining technique employed and

the quality of the joints produced [1, 2], which in turn is influenced by the dynamic sta-
bility of the melt-pool [3]. A better understanding of the complex transport phenomena
inside melt-pools offers considerable opportunities for improved monitoring and control
of joining processes. To date, control and optimisation of welding processes relies largely
on trial-and-error experiments that often pose challenges due to the non-linearity of
melt-pool responses to changes in operating conditions, material properties and pro-
cess parameters [4–6]. Moreover, welding process development requires tolerance to
parameter variations, within which the resultant weld integrity must be fit for the in-
tended purpose, irrespective of the particular parameter combinations within the defined
procedural range.

The present chapter focuses on positional gas tungsten arc (GTA) welding, which
involves several significant operating parameters, the number increasing when complex
time-dependent phenomena are considered [7]. The simulation-based approach utilised
in the present work offers the potential to reduce procedure development costs and will
enhance our understanding of melt-pool behaviour during positional GTA welding.

The majority of published studies on GTA melt-pool oscillatory behaviour are exper-
imentally based, consider only the flat (1G or PA) welding orientation (i.e. position C1
shown in figure 8.1) and focus on processing the signals received from the melt pool
to sense penetration [8]. Experimental techniques employed are often based on laser
vision [9], arc voltage [10] or arc-light intensity [11] measurements. A critical limitation is
related to the inadequate signal-to-noise ratio for low-amplitude surface oscillations [12],
which makes the application of a triggering action essential [13]. Moreover, these tech-
niques ignore convection in the melt pool, which is difficult to measure due to opacity,
the fast dynamic response of the molten metal flow and high temperatures [1]. In ad-
dition to the experimental measurements, analytical models have been developed to
predict dominant oscillation frequencies. These models are based on similarities be-
tween oscillations of the melt-pool surface and the vibrations of a thin stretched mem-
brane [10, 11, 14–16]. Unfortunately, the absolute accuracy of these analytical models is
critically dependent on the melt-pool shape, temperature-dependent material properties
and processing conditions [12], which in turn are affected by unsteady transport phenom-
ena in the pool [17]; factors that are not known a priori. Moreover, changes in oscillation
mode and amplitude are not predictable using these models. Conversely, high-fidelity
numerical simulations have demonstrated a remarkable potential to describe the complex
internal flow behaviour in melt pools and associated surface deformations [18, 19].

Although many numerical models are available (e.g., [20–27]), numerical studies on
melt-pool surface oscillations are scarce and the melt-pool oscillatory behaviour is not
yet fully understood, particularly for positional welding conditions. Previous studies
often focused on the influence of surface deformations on the melt-pool shape [28–32] or
the morphology of the melt-pool surface, to study ripple formation [33], welding defects
such as undercut [34] or humping [35–37]. Chen et al. [38] revealed that the flow patterns
in pools with one free surface, representative of partially penetrated welds, differ from
those in pools with two free surfaces, representative of fully penetrated welds. In their
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model, they neglected solidification and melting, assumed that the flow inside the pool is
axisymmetric and that the surface tension of the molten material is a linear function of
temperature. Using a similar model, including electromagnetic forces and solid-liquid
phase transformations, Ko et al. [39, 40] showed that pool oscillations during stationary
GTA welding depend on the direction of the Marangoni flow. For many real-world welding
applications, non-pure materials are involved for which the surface tension changes non-
linearly with temperature [41]. This coupled with movements of the melt-pool boundaries
due to solid-liquid phase transformations form complex unsteady flow patterns that are
inherently three-dimensional [42–44], affecting the melt-pool surface oscillations.

In Chapter 7, it has been demonstrated that changes in welding current and mate-
rial properties can alter the time-frequency response of melt-pool oscillations under
both partial and full penetration conditions. The welding position can also influence
the shape of the deformations of the melt-pool surface and its shape during GTA weld-
ing [45, 46]. Moreover, morphology of the melt-pool surface can affect the spatial and
temporal distribution of arc-pressure and power-density and thus the melt-pool dynamic
behaviour [18, 39]. Further investigations are essential to broaden our understanding
of complex internal flow behaviour in melt pools and melt-pool surface oscillations in
positional GTA welding. In the present chapter, the results of numerical simulations
employed to reveal complex unsteady transport phenomena in the melt-pool and asso-
ciated surface oscillations during positional GTA welding are reported. The focus here
is particularly on fully-penetrated pools, where the melt-pool oscillations are critical for
process stability; however, the present model is equally applicable to partial penetra-
tion conditions. The coupling between melt-pool surface deformations, arc force and
power-density distributions, which represent physical realism and can affect the pre-
dicted thermal and flow fields, are taken into account. The continuous wavelet transform
is applied to the time-resolved displacement signals acquired from the simulations to
enhance our understanding of the evolution of surface oscillations and its correlation
with process parameters and material properties. A novel insight into the evolution of
melt-pool surface oscillations and the complex flow inside molten metal melt pools is
provided, which offers a computational approach to fusion welding process development
and optimisation.

8.2. Problem description
Molten metal flow behaviour and associated surface oscillations during positional gas
tungsten arc welding of a stainless steel (AISI 316) plate are studied numerically. As shown
schematically in figure 8.1, the plate has a thickness of Hm = 2mm and is heated locally by
an electric arc plasma (with the electrode being perpendicular to the workpiece surface)
to create a melt pool in the plate that is initially at T0 = 300K. The current is set to 85A and
the initial arc length (electrode tip to workpiece distance) before igniting the arc is 2.5mm.
Obviously, the melt-pool surface deforms during the process, leading to changes in
the length, voltage and power of the arc as well as power-density distribution and the mag-
nitude and distribution of forces induced by the arc plasma [18, 47, 48]. In the present
model, the melt-pool is decoupled from the arc plasma to reduce the computation time
and complexity of simulations. Accordingly, the related source terms for momentum and
thermal energy are adjusted dynamically in the present model to take these changes into
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account, as explained in section 3.2.2. Argon gas is employed to shield the melt-pool.
The temperature-dependent thermophysical properties of AISI 316L and argon are pre-
sented in table 8.1. The temperature-dependent surface tension of the molten material is
modelled using an empirical correlation [41] introduced in section 3.4, which accounts
for the influence of surface-active elements (i.e. sulphur).

A moving reference frame is employed in the present numerical simulations to sim-
ulate unsteady convection in the melt pool. Hence, instead of moving the heat source,
the material enters the computational domain, translates at a fixed speed (i.e. the welding
travel speed) opposite to the welding direction shown in figure 8.1, and leaves the compu-
tational domain. Applying the moving reference frame technique facilitates a decrease
in the size of the computational domain and thus the runtime. The computational do-
main is designed in the form of a rectangular cube encompassing the workpiece and two
layers of gas below and above the sample to monitor the oscillations of the melt-pool
surfaces. The width and the length of the computational domain is W = 40mm and
L = 70mm respectively, which is substantially larger than the dimensions of the melt-
pool. The boundary conditions applied to the computational domain in the simulations
are shown in figure 8.1(b). The outer boundaries of the workpiece are adiabatic and
are treated as no-slip moving walls. The gas layers have a thickness of Ha = 2mm and
a fixed atmospheric pressure (p = patm = 101.325kPa) is applied to their outer boundaries.
The electrode axis is located in the middle of the plate (i.e. x = W /2) and 15mm away
from the leading-edge of the plate (i.e. y = 15mm). Eight different welding positions
(workpiece orientations with respect to gravity) are studied, as shown in figure 8.1(c).

Table 8.1: Thermophysical properties of the stainless steel (AISI 316L) and the gas (argon) employed
in the numerical simulations. Values for AISI 316L are taken from [49], and T is in Kelvin.

Property Stainless steel (AISI 316L) Gas (argon) Unit

Density ρ 7100 1.623 kgm−3

Specific heat capacity cp 430.18+0.1792 ·T (solid phase) 520.64 Jkg−1 K−1

830 (liquid phase)

Thermal conductivity k 11.791+0.0131 ·T (solid phase) 1.58×10−2 Wm−1 K−1

6.49+0.0129 ·T (liquid phase)

Viscosity µ 6.42×10−3 2.12×10−5 kgm−1 s−1

Thermal expansion coefficient β 2×10−6 – K−1

Latent heat of fusion Lf 2.7×105 – Jkg−1

Liquidus temperature Tl 1723 – K

Solidus temperature Ts 1658 – K
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Figure 8.1: Schematic of moving gas tungsten arc welding (GTAW). (a) a cross section of the plate
showing a fully-penetrated melt pool, (b) three-dimensional view of the problem under considera-
tion and (c) different welding positions studied in the present chapter.

8.3. Numerical procedure

The numerical simulations make use of a finite-volume solver, ANSYS Fluent [50].
The surface-tension model as well as the source terms in the governing equations were
implemented in the solver using user-defined functions programmed in the C program-
ming language. The computational grid contains about 5.2×106 hexahedral cells, where
cell spacing varies gradually from 40µm in the melt-pool region and close to the gas-
metal interface to 400µm close to the boundaries of the computational domain. Spa-
tial discretisation was implemented by the central-differencing scheme for momentum
advection and diffusive fluxes, and time marching was performed employing a first
order implicit scheme. The time-step size was set to 10−5 s, resulting in a Courant num-
ber (Co = ‖u‖∆t/∆x) less than 0.25. Velocity and pressure fields were coupled using
the PISO (pressure-implicit with splitting of operators) scheme [51] and the pressure inter-
polation was performed employing the PRESTO (pressure staggering option) scheme [52].
The advection of the volume-fraction field was formulated using an explicit compressive
VOF method [53]. Convergence for each time-step is achieved when scaled residuals fall
below 10−7. Each simulation was executed in parallel on 80 cores (AMD EPYC 7452) of
a computing cluster for a total run-time of about 800h.
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8.4. Results
In this section, the effects of different welding positions (shown in figure 8.1(c)) as well
as travel speed (ranging between 1.25 mms−1 and 5 mms−1) and sulphur concentration
(ranging between 60 ppm and 300 ppm) on internal flow behaviour, evolution of the melt-
pool shape and surface oscillations during GTA welding are described. Displacement
signals required for characterising the molten metal oscillations were recorded from
several monitoring points distributed over the melt-pool surface, and are shown in fig-
ure 8.2 for welding position C1. Although the amplitudes of oscillations are different at
different locations, the frequency spectra obtained from FFT analysis look similar. Hence,
the signals recorded from the monitoring point m(x, y, z) = m(0,0, zinterface) in the period
of t = 0s to 10s were analysed utilising the continuous wavelet transform. It should be
noted that no triggering action (such as welding current pulsation) was taken to excite
melt-pool surface oscillations in the present numerical simulations because even small
surface fluctuations are detectable using the proposed computational approach [18].

Figure 8.2: The displacement signals recorded from the monitoring points on the melt-pool top
surface and the corresponding frequency spectra for welding position C1. (a and b) displacement
signals obtained from the simulations, (c and d) frequency spectra obtained from FFT analysis.
Magnitudes in the frequency spectrum are normalised with respect to the maximum magnitude.
Positive values of δ indicate surface depression and negative values surface elevation. (I = 85A,
travel speed: 2.5mms−1 and sulphur concentration: 240ppm)

The oscillation signals of the melt-pool surface and the corresponding frequency spec-
tra for different welding positions with I = 85A and sulphur concentration of 240ppm are
shown in figure 8.3 for downward welding direction (C1–C4) and in figure 8.4 for upward
welding direction (C5–C8). For the cases with a travel speed of 2.5mms−1, the melt-pool
depth increases over time and reaches the plate thickness Hm in about 1.25s. Then,
the melt-pool surface area on the bottom surface increases and becomes almost the same
as that on the top surface (i.e. full penetration) at t ≈ 4s, after which the melt-pool grows
to reach a quasi-steady state. In the case of GTA welding in position C1 (figure 8.3(a)),
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the frequency of oscillations decreases from f ≈ 73Hz at t = 1.25s to values of about
32Hz at t = 4s, while the melt-pool surface area on the bottom surface is increasing to
establish full penetration. After full penetration is established, the frequency of the most
energetic event increases to f ≈ 45Hz, as indicated by the arrow, and subsequently de-
creases gradually to values of about 32Hz as time approaches 10s. Both low and high
frequencies remain in the spectrum after full penetration. The amplitudes of oscillations
also augment as the melt-pool size increases. The frequency of oscillations obtained from
the present numerical simulations for welding position C1 agrees reasonably (within
10% deviation bands) with the experimental data reported by Li et al. [54]. The range
of oscillation frequencies predicted for different welding positions (C1–C8) seems to be
the same, however the results suggest that the welding position affects the amplitudes of
oscillations and the evolution of melt-pool oscillatory behaviour. The frequency of oscil-
lations varies from f ≈ 25Hz to values of about 37Hz after full penetration for welding
positions C2 and C4. Such increase in the frequency of oscillations after full penetration
also occurs for the welding position C3, however the frequency decreases after about 1s
and the melt pool oscillates at low frequencies up to t ≈ 7s, after which the melt pool
collapses (i.e. burns-through).

The amplitude of oscillations predicted for cases C5–C8 are generally larger than
those predicted for cases C1–C4, as shown in figure 8.4. For the welding position C5,
the frequency of oscillations decreases from 66Hz to 52Hz within 1s (from t = 1.25s to
t = 2.25s) and then the frequency of oscillations increases to 64Hz, as indicated by arrow.
For the cases that welding direction is upward (C6–C8), multiple changes occur in the fre-
quency of oscillations. The abrupt changes observed in the frequency domain indicate
the importance of utilising the wavelet transform instead of the Fourier transform for
analysing the behaviour of oscillating melt-pools. Changes in the frequency of oscillations
relate to changes in flow pattern in the melt pool, the shape and size of the melt-pool, and
surface tension of the molten metal [14, 18], which is discussed in section 8.5.

Changes in the sulphur concentration of the material, as a surface-active element,
can result in notable changes in surface tension of the molten material and its variation
with temperature (∂γ/∂T ), as shown in figure 3.2. Reducing the amount of sulphur in
the material results in intensifying the outward fluid flow over the melt-pool surface (as
shown in figure 8.10), forming a wide melt pool. The effect of sulphur concentration of
the material on the evolution of the frequency of oscillations is shown in figure 8.5 for
welds in position C1 and travel speed of 2.5mms−1. The evolution of oscillation frequency
is almost the same for the cases with sulphur concentrations of 120ppm and 60ppm, and
differs both qualitatively and quantitatively from that of the case containing 240ppm
sulphur. The melt pool oscillates at higher frequencies with larger amplitudes in the case
with sulphur concentration of 240ppm compared to the cases with sulphur concentra-
tions of 120ppm and 60ppm. Moreover, the fundamental frequency of oscillations does
not increase markedly after full penetration in the cases with sulphur concentrations
of 120ppm and 60ppm, as it does in the case with sulphur concentration of 240ppm.
This difference in the evolution of oscillations frequency relates to changes in the structure
of the molten metal flow in the melt pool and thus melt-pool shape evolution.

The influence of travel speed on the frequency of melt-pool surface oscillations is
shown in figure 8.6 for the welds in position C1 and sulphur concentration of 240ppm.
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Figure 8.3: The displacement signals recorded from the monitoring point m(x, y, z) =
m(0,0, zinterface) and the corresponding time-frequency spectra for different welding positions with
downward welding direction. (a) welding positions C1, (b) welding positions C2, (c) welding posi-
tions C3 and (d) welding positions C4. Magnitudes are normalised with respect to the maximum
magnitude in the time-frequency spectrum. Positive values of δ indicate surface depression and its
negative values indicate surface elevation. (I = 85A, travel speed: 2.5mms−1 and sulphur concen-
tration: 240ppm)

When the travel speed was set to 1.25mms−1, the melt pool reaches full penetration at
t ≈ 3s and the amplitude of surface oscillations start to increase, as shown in figure 8.6(a).
For the case with a travel speed of 1.25mms−1, the frequency of oscillations gradually de-
creases from 69Hz at t = 1.25s to 29Hz at t = 10s while the melt-pool is growing over time.
Increasing the travel speed from 1.25mms−1 to 5mms−1, the amplitude of oscillations
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Figure 8.4: The displacement signals recorded from the monitoring point m(x, y, z) =
m(0,0, zinterface) and the corresponding time-frequency spectrum for different welding positions
with upward welding direction. (a) welding positions C5, (b) welding positions C6, (c) welding posi-
tions C7 and (d) welding positions C8. Magnitudes are normalised with respect to the maximum
magnitude in the time-frequency spectrum. Positive values of δ indicate surface depression and its
negative values indicate surface elevation. (I = 85A, travel speed: 2.5mms−1 and sulphur concen-
tration: 240ppm)

decreases significantly. Moreover, the frequency of oscillations decreases up to t = 4s
while the melt-pool size is increasing. Afterwards, the melt-pool reaches a quasi-steady-
state condition and the variation of the melt-pool size over time becomes insignificant,
resulting in surface oscillations at an almost constant frequency of about 41Hz. It should
be noted that when the pool size has reached steady state, the surface area of the melt
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Figure 8.5: The influence of sulphur concentration on the time-frequency spectra of melt-pool os-
cillations during GTA welding. (a) sulphur concentration: 120ppm, and (b) sulphur concentration:
60ppm Magnitudes are normalised with respect to the maximum magnitude in the time-frequency
spectrum. Positive values of δ indicate surface depression and its negative values indicate surface
elevation. (I = 85A, welding position: C1 and travel speed: 2.5mms−1)

pool on the bottom surface is consistently smaller than that on the top-surface in the case
with a travel speed of 5mms−1.
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Figure 8.6: The influence of welding travel speed on the time-frequency spectra of melt-pool
oscillations during GTA welding. (a) travel speed: 1.25mms−1, and (b) travel speed: 5mms−1. Mag-
nitudes are normalised with respect to the maximum magnitude in the time-frequency spectrum.
Positive values of δ indicate surface depression and its negative values indicate surface elevation.
(I = 85A, welding position: C1 and sulphur concentration: 240ppm)

8.5. Discussion
The frequency of oscillations predicted using the present numerical simulations are com-
pared to the analytical approximations calculated from the model developed by Maruo
and Hirata [16] for fully-penetrated melt pools in welding position C1, and the results are
presented in figure 8.7. This analytical model is expressed mathematically as follows [16]:

f = 1

2π

√
2 γ̄k2

ρHm
− 2‖g‖

Hm
, (8.1)

where, Hm is the plate thickness, ρ the density of the molten metal and γ̄ the average
surface tension of the molten material. The mean value of surface tension for the alloy
considered in the present study is approximately 1.6Nm−1 in the temperature range of
1723–2500K [41]. The value of k in equation (8.1) depends on both melt-pool size and
oscillation mode and is obtained from the following equations [55]:

Mode 3: k = 2.405

(
De

2

)−1

, (8.2)

Mode 2f: k = 3.832

(
De

2

)−1

, (8.3)

where, De is the equivalent diameter of the melt-pool under a condition of full penetration,
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defined as follows:

De =
p

l w , (8.4)

where, l and w are the melt-pool length and width on the top surface respectively, as
shown in figure 8.7. The analytical model of Maruo and Hirata [16] is developed for
fully-penetrated melt pools, assuming that the melt-pool shape and size on the top and
bottom surfaces of the workpiece are the same with no offset. It appears that for the case
with a travel speed of 2.5mms−1 and sulphur concentration of 240ppm the melt-pool
surface oscillations follow the analytically predicted frequencies in mode 3 for t > 4s
when the surface area of the melt-pool on the bottom surface approaches the surface
area on the top surface. Reducing travel speed to 1.25mms−1 while keeping the sulphur
concentration unchanged (240ppm), the melt-pool surface area on the bottom surface
becomes almost the same as on the top surface and the predicted frequencies follow
the analytical predictions in mode 3. For the case with a travel speed of 5mms−1 and
sulphur concentration of 240ppm, the melt pool shape and size reach a quasi-steady-
state with an equivalent diameter De ≈ 7.5mm that does not change notably over time.
In many practical applications, the melt-pool surface area is not necessarily the same
on the top and bottom surfaces of the workpiece, particularly when the melt pool is
growing before reaching a quasi-steady-state. Moreover, there is often an offset between
the positions of the melt-pool surfaces on the top and bottom of the workpiece, which
increases with increasing the travel speed. These differences in the melt-pool size and
shape, as well as the offset between the melt-pool surfaces on the top and bottom surfaces
of the workpiece, lead to deviation of the frequencies approximated using the analytical
models from those predicted from numerical simulations and measured experimentally.
The frequencies predicted using the present numerical simulations are in reasonably
good agreement (within 10% deviation bands) with the experimental measurements of
fully penetrated pools reported by Yudodibroto [55].

Despite the suitability of analytical models for predicting the frequency of oscillations
under a full penetration condition, they fail to predict changes in oscillation mode during
welding processes, particularly when the melt pool is evolving over time. Moreover,
variation in the value of surface tension of the molten material with temperature is
ignored in the analytical models, which limits their accuracy in predicting the frequency
of oscillations during GTA welding. The results presented in figure 8.7 also demonstrate
that changes in the sulphur concentration can affect the frequency of oscillations and
their evolution due to variations in the internal flow pattern and thus the melt-pool shape,
which results from changes in the Marangoni stresses acting on the melt-pool surfaces.

Figure 8.8 shows the evolution of the thermal and flow fields over the melt-pool
surfaces as well as the pool shape during GTA welding in position C1 with a travel speed
of 2.5mms−1 and sulphur concentration of 240ppm. A melt pool forms soon after the arc
ignition, grows and its depth reaches the plate thickness after about 1.25s, forming
a fully-penetrated melt pool. Fluid flow in the melt pool is driven by various time-variant
forces acting on the molten material such as Marangoni, Lorentz, arc plasma shear and
pressure and buoyancy forces, resulting in a complex flow pattern that is inherently three-
dimensional. This fluid motion transfers the heat absorbed by the material and affects
the melt-pool shape and its evolution over time. The relative contribution of advective
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Figure 8.7: Variation of the frequency of oscillations for fully-penetrated melt-pools during
GTA welding as a function of equivalent melt-pool diameter. The frequency of oscillations
obtained form the present numerical simulations (unfilled symbols), experimental data re-
ported by Yudodibroto [55] (squares), and analytical approximations using the model proposed
by Maruo and Hirata [16] for oscillation frequencies in Mode 3 (up and down bulk motion,
dark grey line) and Mode 2f (sloshy oscillation, light grey line). (I = 85A and welding position: C1)

to diffusive energy transfer can be evaluated using the Péclet number (Pe = ρcpD‖u‖/k),
which is larger than unity (O(100)) for the cases studied in the present work, signifying
the notable influence of advection on the melt-pool shape.

The results shown in figure 8.8 indicate that the maximum temperature of the melt
pool after reaching a quasi-steady-state condition varies between 2260K and 2340K and
the maximum local fluid velocity varies between 0.21ms−1 and 0.34ms−1. Inward fluid
flow from the boundary to the centre of the pool is observed over the top surface that
meets an outward flow in the central region. This change in the flow direction is due
to the sign change of the temperature gradient of surface tension (∂γ/∂T ) at a specific
temperature, as shown in figure 3.2. Interactions between these two streams disturb
the thermal field over the pool surface and generate an unsteady complex flow pattern
inside the pool, affecting the energy transport in the melt pool and thus the evolution of
the melt-pool shape. Temperatures are below the critical temperature over the bottom
surface of the pool and the temperature gradient of the surface tension is positive all over
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the surface, resulting in inward fluid flow from the melt-pool boundaries. Moreover, two
vortices form over the top surface as time passes that generate a periodic asymmetry in
the flow field, leading to flow oscillations around the melt-pool centreline. The forma-
tion of such vortices occurs because of the fluid motion from the front part of the pool
toward the rear and collision with the inward flow in the rear part of the pool. A similar
flow pattern was observed during GTA welding by Zhao et al. [43] using particle image
velocimetry (PIV).

The outward fluid flow in the central region of the melt pool coupled with the arc
pressure applied to the molten material leads to melt-pool surface depressions in the front
and central region of the melt pool. Variation in the flow pattern over time, as well as
changes in the melt-pool shape result in changes in oscillatory behaviour. For the case
shown in figure 8.8, the melt-pool surface area on the bottom surface of the workpiece
increases over time and becomes almost the same as that on the top surface after 4s.
This change in pool shape coupled with the fluid flow that evolves over the bottom
surface, causes a change in the melt-pool oscillatory behaviour, as reflected in figure 8.3.
Variations in the pool surface morphology also result in variation of the power-density
and arc force distribution over the surface and the total power input from the electric arc,
enhancing flow disturbances.

Figure 8.8: Evolution of the melt-pool shape during gas tungsten arc welding. Contours show
the temperature distribution over the melt-pool surface and are overlaid with velocity vectors.
The 0.5ms−1 reference vector is provided for scaling the velocity field. (I = 85A, welding posi-
tion: C1, travel speed: 2.5mms−1 and sulphur concentration: 240ppm)
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Variation in the welding position can affect melt-pool surface deformations, resulting
in changes in the power-density and arc force distribution over the melt-pool surface
and thus the evolution of the melt-pool shape and its oscillatory behaviour. The in-
fluence of welding position on melt-pool shape is shown in figure 8.9 for cases with
a travel speed of 2.5mms−1 and sulphur concentration of 240ppm. When welding down-
ward (C2–C4), the molten material is pulled by the gravitational force towards the front
part of the melt pool and forms a bulge beneath the welding torch. This change in the melt-
pool surface morphology decreases the average arc length and alters the power-density
distribution, through changing the distribution parameter σq (equation (3.36)), and thus
temperature profile over the surface. The change in the power-density distribution in turn
increases the temperature gradients over the melt-pool surface and thus the magnitude
of Marangoni forces. The results reveal that the molten material moves from the rear
of the melt pool towards the front around the centreline, resulting in further reduction
of the melt-pool thickness in the rear part of the melt pool, which can eventually lead
to the rupture of the liquid layer and melt-pool collapse if the dynamic force balance
cannot be maintained. In contrast, when welding upward (C6–C8), the molten material
moves towards the rear part of the melt pool because of the gravitational force, form-
ing a concavity in the front part of the pool. The formation of this concavity increases
the average arc length beneath the welding torch and the distribution parameter σq

(equation (3.36)). This increase in the distribution parameter reduces the temperature
gradients over the melt pool surface and thus the magnitude of Marangoni forces. These
results suggest that although the melt-pool shape and its surface morphology are in-
fluenced by the welding position, the overall flow structure in the melt pool, which is
dominated by Marangoni and electromagnetic forces, is not affected significantly by
the gravitational force [46]. The results in figure 8.9 also show that the material thick-
ness H reduces locally beneath the welding torch with the increase in the average arc
length in the cases that welding direction is upward (C6–C8). This reduction in the mate-
rial thickness results in the establishment of full penetration somewhat earlier at t ≈ 3s
compared to that of the case C1 and C5, changing the oscillation frequency as reflected in
figure 8.4. The results suggest that when the relative material thickness (H/Hm) beneath
the welding torch reduces to values less than about 0.65, an unsteady multicellular flow
pattern evolves in the pool [18, 56], leading to irregular surface deformations that are
reflected in the time-frequency spectra shown in figure 8.4(b and d) for t > 6s.

Figure 8.10 shows the melt-pool shape and thermal and flow fields over the melt-
pool surfaces at t = 10s for GTA welding in welding position C1 with a travel speed of
2.5mms−1 and different sulphur concentrations in the material. The results of the present
numerical simulations suggest that both the amplitude and frequency of oscillations
decrease with reducing the sulphur concentration in the material. Reducing sulphur
concentration results in an increase in the average surface tension, affects the variation
of surface tension with temperature (∂γ/∂T ) and reduces the critical temperature at
which the sign of the temperature gradient of surface tension (∂γ/∂T ) changes, accord-
ing to equation (3.78) (see figure 3.2). The flow pattern over the melt-pool top surface
becomes mostly outward when the sulphur concentration in the material is reduced.
The increasingly outward fluid flow weakens disturbances caused by the interaction of
inward and outward fluid flows over the melt-pool surface. Additionally, the outward
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Figure 8.9: The influence of the welding position on evolution of the melt-pool shape during gas
tungsten arc welding. Contours show the temperature profile at t = 7s and are overlaid with velocity
vectors. Cross sections on the y-z plane are located at x = 0. (I = 85A, travel speed: 2.5mms−1 and
sulphur concentration: 240ppm)

fluid flow transfers the heat absorbed by the material towards the melt-pool boundary,
reducing the maximum temperature and the magnitude of temperature gradients over
the melt-pool surface. Moreover, the outward flow results in a relatively larger melt-pool
surface area on the top surface compared to that on the bottom surface and fluid veloci-
ties decrease on the bottom surface. These changes in the flow field alter the melt-pool
shape, as shown in figure 8.10, and in turn affect the melt-pool oscillatory behaviour.
A notable change in the time-frequency spectra of the cases with sulphur concentrations
of 120ppm and 60ppm (figure 8.5) compared to that with a sulphur concentration of
240ppm (figure 8.3(a)) is that the frequency of oscillations decreases gradually over time
and does not change suddenly as observed in figure 8.3(a) at t ≈ 4s.

The influence of travel speed on melt-pool shape and heat and fluid flow in the melt
pool during GTA welding in position C1 is shown in figure 8.11 for the cases with a sul-
phur concentration of 240ppm. Increasing the travel speed, while keeping other process
parameters the same, results in a decrease in the melt-pool size, which is due to the re-
duction of nominal heat input to the material. Additionally, the melt-pool shape changes
from a virtually circular shape to a teardrop shape with increasing travel speed. The flow
pattern obtained from the numerical simulations also reveals that vortex structures do
not form over the melt-pool surface for the case with a travel speed of 1.25mms−1, in
contrast to other cases with higher travel speeds. Moreover, the offset between the top
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Figure 8.10: The influence of sulphur concentration in the material on the melt-pool shape during
gas tungsten arc welding. Contours show the temperature profile at t = 10s and are overlaid with
velocity vectors. The 0.5ms−1 reference vector is provided for scaling the velocity field. (I = 85A,
travel speed: 2.5mms−1 and welding position: C1)

and bottom melt-pool surfaces increases with increasing the travel speed. The offset
measured at the leading edge of the pool with respect to the z-axis increases from about
5° at a travel speed of 1.25mms−1 to values of about 50° at a travel speed of 5mms−1.
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Figure 8.11: The influence of travel speed on the melt-pool shape during gas tungsten arc weld-
ing. Contours show the temperature profile at t = 10s and are overlaid with velocity vectors.
The 0.5ms−1 reference vector is provided for scaling the velocity field. (I = 85A, sulphur concentra-
tion: 240ppm and welding position: C1)

8.6. Conclusions
High-fidelity three-dimensional numerical simulations were performed to study the oscil-
latory behaviour of fully-penetrated melt pools during positional gas tungsten arc welding.
The influence of welding positions, the sulphur concentration in the material and travel
speed on complex unsteady convection in the melt pool and oscillations of the melt-pool
surface were investigated. The frequencies predicted using the present computational
model were compared with analytical and experimental data, and reasonably good agree-
ment (within 5% deviation bands) is achieved. Using the present numerical approach,
evolutions of the melt-pool surface oscillations during GTA welding are described by
revealing the unsteady complex flow pattern in the melt pools and subsequent changes in
the melt-pool shape, which are generally difficult to visualise experimentally. Moreover,
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evolution of the frequency of melt-pool oscillations during arc welding are not predictable
using the analytical models that are available in the open literature.

Melt-pool oscillatory behaviour depends on surface tension of the molten material
and shape and size of the melt-pool. Changes in material properties and welding process
parameters affect convection in the melt pool, hydrodynamic instabilities that arise and
resultant variations in the melt-pool shape. Depending on the processing condition,
these instabilities can also grow in time, affecting melt-pool stability and may even lead
to melt-pool collapse and process failure. Welding position affects the melt-pool surface
morphology, altering the spatial distribution of arc forces and power-density applied
to the molten material and thus changes flow pattern in the melt-pool. The change in
the flow pattern affects the evolution of the melt-pool shape and its oscillatory behaviour.
The frequency of oscillations seems to vary within the same range (22Hz < f < 73Hz)
for different welding positions studied in the present work, however the evolution of
oscillation frequencies, which depends on the melt-pool shape, is affected by welding
position. Under similar welding conditions, sulphur concentration in the material signifi-
cantly affects the thermal and flow fields in the melt pool and consequently the shape of
the pool, changing the oscillatory behaviour of the melt-pool. Increasing the travel speed
decreases the melt-pool size, increases the offset between top and bottom melt-pool
surfaces and also affects the flow structures (vortex formation) on the melt-pool surface.
These observations offer an insight into the complex melt-pool oscillatory behaviour
during positional gas tungsten arc welding and suggest that the processing window for ad-
vanced fusion-based manufacturing processes can be determined by utilising numerical
simulations that can potentially reduce the costs associated with process development
and optimisation.
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9
Melt Pool Behaviour in
Gas Metal Arc Welding:

The Effect of Joint Shape

One of the challenges for development, qualification and optimisation of arc welding processes
lies in characterising the complex melt-pool behaviour which exhibits highly non-linear responses
to variations of process parameters. The present work presents a simulation-based approach to
describe the melt-pool behaviour in root-pass gas metal arc welding (GMAW). Three-dimensional
numerical simulations have been performed using an enhanced physics-based computational
model to unravel the effect of groove shape on complex unsteady heat and fluid flow in GMAW.
The influence of surface deformations on power-density distribution and the forces applied to
the molten material were taken into account. Utilising this model, the complex heat and fluid flow in
melt pools was visualised and described for different groove shapes. Additionally, experiments were
performed to validate the numerical predictions and the robustness of the present computational
model is demonstrated. The model can be used to explore physical effects of governing fluid flow
and melt-pool stability during gas metal arc root welding.

The contents of this chapter have been published in Materials, 2021, 14(23), 7444, DOI: 10.3390/ma14237444.
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9.1. Introduction

G as metal arc welding (GMAW) is a fusion-based joining technique that is widely
employed in industry to join metallic parts and to produce high-integrity structures.

The quality of the joints made using arc welding or the structures made using wire-arc
additive manufacturing depend on chosen process parameters, material properties and
boundary conditions [1–3]. Changes in operating variables can alter the magnitude
and distribution of the heat input and forces applied to the molten metal in melt pools
(such as Marangoni, Lorentz, thermal buoyancy forces and arc plasma shear stresses and
pressures), affecting fluid flow in the pool and in turn the properties, structure and quality
of products [2]. Correct control of melt-pool behaviour during arc welding is crucial to
produce joints with desired properties [4].

One of the challenges for development, qualification and optimisation of arc welding
processes lies in characterising the complex melt-pool behaviour which exhibits highly
non-linear responses to variations of process parameters [5]. Trial-and-error experiments
are often employed to realise appropriate processing parameters to achieve the desired
properties. Such an experimental approach is costly and time inefficient and a successful
processing for a specific configuration (e.g. material system, welding machine and joint
shape) might not apply to a different configuration. Moreover, experimental identification
of the effects of various parameters on the melt-pool behaviour is generally complicated
due to the high-temperature, rapid solid-liquid phase transformation, opacity and fast
dynamics of the molten metal flow [4]. Simulation-based approaches offer understanding
of the melt-pool behaviour during welding and additive manufacturing and can serve as
an alternative to experiments to explore the design space for process optimisation [1, 6].

To date, focus has predominantly been placed on developing numerical simula-
tions to describe melt-pool behaviour in arc welding of flat plates without a groove
(i.e. bead-on-plate welding, see for instance, [7–15]); however little attention has been
paid to understanding the effect of joint shape on complex heat and molten metal flow.
Zhang et al. [16, 17] developed a three-dimensional model in a body-fitted coordinate
system to describe the effects of various driving forces on heat and fluid flow in the melt
pool during GMAW fillet welding. Hu and Tsai [18] developed a comprehensive model
to simulate unsteady molten metal flow and heat transfer in melt-pools during GMA
welding of a thick plate with V-groove. These studies only focus on partially penetrated
pools and do not report the effect of different joint shapes on molten metal flow be-
haviour. Chen et al. [19] studied the effect of the opening angle of a V-groove on melt-
pool behaviour during relatively high-current GMAW (welding current I = 340A) using
a computational model developed on the basis of a body-fitted coordinate system. They
reported that changes in the opening angle have an insignificant effect on the flow pattern
in the pool but can affect the velocity and temperature distribution and thus the pool
shape. Using the Abel inversion method, Cho and Na [20] reconstructed the emissiv-
ity distribution of an arc plasma and argued that the application of V-grooves in arc
welding can affect the arc plasma characteristics, changing the distribution of the power-
density, arc pressure and electromagnetic forces [21]. On the basis of their previous
studies [20, 21], Cho et al. [22] employed an elliptically symmetric distribution functions
for power-density and arc pressure (instead of an axisymmetric distribution) to simu-
late heat and fluid flow in GMAW of a plate with V-groove at different welding positions.
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Changes in the groove shape due to filler metal deposition and its effect on the distribu-
tion of power-density and arc-induced forces were not accounted for in previous models
that are available in the literature. Further investigations are required to realise the in-
fluence of the joint shape on molten metal flow behaviour in GMAW, particularly for
fully-penetrated melt pools.

Focusing on understanding the melt-pool behaviour during root-pass gas metal arc
welding, with particular interest in the effects of groove shape, a systematic numerical
study was carried out in the present work. Three-dimensional calculations have been
performed using a physics-based computational model to simulate the dynamics of heat
and molten metal flow in GMAW. Additionally, experiments were performed to validate
the numerical predictions. The present work explains the dynamics of internal molten
metal flow in gas metal arc welding and provides an enhanced computational model for
design space explorations.

9.2. Problem description
In gas metal arc welding, an electric arc between a consumable electrode (filler metal)
and a workpiece provides the thermal energy required for melting the material. Melting of
the filler metal results in the periodic formation of molten metal droplets that successively
impinge on the workpiece surface. Thermal energy input from the arc plasma as well
as the thermal energy transported by the droplets leads to the formation of a melt pool
that creates a joint after solidification (see figure 9.1). In the present work, the effect of
the groove shape on molten metal flow behaviour is studied for three different groove
shapes, as shown schematically in figure 9.1. A torch, which is perpendicular to the work-
piece top-surface is adopted here and the contact-tip to workpiece distance (CTWD)
is set to 18mm. Different values of welding current ranging between 220A and 280A
have been studied. Details of the welding parameters in the present work are listed in
table 9.1. The process parameters employed in the present work have been chosen based
on preliminary trial experiments and are also comparable to those reported in previous
independent studies on gas metal arc welding of steel plates with grooves (see for instance,
[17, 18, 21, 22]). The plates are made of a stainless steel alloy (AISI 316L) and are initially
at an ambient temperature of 300K. The welding torch is initially located in the middle of
the workpiece along the x-axis and 10 mm away from the leading-edge of the workpiece
(i.e. y = 10mm).

The computational domain is defined in a stationary Cartesian coordinate system
and is in the form of a rectangular cube that encompasses the metallic workpiece and two
layers of gas below and above the workpiece. The incorporation of the gas layers allows
tracking of surface deformations of the pool. To reduce the complexity of simulations and
computation time, the melt-pool is decoupled from the arc plasma in the simulations.
Accordingly, the heat input from the arc and the arc induced forces are defined as source
terms for thermal energy and momentum. These source terms are adjusted dynami-
cally during the calculations, as explained in section 3.2.3, to account for the changes in
the arc power and power-density distribution as well as the magnitude and distribution
of the forces exerted by the arc plasma that occur due to melt-pool surface deforma-
tions and filler metal deposition. The conditions applied to the outer boundaries of
the computational domain are shown in figure 9.1. The outer boundaries of the plates
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Figure 9.1: Schematic of gas metal arc welding and three different joint shapes studied in the present
work. For the sake of clarity, only parts of the gas layer are shown. Here Wr refers to the width of flat
region at the base of the groove, referred to as the root-leg.

Table 9.1: Welding parameters studied in the present work.

Parameter Value Unit

Welding current I 220−280 A
Arc voltage U 21.4−23.0 V
Wire feed rate uw 7.0−8.7 mmin−1

Wire diameter dw 1.2 (0.045 ) mm (inch)
Wire material AISI 316L –
Travel speed V 7.5 mms−1

Shielding gas 97.5% Ar + 2.5% CO2 –
Shielding gas flow rate 20 lmin−1

Inner diameter of the shielding cup 20 mm
CTWD 18 mm
Distance between the contact tip 2 mm
and the shielding cup edge
Torch angle 90 ◦

are treated as no-slip walls, as the melt-pool does not reach them, and heat losses due
to radiation and convection are accounted for. A fixed atmospheric pressure (101325Pa)
is applied to the outer boundaries of the gas layers. The thermophysical properties of
AISI 316L and the gas employed in the simulations are presented in table 9.2 and fig-
ure 9.2. The values for the surface tension are estimated using an empirical correlation
proposed by Sahoo et al. [23], which takes the influence of surfactants (i.e. sulphur) into
account. Employing a temperature-dependent density model, thermal buoyancy force
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are accounted for in the simulations. In the present work, the properties of the shielding
gas are assumed to be temperature-independent, which is a common assumption in
numerical simulations of arc welding and additive manufacturing where the melt-pool is
decoupled from the arc plasma [7–9, 11–13, 22]. This assumption is justifiable as the trans-
port properties of the shielding gas (i.e. viscosity, density and thermal conductivity) are
small compared to those of the molten metal, and thus changes in the shielding gas
properties with temperature negligibly affect the numerical predictions of fluid flow in
the melt pool [24]. The droplet temperature Td was approximated to 2500K, based on
the experimental data reported by Soderstrom et al. [25].

Table 9.2: Thermophysical properties of the stainless steel (AISI 316L) and the gas employed in
the numerical simulations. Values for AISI 316 are taken from [26].

Property Stainless steel (AISI 316) Gas Unit

Density ρ see figure 9.2 1.623 kgm−3

Specific heat capacity cp see figure 9.2 520.64 Jkg−1 K−1

Thermal conductivity k see figure 9.2 1.58×10−2 Wm−1 K−1

Viscosity µ see figure 9.2 2.12×10−5 kgm−1 s−1

Latent heat of fusion Lf 2.7×105 – Jkg−1

Liquidus temperature Tl 1723 – K
Solidus temperature Ts 1658 – K

Figure 9.2: Temperature-dependent thermophysical properties of AISI 316L employed in the simu-
lations. (a) density [27], (b) specific heat capacity at constant pressure [26], (c) thermal conductiv-
ity [26] and (d) dynamic viscosity [27].
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9.3. Numerical procedure
The computational model employed in the present work was developed within the frame-
work of a proprietary finite-volume solver, ANSYS Fluent [28]. To implement the source
terms in the governing equations and the surface tension model, user-defined subroutines
programmed in the C programming language were used. The computational domain con-
tains about 2.7×106 non-uniform hexahedral cells, with the smallest cell spacing being
set to 80µm in the melt-pool region, which is sufficiently fine to obtain grid-independent
solutions [29–32]. The cell spacing increases gradually from the melt-pool region to-
wards the boundaries of the computational domain and the maximum cell size was
limited to 400µm. The central-differencing scheme with second-order accuracy was
employed for spatial discretisation of momentum advection and diffusive fluxes. A first-
order implicit scheme was employed for the time marching, and a fixed time-step size
of 2×10−5 s was used to keep the value of the Courant number (Co = ‖u‖∆t/∆x) below
0.25. To formulate the advection of the volume-fraction scalar field, an explicit compres-
sive VOF method [33] was employed. Moreover, the PRESTO (pressure staggering option)
scheme [34] and the PISO (pressure-implicit with splitting of operators) scheme [35]
was employed for the pressure interpolation and coupling velocity and pressure fields,
respectively. Simulations were executed in parallel on a high-performance computing
cluster, each on 70 cores (AMD EPYC 7452) and the total run-time was about 290h.

9.4. Experimental setup and procedure
The general process parameters studied in the present work are introduced in section 9.2.
Figure 9.3 shows a schematic drawing of the experimental setup utilised in the present
work. A Fronius CMT 5000i power source that was attached to a six-axis Fanuc robot
was employed. Weld beads with a length of 80mm were deposited on the workpiece
with pre-machined grooves. Each experiment was repeated at least three times to ensure
repeatability of the tests. The filler metal and the workpiece employed in the experiments
were AISI 316L. Welding current and voltage were measured and recorded during the ex-
periments at a frequency of 5kHz using a Triton 4000 data acquisition system. Samples
were cut after the experiments to extract transverse cross-sections. The cut samples were
mounted and surface ground using silicon carbide (SiC) papers with grit sizes varying
from 80 to 2000 grit. Finally, the samples were polished using colloidal alumina with
particle sizes of 3µm and 1µm respectively. Fusion zones were revealed by chemical
etching with Kallings Reagent I (2g CuCl2 + 40ml HCl + 40ml C2H5OH + 40ml H2O) for 3s.
Macrographs of the fusion zones in the etched specimens were obtained using a Keyence
digital microscope.
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Figure 9.3: Schematic of the experimental setup utilised in the present work.

9.5. Results and discussion
9.5.1. Model validation
The reliability and accuracy of the present numerical predictions are benchmarked against
experimentally measured melt-pool shapes. In this study, gas metal arc welding of work-
pieces with different groove shapes are considered, with a welding current of 280A and
a travel speed of 7.5mms−1. Figure 9.4 shows a comparison between the numerically
predicted melt-pool shapes with those obtained from experiments for different groove
shapes. The computational cells containing molten metal were marked during the cal-
culation to visualise the melt-pool shapes. It is worth noting that the experiments were
conducted after the numerical simulations, which means no calibration is performed to
tune the numerical results. The results indicate a reasonable agreement between numeri-
cally predicted and experimentally measured melt-pool shapes. The maximum deviation
between the predicted melt-pool dimensions and experimental measurements is found
to be less than 10%, demonstrating the validity of the present numerical simulations.
This deviation might be caused by uncertainties associated with the models employed
to approximate the temperature-dependent material properties at elevated tempera-
tures, the simplifying assumptions made to develop the computational model such as
those employed to determine droplet size, velocity and temperature, and uncertainties in
determining the boundary conditions in the model.
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Figure 9.4: Comparison of the melt-pool shapes obtained from the present numerical simulations
with experimental measurements for different groove shapes with a welding current of 280A and
a travel speed of 7.5mms−1. Regions shaded in dark grey show the melt-pool shape obtained
from numerical simulations. The computational cells that, at any stage during the transient
calculations of the melting and re-solidification process, contained molten metal were marked to
visualise the melt-pool shape on the transversal cross-section. Green symbols on experimental data
show the melt-pool boundary obtained from numerical simulations. Yellow dashed-lines indicate
the joint shape before welding.

9.5.2. Thermal and fluid flow fields
Once the arc ignites and the process begins, the welding wire heats up to the melt-
ing temperature and molten metal droplets form at the wire tip that detach periodi-
cally from the wire and deposit on the workpiece surface as shown schematically in
figure 9.1. The frequency of droplet detachment is directly proportional to the wire feed
rate and ranges between 147Hz and 187Hz for the welding process parameters studied in
the present work (see table 9.1). To simplify the numerical simulations as described in sec-
tion 3.2.3, the filler metal droplets are assumed to be spherical and are incorporated into
the simulations with predefined velocity and temperature, which is a common practice in
modelling melt-pool behaviour in gas metal arc welding (see for instance, [7, 8, 18, 21]).
The qualitative melt-pool behaviour was found to be similar for different welding currents
studied in the present work. Therefore, representative results for the cases with welding
current of 220A are shown and discussed in this chapter.

The thermal energy input from the plasma arc in addition to the thermal energy trans-
ported by the molten metal droplets result in the formation of a melt pool. For the process
parameters studied in the present work (see table 9.1), the melt pool grows over time and
reaches a quasi-steady-state condition after about 3s. Figure 9.5 shows a partial view of
the workpiece encompassing the melt pool and the corresponding thermal and fluid flow
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fields over the melt-pool surface for different groove shapes at t = 5s with wire feed rate
uw = 7mmin−1 and welding current I = 220A. For the cases shown in figure 9.5, the maxi-
mum surface temperature is less than 2310K and the value of the temperature gradient of
surface tension (∂γ/∂T ) is mostly positive (see figure 9.2(e)). Hence, the molten metal
moves from the cold area close to the melt-pool rim towards the hot central region,
primarily due to the Marangoni shear force induced over the surface. Molten metal
streams from the melt-pool rim collide in the central region and form a complex unsteady
asymmetric flow pattern in the pool. A similar flow pattern is observed experimentally in
previous independent studies conducted by Wu et al. [36], Zhao et al. [37]. The maximum
local molten metal velocity is about 0.7−0.8ms−1 and corresponds to a Péclet number
(Pe = ρcpD‖u‖/k) larger than unity (O(400)), which signifies that advection dominates
the energy transfer in the melt pool and that the process cannot be described adequately
using a thermal model without considering fluid flow.

The results suggest that the energy transported to the surrounding solid material
markedly affects the melt-pool shape. Although the total heat input to the material is
the same for the cases shown in figure 9.5, the melt-pool shapes differ notably for different
groove shapes. It appears that increasing the width of the root-leg results in a decrease in
the amount of heat diffused to the side walls of the groove as the height of the deposit layer
reduces, leading to an increase in the length of the melt-pool as well as the mushy-zone
(i.e. regions between the solidus and liquid iso-surfaces in figure 9.5). Moreover, the aver-
age fluid velocity in the pool decreases with increasing width of the root-leg, which can
be attributed to the decrease in the magnitude of temperature gradients generated over
the surface. Among all the cases studied in the present work, full-penetration is observed
only for those with root-leg, even for the case with welding current I = 280A. Evidently,
a higher welding current or a lower travel speed is required to achieve full penetration
using grooves without root-leg (i.e. V-groove). However, increasing the welding current or
reducing the travel speed results in an increase in total heat input to the material, which
is often undesirable as it decreases the cooling rate and can adversely affect the proper-
ties of the joint, particularly when austenitic stainless steels are used [38–40]. Moreover,
increasing the welding current can lead to a significant increase in arc force as the arc
force is proportional to the welding current squared (‖Farc‖∝ I 2) [41], and thus limiting
the welding current is necessary to avoid defects such as burn-through. Although em-
ploying a root-leg can reduce the welding current required to achieve full penetration,
employing a relatively wide root-leg will increase the number of welding passes required
to fill the groove.

Figure 9.6 shows thermal and fluid flow fields in the x = 0 plane for different joint
shapes and time instances. The impingement of molten metal droplets on the surface
disturbs the thermal and fluid flow field in the pool and results in the formation of a crater
and a travelling wave over the melt-pool surface, as indicated by arrows in figure 9.6.
Moreover, the periodic molten metal droplet impingement on the melt pool enhances
mixing in the melt pool. The molten metal droplet temperature (Td = 2500K) is above
the critical temperature at which the sign of surface-tension temperature coefficient
(∂γ/∂T ) changes from positive to negative (Tcr ≈ 2250K); therefore, an outward fluid flow
is induced on the surface in the region where the droplet impinges due to Marangoni
shear force. Soon after the droplet is merged with the melt pool, the crater closes due to
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Figure 9.5: The numerically predicted thermal and fluid flow fields over the melt-pool surface
(left column) and the corresponding pool shape (right column) for different joint shapes at t = 5s.
(a) groove angle θ = 60◦ and no root-leg (Wr = 0mm), (b) θ = 20◦ and root-leg width Wr = 4mm and
(c) θ = 20◦ and root-leg width Wr = 6mm. Wire feed rate uw = 7mmin−1, welding current I = 220A,
and travel speed V = 7.5ms−1. The area between iso-surfaces of solidus and liquidus temperature
shows the mushy region.

surface tension and hydrostatic forces, and the surface temperature decreases to values
less than 2310K for which the value of ∂γ/∂T is mostly positive. The wave crests move
radially outward towards the melt-pool rim and are reflected by the solid edges of the pool.
Interactions between the primary and reflected waves as well as the forces acting on
the molten material result in complex melt-pool surface deformations and oscillations, as
shown in figure 9.5. For the cases studied in the present work, the frequency of the droplet
transfer in relatively high (O(170Hz)) and the droplet sizes are relatively small compared
to the melt-pool dimension, resulting in a smooth weld bead with negligible ripple
formation.
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Figure 9.6: Melt-pool shape, temperature profile and velocity vectors in the x = 0 plane for different
joint shapes and time instances. (left column) groove angle θ = 60◦ and no root-leg (Wr = 0mm),
(middle column) θ = 20◦ and root-leg width Wr = 4mm and (right column) θ = 20◦ and root-leg
width Wr = 6mm. Wire feed rate uw = 7mmin−1, welding current I = 220A, and travel speed
V = 7.5ms−1.

9.6. Conclusions
Three-dimensional numerical simulations were performed to systematically investigate
the effect of groove shape on melt-pool behaviour in root pass gas metal arc weld-
ing. The effects of melt-pool surface deformations on power-density distribution and
the forces applied to the molten material were accounted for in the present computa-
tional model. These effects are often neglected in numerical simulations of melt-pool
behaviour in arc welding. Thermal and fluid flow fields in the melt pool were visualised
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and described for different groove shapes. Moreover, experiments were conducted to
validate the numerical predictions.

Energy transfer in melt pools during gas metal arc welding is dominated by convection
and thus thermal models without considering fluid flow cannot predict and describe
the melt-pool shape with sufficient accuracy. The periodic impingement of molten
metal droplets disturbs the thermal and fluid flow fields in the pool, resulting in an even
more complex flow pattern. For the process parameters studied in the present work,
full-penetration was observed only for the grooves with root-leg. Changes in the groove
shape have an insignificant influence on the flow pattern over the surface, however
the groove shape affects the energy transfer to the surrounding solid material and thus
alters the melt-pool shape and can affect the properties of the joint. The groove shape
also affects the melt-pool oscillatory behaviour as it influences the reflection of the waves
generated due to the molten metal droplet impingement. Moreover, the groove shape can
affect the process window, which can be explored using the simulation-based approach
described in the present work.
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10.1. Conclusions

T he goal throughout the present work has been to develop a generic physics-based
computational approach to predict and assess the stability of the melt-pool in fusion

welding and additive manufacturing and to minimise the number of trial-and-error ex-
periments required for process development and optimisation. It is of particular interest
to provide a deeper insight into the physics of heat and fluid flow in fusion-based manu-
facturing processes. To this end, an advanced high-fidelity computational model based
on the finite-volume method has been developed within the framework of ANSYS Fluent
to unravel the complex dynamics of melt-pool behaviour whilst maintaining a physi-
cally realistic representation of the system. The details of the computational model and
the underlying assumptions are described in chapter 3. The computational model has
been utilised to simulate the melt-pool oscillatory behaviour in various fusion-based
manufacturing processes to investigate the effects of variations in orientation and ge-
ometric boundary conditions typically employed in industry. Moreover, experiments
have been conducted to validate the robustness of the present computational model in
predicting and characterising melt-pool oscillatory behaviour for the challenging physical
conditions involved. The conclusions drawn from the present work are summarised here.

• For isothermal phase-change problems, reducing the cell size diminishes the influ-
ence of the mushy-zone constant and results become independent of the mushy-
zone constant for the fine enough meshes. A grid independent solution of an isother-
mal phase-change problem is therefore independent of the mushy-zone constant.
However, not every numerical result that is independent of the mushy-zone con-
stant is grid independent.

• Numerical predictions of non-isothermal phase-change problems are inherently
dependent on the mushy-zone constant. To predict and evaluate the influence of
the mushy-zone constant on numerical predictions, the ratio of the heat advection
to the heat diffusion is quantified in regions close to the solid-liquid interface using
a dimensionless Péclet number Pe∗, which is defined in equation (4.15). Large
values of Pe∗ À 1 adjacent to the solid-liquid interface indicate a strong sensitivity
and Pe∗ ¿ 1 indicates insensitivity to the mushy-zone constant C .

• Artificially increasing the transport coefficients of the material (commonly known
as using an ‘enhancement factor’) to achieve agreement between numerically pre-
dicted melt-pool sizes and solidification rates with experiments does not represent
the physics of complex transport phenomena governing fusion-based manufactur-
ing processes. The use of an enhancement factor significantly affects the numerical
predictions of melt-pool oscillatory behaviour.

• Deformations of the melt-pool surface can result in temporal and spatial variations
in the power-density and force distributions acting on the molten material. Thermal
and fluid flow fields in the melt-pool as well as the pool shape predicted assuming
a flat and non-deformable gas-metal interface differ considerably from those of
the cases with a deformable interface.
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• The absorptivity is a system parameter and should not be used as a calibration
factor. The coupling between the absorptivity of material and thermal and fluid
flow fields in the melt-pool cannot be rendered with sufficient resolution employing
a constant absorptivity model, which will inevitably limit the range of predictability
of the computational models developed to describe the dynamics of melt-pool
behaviour in laser welding and additive manufacturing. Treating absorptivity as
a physical quantity remarkably enhanced the model accuracy and can lead to
results that match experimental observations.

• The melt-pool oscillations strongly relate to shape and size of the melt-pool and
surface tension of the molten material. Oscillations with relatively low amplitudes
and high frequencies were observed during partial penetration. The frequency of
melt-pool oscillations decreases as the melt pool grows. The numerical predictions
confirm the existence of a sharp drop in oscillation frequency when the melt pool
becomes fully penetrated during gas tungsten arc welding (GTAW). There is a period
during which both high and low frequencies coexist while the transition from partial
to full penetration is developing. The melt pool oscillation mode can change during
processing, depending on material properties and prescribed process parameters.

• Welding position affects the melt-pool surface morphology, altering the spatial
distribution of arc forces and power-density applied to the molten material and
hence the flow pattern in the melt-pool. The change in the flow pattern affects
the evolution of the melt-pool shape and its oscillatory behaviour.

• Changes in the groove shape generally have an insignificant influence on the flow
pattern over the surface in gas metal arc welding (GMAW), however the groove
shape affects the energy transfer to the surrounding solid material and thus alters
the melt-pool shape and can affect the properties of the joint. The groove shape
also affects the melt-pool oscillatory behaviour as it influences the reflection of
the waves generated due to the molten metal droplet impingement. Moreover,
the groove shape can affect the process window, which can be explored using
the simulation-based approach described in the present work.

• Complex unsteady molten metal flow in melt pools give rise to time-variant fre-
quency spectra in oscillations of the melt-pool during fusion-based welding and
additive manufacturing. Employing the continuous wavelet transform, the time-
resolved melt-pool surface oscillation signals obtained from the numerical simu-
lations can be decomposed into time and frequency spaces simultaneously, over-
coming the shortcomings of the conventional fast Fourier transform (FFT) analysis
in characterising the non-stationary features of the signals with abrupt changes in
their frequency spectra.

10.2. Outlook
The computational model developed in the present work has a generic construction
with specific process influences addressed through appropriate boundary conditions,
avoiding the necessity to integrate melt pool and detailed process descriptions in a single
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simulation. The model is therefore capable of representing a wide range of welding and
additive manufacturing technologies through selection of appropriate material proper-
ties and boundary conditions. The current physically based model generally requires
considerable calculation time (O(102 h)) to assess stability for a period of a few seconds
in real time, which in turn limits the effectiveness of such a computational approach for
industrial applications. Future developments can target reducing the calculation time
by optimising and simplifying (where feasible) the current computational model. This
can be done for instance by employing local adaptive mesh refinement, and utilising
advanced computational resources (e.g. GPU-based computing systems) or by employing
reduced-order models instead of full models at the cost of model accuracy.

Recent developments of Machine-learning algorithms and techniques provide a dy-
namic ability to statistically improve prediction capabilities based on a continuously
growing database provided from a set of appropriately classified results obtained from nu-
merical simulations. This offers the opportunity to explore the solution parameter space
through data-driven computational analyses, which can significantly reduce develop-
ment costs, in terms of time and therefore money. The advantage of such an approach is
that the complete relationship between the key descriptors of each outcome and the quan-
tities of interest is approximated, enabling its use for predictive purposes. Future research
can focus on developing a data-driven framework to determine the transition boundaries
between stability and instability in multi-parameter space to derive a fast analysis of
dynamic pool stability without the need to run the full physical model multiple times for
each assessment.

It has been shown in the present work that the accuracy of the numerical predictions
is directly related to the accuracy of the thermo-physical material properties employed in
the simulations. The existing databases of material properties at elevated temperatures
(above the melting temperature) are very limited. The models that are available to approx-
imate the material properties at elevated temperatures are often based on extrapolating
data from values measured in the solid state. Further experimental measurements are
required to provide reliable and accurate thermo-physical data for different material com-
positions. It is recommended that such experimental measurements focus on measuring
thermal conductivity, viscosity, and surface tension of the material as their values are
critical in thermal and fluid flow models.

The capability of the present model in predicting the melt-pool shape and behaviour
in a wide range of welding and additive manufacturing technologies offers a prospect
for implementation into process monitoring and control systems. Moreover, the present
model can be coupled with microstructure and mechanical models to study the process
more comprehensively. The results of such numerical simulations can also be used for
educational purposes, as they provide a unique visual aid to understand the physics
of the complex heat and fluid flow pattern in advanced fusion-based manufacturing
processes.
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