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Chapter 1

Introduction

The topic of this thesis is to provide equilibrium and non-equilibrium thermody-

namic descriptions of heterogeneous systems, using the zeolite silicalite-1 (mfi-

type) as an example. Well known molecular simulation techniques are used and

novel techniques are developed for the purpose of finding transport coefficients and

heats of adsorption for binary homogeneous mixtures and adsorbed molecules in

nanoporous frameworks. A newmethod for precise and fast computation of equilib-

rium properties in terms of Kirkwood-Buff coefficients is developed. Equilibrium

thermodynamic properties and transport properties are determined for various

mixtures at different conditions. This can be used to model surface adsorption and

membrane transport. Accurate models for describing transport of heat and mass

across zeolite membranes are of paramount importance for optimizing separation

performance of a membrane. In this Chapter, we first briefly review the status of

research on zeolite surfaces in Section 1.1. We also define the concept of a surface as

it will be used here (Section 1.2). The essence of non-equilibrium thermodynamics

is recapitulated in Section 1.3. Molecular simulations is an excellent tool to obtain

a molecular insight in transport and adsorption processes. The basics of simula-

tion methods is reviewed in Section 1.4. The outline of this thesis is presented in

Section 1.5.



2 Introduction

1.1 Background

Zeolites are crystalline materials, with pores, channels, and cages at a molecular

length scale. The building blocks of zeolites, silicon and oxygen, can be combined

to formmany frameworks with different adsorption and separation properties. The

enormous amount of framework configurations [1] makes zeolites interesting, espe-

cially for separation [2–10] and catalysis [3, 11–13]. Recent work on small molecules

adsorbed in zeolites andmetal-organic frameworks (mofs) is for example described

in the book of Kärger, Ruthven, and Theodorou [14]. Kärger et al. [14] explain in

detail the experimental methods used to measure diffusion of guest molecules in

nanoporous frameworks. These authors also explain how computer simulation

techniques can be used to study diffusion in theses nanoporous materials.

The huge amount of possible frameworks (2.7million theoretical frameworks as

identified by Deen et al. [1]), and the fact that only a few of these have been synthe-

sized (approximately 240 frameworks [15]) makes it interesting to computationally

study the adsorption and separation properties of zeolites. Zeolites are viable can-

didates for next-generation carbon capture and sequestration materials [6, 16–19].

Research on transport and separation properties of zeolites have been a hot re-

search topic for some time now. Some of the recent developments can be found in

Refs. [2, 10, 11, 20–32].

The external gas/zeolite interface can be a limiting factor for transport proper-

ties and the selectivity of zeolite structures [33–35]. A molecule must cross a free-

energy barrier going from the gas and into the zeolite [36]. As it becomes possible to

synthesize thinner and thinner membranes [37] (the zeolite layer in the membrane

is around 3 µm in the work of Shu et al. [4]), the transport properties and selective

properties of the external gas/zeolite interface will become more important. Choi

et al. [21] synthesized layers of unit cell thick mfi-type zeolite nanosheets. Zeolite

nanosheets could be considered as ultra thin membranes with enhanced transport

properties, and low transport resistance. A zeolite nanosheet can be regarded as

composed of two surfaces, and there is no bulk zeolite between these surfaces. The

surfaces are then completely dominating the transport properties of the zeolite. Al-

though zeolites have been systematically studied for decades, the properties of the

external surface have not received much attention. In this thesis we have studied

the external zeolite surface. In Section 1.2 we will describe the definition of the
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surface used in this work.

The use of simulation tools can be a viable option for studying the transport on

external surfaces. So far, only Inzoli et al. [35, 38, 39] have used non-equilibrium

thermodynamics to describe the coupled transport of heat and mass at the exter-

nal surface of a zeolite. The theory of non-equilibrium thermodynamics has been

applied to describe gas-liquid interfaces [40–45] as well as single component trans-

port across a silicalite-1 zeolite external surface [35, 42–45]. Computer simulations

have provided an excellent tool to study transport, and develop theories on trans-

port phenomena. However, few systems have been thoroughly investigated, and

few transport coefficients have been determined for transport across the external

surface. In this thesis, we present new methods related to computation of equilib-

rium and non-equilibrium states in zeolites. Special emphasis is put on the external

surface of zeolites, and how the surface can influence the transport of molecules

from a bulk-phase into the zeolite, and vice versa.

1.2 Gas/Solid Surfaces

In this thesis, we consider the surface as a thermodynamic system separate from the

bulk phases, i.e. the zeolite phase, and the gas phase. We will use the term interface

and surface interchangeably. One distinguishes normally between the internal and

external surfaces of a zeolite. In literature, surface adsorption is usually used to

describe adsorption on the inner part of the zeolite, that is adsorption in channels,

cages, and intersections. The external surface exposes the crystal to the gas-phase.

We shall study both, but will denote the inner part of the zeolite as bulk-zeolite, and

the surface facing a gas-phase as the external surface.

To have a thermodynamic description of the external surface, we follow the

definition proposed by Gibbs [46]. Gibbs described the dividing surface as: ‘a ge-

ometrical plane, going through points in the interfacial region, similarly situated

with respect to conditions of adjacent matter’ [46]. From a macroscopic point of

view, the surface is infinitesimally thin but at a molecular scale, there is a thickness

of molecular order. Since intensive variables change with the position in the sur-

face, the natural choice of variables for the external surface is excess variables [47].

The excess variables, like density and enthalpy, are determined by integrating the
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Figure 1.1: Typical density profile across an external surface of a zeolite. The surface excess

density (grey area) is found by integrating the density profile from a to b, while subtracting
the concentration in the adjoining bulk-phase. The dividing surface d is usually placed at
the crystalline surface, while the position of the limits a and b can be selected arbitrarily as
long as they are in the pure bulk-phase.

variable profile across the external surface, from the bulk-phase on one side of the

surface to the bulk-phase on the other side of the surface. The position of the ex-

ternal surface, and the actual extent of the surface is then less important, and it is

no longer necessary to take the actual thickness of the surface into account. This is

illustrated in Fig. 1.1 for the excess density, but the method is generally applicable

to other quantities.

Thermodynamic properties, e.g. density and partial molar enthalpy, can vary

significantly across the surface on a molecular scale [47]. A typical density profile

is shown schematically in Fig. 1.1. This shows how the density varies along one

direction in the system. It is qualitatively close to the density profiles as seen for
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gas-liquid interfaces, see e.g. Røsjorde et al. [40]. When the surface is exposed

to gradients in temperature and chemical potential we assume that the surface

or part of the surface is in local equilibrium [48]. Local equilibrium means that

for a sufficiently small volume element the classical equilibrium thermodynamic

equations apply [47]. Kjelstrup and Bedeaux [47] discuss local equilibrium in more

detail, and Savin et al. [48] discuss the gauge invariance of the dividing surface,

and the local equilibrium assumption for surfaces in binary systems. In this thesis

local equilibrium is assumed to hold for all the non-equilibrium systems studied.

In Section 1.3 we will describe how non-equilibrium thermodynamics can be used

to describe transport in heterogeneous systems [47]. The Gibbs definition of the

surface, and the assumption of local equilibrium will be central in this description.

The external zeolite surface has to a large extent eluded systematic study. The

fact that is it a small part of the zeolite, just a few nano meters thick, makes it

difficult to measure properties of the surface in experiments. For transport in thick

membranes, the surface resistance will be a minor contribution to the transport

resistance in the membrane itself, and can safely be neglected [14]. For zeolite

nanosheet applications [21, 49] this is no longer true, and the surface can be a

significant part of the resistance to heat and mass transport in the system [14].

The surface has a contribution to resistance towards heat and mass transport, i.e.
independent of the membrane thickness.

1.3 Non-EquilibriumThermodynamics forHeterogeneous
Systems

Non-equilibrium thermodynamics is a systematic theory for describing transport

(e.g. heat, mass, and/or charge) under non-equilibrium conditions. From the sec-

ond law of thermodynamics, it follows that the change in entropy for an isolated

system under non-equilibrium conditions must be larger than zero [47]. The local

entropy production of a system can be described as:

σ =∑
i
JiXi ≥ 0, (1.1)

where σ is the entropy production, Ji is a flux, i.e. a flux of heat, mass, or charge, and

Xi is the conjugate force, e.g. a gradient in inverse temperature, chemical potential,
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or an electric field. The units of σ are therefore J K
−1
s
−1
. For the remainder of this

work, we will restrict ourself to discussing fluxes of heat and mass, and forces being

gradients in inverse temperature and chemical potential. Gradients in temperature

and chemical potential are very common, and are a prerequisite for transport. One

important aspect here, is that gradients in temperature can result in a flux of mass,

the same way a gradient in chemical potential can result in a flux of heat [47, 50]. In

the theory of non-equilibrium thermodynamics, each flux is a linear combination

of all forces [47]:

Ji =∑
j
Li jX j , (1.2)

where Li j are the phenomenological coefficients. If we look at a system with a heat

flux Jq, and a mass flux Jm (and two corresponding driving forces, Xq, and Xm) we

end up with:

Jq = L11Xq + L12Xm , (1.3)

Jm = L21Xq + L22Xm , (1.4)

where Xq is the gradient in inverse temperature Xq = ∇
1

T , resulting in a heat-flux,

and Xm is a gradient in chemical potential at constant temperature Xm = ∇µT ,p,
resulting in a mass-flux. The diagonal phenomenological coefficients (L11 and L22)
can be directly related to the diffusivity and thermal conductivity, familiar from the

normal Fick’s and Fourier’s law [47, 50]. Gradients in chemical potential will relate

the phenomenological coefficients to the Maxwell-Stefan coefficients [47]. Fick’s

and Maxwell-Stefan diffusivities describe the same phenomena: transport of mass

due to a gradient in concentration or chemical potential [51, 52].

The off-diagonal coefficients (L12 and L21) are the coupling terms, and describe

the induced heat flux and mass flux by a gradient in chemical potential and tem-

perature respectively. These effects are typically referred to as Soret effect (mass

flux induced by a temperature gradient) and Dufour effect (heat flux induced by

a chemical potential gradient) [47, 53–55]. Usually the coupling is small [50], but

there are cases where it can be crucial [35, 54]. The coupling can be significant at

interfaces [35, 47].
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The off-diagonal coefficients have been shown to be symmetric:

Li j = L ji . (1.5)

This is known as the Onsager Reciprocal relations [47, 50, 56, 57]. It was shown

by Lars Onsager [56, 57] in his 1931 papers: ‘Reciprocal Relations in Irreversible

Processes’ (I and II), at the same time establishing the field of non-equilibrium ther-

modynamics. The Onsager Reciprocal relations have been verified computationally

by Xu et al. [58] using non-equilibrium molecular dynamics simulations. Build-

ing on the work of Onsager, de Groot and Mazur [50] presented a systematic way

to apply the theory of non-equilibrium thermodynamics, thereby the transport of

heat, mass, charge, and the coupling between these in homogeneous systems under

non-equilibrium conditions.

A description of non-equilibrium thermodynamics for heterogeneous systems is

necessary to describe more complex systems, and this is available in the recent book

of Kjelstrup and Bedeaux: ‘Non-equilibrium thermodynamics of Heterogeneous

Systems’ (2008) [47]. Kjelstrup and Bedeaux are building on the work of de Groot

and Mazur, deriving the equations for transport in non-equilibrium systems, with

emphasis on heterogeneous systems. The surface definition favoured by Kjelstrup

and Bedeaux is the famous one described by Gibbs [46] (see Section 1.2). Describ-

ing transport across the surface, Kjelstrup and Bedeaux consider the surface as a

thermodynamic system, and describe fluxes going into and out of the surface. This

is shown schematically in Fig. 1.2. The non-equilibrium thermodynamics approach

for heterogeneous systems has been studied using computer simulations for sev-

eral different systems. Gradients in temperature and chemical potential have been

applied to systems like: Lennard-Jones (lj) particles [44, 58–60], n-octance [42],
and n-butane in silicalite-1 zeolite [35, 61]. Even with the large temperature- and

chemical potential gradients used in these works, the assumption of local equilib-

rium was found to hold for the surface, and phenomenological coefficients Li j were
determined. The diagonal coefficients can be compared to the thermal conductivity

(Fourier’s law), and diffusivity (Fick’s law) in each case. The off-diagonal coefficients

can be determined in several ways, and be compared directly using the Onsager

Reciprocal relations.

Using the approach of Kjelstrup and Bedeaux [47], one can show that the excess

entropy production for transport of heat and mass across a heterogeneous surface
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Figure 1.2: Notation used for the

surface (s). i and o are denoting po-

sitions in the bulk phases next to the

surface, so the notation ∆ i ,oX is the
difference Xo −Xi, where X i is the in-

verse temperature or chemical poten-

tial. J i is the mass flux of component
i, and J′q is the measurable heat flux.
At steady-state the mass-flux is con-

stant, J i ,si = J
s ,o
i , due to conservation

of mass, while the measurable heat

flux is in general not.

i o

s

can be described by:

σ s = J′iq∆i,s (
1

T
) + J′oq ∆s,o (

1

T
)

+ Jim (−
1

Ts
∆i,sµm,T (Ts

)) + Jom (−
1

Ts
∆o,sµm,T (Ts

)) ,

(1.6)

where the superscript s indicates that a variable is taken for the surface, i and o refer
to the left and right side of the surface respectively (see Fig. 1.2), σ s is the excess
entropy production with units J K

−1
s
−1
m

−2
, J′q is the measurable heat flux and Ji

is the mass-flux of the ith component, T is the absolute temperature, and µ is the

chemical potential. Equation (1.6) consists of the product of the conjugate flux-

force pairs for the two parts of the surface. We also refer to Fig. 1.2 for a schematic

representation of the notation used here. Note that for the surface we are looking at

differences, and the notation ∆i ,sX = Xs − Xi is the same as used by Kjelstrup and

Bedeaux [47].

One can choose between two different heat-fluxes: the measurable heat flux J′q
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and the total heat flux Jq. The measurable heat flux is the heat flux measured in ex-

periments, not taking into account the latent heat carried by transported molecules.

The total heat flux is determined directly in molecular simulations. Under steady-

state conditions, the total heat flux is constant, while the measurable heat flux is not.

The total heat flux can be related to the measurable heat flux through:

Jq = J′q +
n
∑
i=1

Hi Ji , (1.7)

where Hi is the partial molar enthalpy of component i. The sum is over all compo-

nents in the system. The difference in partial molar enthalpies between the different

sides of the surface (i.e. the heat of adsorption [35]) indicates that there can be large

thermal effects during adsorption on the external surface [35]. Whether measur-

able heat flux or total heat flux is preferred depends on the system studied, and

the method used to determine the heat flux. Total heat flux is preferred in simu-

lation and modelling approaches, while the measurable heat flux is preferred in

experimental studies.

1.4 Molecular Simulation

In this thesis, classicalmolecular simulations are used to calculatemacroscopic prop-

erties from the interaction between individual molecules. In classical simulations

these interactions between atoms and molecules are described by a so-called force

field, i.e. a functional form of their interaction energy as a function of their posi-

tions, and a corresponding set of parameters. This force field is often a pair-potential,

defining the interaction energy and force between two particle centres. One of the

most common functional form is the Lennard-Jones (lj) pair-potential [62]:

U(r) = 4ε [(
σ
r
)
12

− (
σ
r
)
6

] , (1.8)

where U is the particle-particle interaction energy, σ is the distance where the

interaction energy is zero, and ε is the depth of the potential well, i.e. the minimum

energy between a pair of particles, r is the distance between the centres of the

particles. The total potential energy is the sumof all the pair-interactions between all
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particle pairs in the system. In addition, for molecules one must account for energy

terms due to interactions within a molecule: bond stretching, bending, torsion,

and intra molecular Lennard-Jones interactions. Polar systems require the use of

long range electrostatic interactions. The force field parameters are usually fitted

using vapour-liquid equilibrium data [63–67], but also other criteria can be used

in the fitting procedure [68, 69]. Usually, periodic boundary conditions are used to

mimic infinitely large systems [62, 70]. Periodic boundary conditions means that a

particle leaving the simulation box on one side, will enter the box on the opposite

side. The simulation box will appear to be replicated an infinite amount of times in

each direction.

Molecular properties at the microscopic scale (the simulated system) can be

related to macroscopic properties (in the thermodynamic limit) by averaging over

trajectories. Equilibrium properties like heat of adsorption, heat capacity, and ad-

sorption isotherms can be computed, as well as transport properties, like diffu-

sion coefficients, and thermal conductivities [62, 71–74]. There are several different

simulation methods to calculate macroscopic properties from microscopic interac-

tions, but in this case we will consider two main types: Molecular Dynamics (md)

and Monte Carlo (mc). Of these, Molecular Dynamics is the conceptually easiest

method.

In a md simulation, the system is progressed in time by integrating Newton’s

second law of motion [62]:

Fi

mi
=
d
2 xi
d t2

, (1.9)

where Fi is the force on particle i, mi is the mass of particle i, xi is the position
for particle i, and t is the time. The force is calculated using the derivative of the

interaction potential (dU/d xi), and the system is progressed using an integration

scheme, usually Verlet, Velocity-Verlet, or Leap-frog [62]. By repeated integration,

the system progresses through time, and average properties of the system can be

calculated from the trajectory of all the atoms/molecules in the system. Within

the numerical accuracy of the computer, the total and kinetic energy of the system

should be conserved. However, the evolution of the system can be confined, typ-

ically using thermostats or barostats. If a thermostat is applied, the total energy

of the system is not conserved. md simulations can be used to calculate transport
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properties, e.g. diffusion coefficients [75], since the dynamics of the particles in the

system can be related to macroscopic transport properties. A md simulation is usu-

ally deterministic, so a trajectory can be generated over and over based on only the

initial positions and velocity. However, minor changes in the initial configuration

can result in widely different final configuration. This is known as Lyapunov insta-

bility [62, 76]. The Lyapunov instability makes the microscopic trajectory deviate

from the ‘real’ trajectory. The importance of this deviation remains an open ques-

tion, but it has been shown that simulating representative trajectories instead of

actual ones is usually sufficient [62, 76]. For a thorough introduction to molecular

simulations, we refer to some excellent textbooks on the subject [62, 70, 77, 78].

The other common simulation method we consider is Monte Carlo (mc simula-

tions. mc simulations are conceptually more difficult than md simulations. Where

md simulations look at the natural time evolution of the system, a mc simulation

is a numerical method to study a partition function Q [62, 79]. The partition func-

tion describes the properties of a system in equilibrium, and can be a function

of temperature T , volume V , and number of particles N . Q(NVT) is called the

canonical partition function. Another commonly used partition function is the

grand-canonical partition function, with constant chemical potential µ, volume

V , and temperatureT , Q(µVT) [79]. Even for a very small system, the number of

possible internal configurations very quickly goes to infinity (or just an extremely

large number). Since only some of these possible configurations are statistically

important, i.e., have a non-zero contribution to the partition function, mc simula-

tions generate weighted configurations which have a probability proportional to its

statistical weight for a given partition function. This is called importance sampling,
and was originally proposed by Metropolis et al. [80]. By generating many of these

configurations, ensemble averages follow. The ensemble averages are related to the

macroscopic properties of the system, constrained by the given partition function.

Even if computational power is increasing exponentially [81], it is still impor-

tant to develop new methods, and improve on the already existing computational

methods. One of the properties interesting in transport studies, are the Kirkwood-

Buff (kb) coefficients. In their 1951 paper, Kirkwood and Buff [82] showed how

density fluctuations in the µVT ensemble are related to pair-correlation functions

in the grand-canonical ensemble. The kb coefficients can be used to calculate ac-

tivity coefficients, partial molar volumes, and the isothermal compressibility [83].
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Figure 1.3: Sampling of small subvol-

umes in a large simulation box. The

whole simulation box has sides Lt.

Embedding successive spherical sub-

volumes in the larger box, one can

extrapolate to the thermodynamic

limit, i.e. an infinitely large system.

The small subvolumes have radius r,
where r ≤ 1

2
Lt.

The grand-canonical ensemble can however be quite difficult to simulate for dense

systems [62, 84–86], so a very common approximation is to use the pair-correlation

function obtained from different ensembles. This is however not a good approxi-

mation [87]. In Chapter 2, we show a different way to compute the kb coefficients

that is faster and more accurate, especially for dense phases or nanoporous ma-

terials. This new method uses a finite-size scaling approach by studying systems

with different length scales, and extrapolating to the thermodynamic limit, see also

Fig. 1.3 and the caption for a short explanation how grand-canonical ensembles can

be determined from small systems.

1.5 Outline ofThisThesis

The overall aim of this thesis is to contribute to the description and understanding

of heterogeneous zeolite systems at equilibrium and non-equilibrium conditions.

In more detail this means:

• to develop an efficient computational method to relate Maxwell-Stefan and

Fick diffusivities, as well as to compute heats of adsorption in nanoporous

materials.

• to develop ways to model mixture adsorption at an external zeolite surface.
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• to investigate the transport of heat in filled and empty nanoporous materials

using non-equilibrium molecular dynamics simulations.

• to simulate the transport of heat and mass into and across an external mem-

brane surface, and to provide a description for this using non-equilibrium

thermodynamics.

In Chapter 2, we investigate finite-size effects of small subsystems, i.e. a small

part of a larger simulation box, and how kb integrals can be calculated for binary sys-

tems using a novel method. Kirkwood-Buff integrals can be used to relate Maxwell-

Stefan and Fick diffusivities, determine partial molar volumes, or calculate the

isothermal compressibility. kb integrals are calculated using a finite-size scaling

method, by sampling small subvolumes, and accounting for non-periodic bound-

aries of the small subsystems, see also Fig. 1.3. This method is applied for both

isotropic liquids, and for argon in silicalite-1 zeolite. We find the small system scal-

ingmethod to be an efficient alternativemethod to determine kb integrals, avoiding

the problem with convergence of pair-correlation functions, and avoiding perform-

ing grand-canonical simulations, as discussed in Section 1.4. The method allows

calculation of properties associated with the grand-canonical ensemble directly

from molecular dynamics simulations.

The adsorption of binary mixtures on the external surface of silicalite-1 zeo-

lite is investigated in Chapter 3. Using the Ideal Adsorbed SolutionTheory (iast)

for ethane and propane, the composition of ethane/propane mixtures adsorbed

on surfaces can be determined. The surface is defined using the Gibbs definition,

like described in Section 1.2. We find that iast describes the adsorption for pres-

sures below condensation for either of the two components. The iast is able to

describe adsorption on the external surface of silicalite-1 zeolite, indicating that the

adsorption layer is in fact an ideal adsorbed solution.

Zeolite nanosheets are an alternative way to create zeolites with mesopore char-

acteristics. In Chapter 4 we study the adsorption of argon on silicalite-1 zeolite,

using experiments and simulations. The adsorption on the external zeolite surface

is determined using the Gibbs definition. We find that the excess adsorption on the

surface is negative, indicating a barrier for mass transport at lower pressures. The

experiments and simulations have comparable adsorption isotherms for adsorption

on zeolite nanosheets.
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In Chapter 5, we investigated the transport of heat in zeolite frameworks. By

using non-equilibrium molecular dynamics simulations to induce a temperature

gradient in the system, we can directly calculate the thermal conductivity of the

material. We found there to be very different thermal conductivity in different crys-

tallographic directions in the crystal, and that non-equilibriummolecular dynamics

simulations can be an efficient method to determine these properties. The thermal

conductivity is found to be almost independent of the loading of guest molecules

in the zeolite framework.

Finally, in Chapter 6, a non-equilibrium model for transport of heat and mass

in a zeolite membrane was investigated using coefficients for the surface resistance,

and coupling of heat and mass transfer. These coefficients were previously deter-

mined from non-equilibrium molecular dynamics simulations [35]. The model

itself is computationally cheap, and makes it possible to quickly test several oper-

ating conditions for a zeolite membrane. The model is based on non-equilibrium

thermodynamics for heterogeneous systems (see Sec. 1.3). We find the surface ef-

fects to be significant. The coupling of heat and mass transfer on the surface of the

zeolite indicate that for thin membranes this can be a significant contribution to

the transport of heat and mass across the membrane. The non-equilibrium model

shows that heating the permeate side of the membrane can increase the transport

across the zeolite membrane.

This work is the next necessary step in determining the resistances to heat

and mass transfer at the external surface of silicalite-1 zeolite, and developing the

tools necessary for describing the transport across external surfaces. The long term

goal is to develop non-equilibrium thermodynamics to be the favoured method

for studying external surfaces, and for modelling the transport of heat and mass

in nanoporous materials. The choice of molecular simulations for determining

transport coefficients is a flexible and efficient tool for this.



Chapter 2

Thermodynamic Properties from
Small Scale Fluctuations

This Chapter is based on the paper: S. K. Schnell, X. Liu, J.-M. Simon, A. Bardow,
D. Bedeaux, T. J. H. Vlugt, and S. Kjelstrup: ‘Calculating Thermodynamic Properties
from Fluctuations at Small Scales’, J. Phys. Chem. B., 2011, vol. 115, pp 10911–10918.

Abstract

We show how density- and energy fluctuations of small non-periodic systems em-

bedded in a reservoir can be used to determine macroscopic thermodynamic prop-

erties like the molar enthalpy and the thermodynamic correction factor. For mix-

tures, the same formalism leads to a very convenient method to obtain so-called

Total Correlation Function Integrals, also often referred to as Kirkwood-Buff in-

tegrals. Using finite size scaling, the properties obtained for small systems can be

extrapolated to themacroscopic system limit provided that the system is sufficiently

far from the critical point. As derived in our previous work, Ref. [71], the finite size

scaling is significant and depends on 1/L, where L is the length of the small system

in one dimension. By considering a reservoir with an ensemble of embedded small

systems, the scaling arising from surface effects can be used to determine proper-

ties for macroscopic systems by extrapolation. We demonstrate this method for the



16 Thermodynamic Properties from Small Scale Fluctuations

wca- and lj-fluids, as well a for a heterogeneous system, i.e. argon adsorbed in

silicalite-1 zeolite.

2.1 Introduction

Until recently, thermodynamics of nano-scale systems has not received much atten-

tion. The problem when studying these systems is the small scale. Systems at the

nanometer scale are difficult to handle experimentally, and so far the thermodynam-

ics of such small systems has not been the focus of investigations in nanoscience.

It is important to note that small systems are strongly influenced by surface ef-

fects, which cannot be neglected [47]. In principle, these surface effects could be

exploited in practical applications or theory/simulations. With this in mind, it be-

comes important to find a consistent framework describing the thermodynamics

of small systems. A theoretical formulation of thermodynamics of small systems is

for example given by Hill [88]. The crucial difference between small systems and

macroscopic systems is that the enthalpy and Gibbs energy are no longer exten-

sive. Therefore, thermodynamic properties obtained for small systems can not be

directly compared to thermodynamic properties of macroscopic systems.

In a recent paper [71], we investigated the finite size scaling of small non-periodic

systems embedded in a large periodic reservoir that itself is simulated in the grand-

canonical ensemble. These small non-periodic systems can exchange particles and

energy with the reservoir, similar to a system in the grand-canonical ensemble.

Based on the formalism of Hill [88], we found that thermodynamic properties at-

tributed to the small system have a finite size scaling proportional to 1/L, L being

the length of the system in one dimension. The crucial difference with the more

conventional finite-size scaling [89] is that an effective surface energy needs to be

added to account for the different boundary conditions of small periodic- and non-

periodic systems [71]. The predicted 1/L scaling was confirmed using Monte Carlo

(mc) simulations in which small systems were embedded in a large simulation box,

where the large simulation box itself was kept in the grand-canonical (µVT) en-
semble. We determined the molar enthalpy h and the thermodynamic correction

factor Γ for small homogeneous systems. The molar enthalpy h is of particular

interest when studying adsorption properties [90]. The thermodynamic correction
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factor Γ for a single-component system is defined by 1/Γ = kBT (∂ lnN/∂µ)T ,V in

which N is the average number of particles and µ is the chemical potential. For

mixtures, Γ is related to deviations from ideal mixture behaviour and this quantity

is commonly used to relate Fick and Maxwell-Stefan diffusivities [91, 92]. By in-

tegrating the thermodynamic correction factor Γ over the chemical potential, the

adsorption isotherm (number of molecules as a function of the chemical potential)

can be obtained [93]. This is applicable when studying the adsorption of small guest

molecules in microporous materials such as zeolites or metal-organic frameworks

(mofs) [66].

The process of embedding a small system inside a large reservoir is shown

in Fig. 2.1. The large system with sides Lt (in each dimension) is simulated with

periodic boundary conditions. Several small systems embedded in the reservoir

(denoted by Ln−1, Ln, and Ln+1) can exchange energy and particles with the large

reservoir. When the large system Lt is in the grand-canonical ensemble, the small

systems will be too. If the reservoir is in another ensemble (e.g. NVT or NPT),
the small systems are only in the grand-canonical ensemble when Ln ≪ Lt . By
considering the scaling of small system properties with the size of the small sys-

tem, we are able to extract macroscopic thermodynamic properties. In the present

study, we show that this method is very efficient for obtaining Total Correlation

Function Integrals, also referred to as Kirkwood-Buff (kb) integrals [82]. Partial

molar volumes, the compressibility and partial derivatives of activity coefficients

can be obtained from single Molecular Dynamics (md) simulations by computing

kb integrals. It is important to note that in the thermodynamic limit the choice

of ensemble for the large reservoir is irrelevant [62]. Thus, our method provides

a unique way of accessing the grand-canonical ensemble without having to rely

on particle insertions and deletions, which can be extremely inefficient for dense

systems [62, 86]. Sufficiently large systems with periodic boundary conditions sim-

ulated in the grand-canonical ensemble [62] were used to obtain reference values

for thermodynamic properties in the thermodynamic limit.

The remainder of this chapter is organized as follows: in Section 2.2 we show

how various thermodynamic properties can be computed using the proposed scal-

ing. In Section 2.3, we describe the simulation method, as well as the systems that

were studied in this work. Results for homogeneous and inhomogeneous systems
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Figure 2.1: Sampling of small non-

periodic systems in a (periodic) simula-

tion box (reservoir). The reservoir itself

has sides of Lt in each dimension. We

embed a small system by randomly plac-

ing subvolumes of size Ld
n−1, where d is

the dimensions of the system (d = 3 for
all cases in this work). By systemati-

cally increasing the size of the subvol-

ume (Ln, Ln+1), macroscopic thermody-

namic properties can be obtained.

(i.e. argon adsorbed in silicalite-1) are shown in Section 2.4, and in Section 2.5 our

findings are summarized.

2.2 Small System Scaling to ObtainThermodynamic Prop-
erties

We consider a d-dimensional small system as a subvolume of a larger system (reser-

voir), see Fig. 2.1. The sizes of these systems in one dimension are denoted by Ln
and Lt , respectively. The small system and the reservoir can exchange energy and

particles. As the small system shares a surface with the reservoir, an effective surface

energy Es (µ, T) needs to be taken into account in a thermodynamic description

of the small system. This effective surface energy originates from the difference

between a small non-periodic system and a system with periodic boundary condi-

tions [71]. Using the theory of Hill [88], we previously derived the following equa-

tions for the scaling of thermodynamic properties of embedded one-component
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small systems [71]:

1

Γ

= 1 +
2dΛ
L
[
∂Es

∂µ
(1 +

∂Es

∂µ
) +

∂2Es

β∂µ2
] exp (βEs

)

=
1

Γ∞

+
C′

L
, (2.1)

h =
H
V
= (1 +

d
2

) kBTΛ−d exp (βµ)

+ 2d (
d + 1
2

kBT − Es
+ T

∂Es

∂T
+ µ

∂Es

∂µ
) L−1Λ1−d

exp (β (Es
+ µ))

= h∞ +
B′

L
, (2.2)

where Γ is the thermodynamic correction factor, h is the enthalpy density, L is the

length of the system in one dimension, and B′ and C′ are constants that do not

depend on L. The subscript∞ denotes macroscopic properties. In addition, we

have β = 1/kBT , where kB is the Boltzmann constant, T is the absolute temperature,

µ is the chemical potential, H is the average enthalpy, V is the volume, and Λ is

the mean thermal de Broglie wavelength. Eq. (2.1) and (2.2) are independent of the

dimensionality of the system when we are using L instead of the volume (L = V 1/d
,

where d is the dimensionality).

2.2.1 Pure Component Systems

The thermodynamic correction factor and the enthalpy follow from density and en-

ergy fluctuations in the grand-canonical ensemble. For single component systems,

these can be described as [92, 94]:

1

Γ

= kBT (
∂ lnN
∂µ
)
T ,V
=
⟨N2⟩ − ⟨N⟩2

⟨N⟩
, (2.3)

h = −
⟨UN⟩ − ⟨U⟩⟨N⟩
⟨N2⟩ − ⟨N⟩2

, (2.4)

where the brackets ⟨⋯⟩ denote an ensemble average in the grand-canonical ensem-

ble, N is the number of particles, U is the potential energy, and h is the enthalpy
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density. Themolar energy is proportional to the enthalpy density. For homogeneous

systems, the molar enthalpy is used, while for inhomogeneous systems (e.g. argon
in silicalite-1) the molar isosteric heat of adsorption q∗st can be obtained directly

from h [94]. The isosteric heat of adsorption of argon is defined as the enthalpy

change when argon is adsorbed from the gas phase into the host structure [90, 94].

2.2.2 Binary and Multicomponent Systems

Thermodynamic properties of mixtures can be obtained from Total Function Cor-

relation Integrals, also referred to as Kirkwood-Buff (kb) integrals. This so-called

fluctuation solution theory, derived a long time ago by Kirkwood and Buff [82], re-

lates fluctuations in the grand-canonical ensemble to integrals of radial distribution

functions over the volume:

Gαδ = V
⟨NαNδ⟩ − ⟨Nα⟩⟨Nδ⟩

⟨Nα⟩⟨Nδ⟩
−
δαδ
cα

, (2.5)

= 4π ∫ ∞
0

[дµVT
αδ (r) − 1] r

2
d r, (2.6)

≈ 4π ∫ R

0

[дNVT
αδ (r) − 1] r2 d r, (2.7)

in which the value of the integration limit R should be sufficiently large. It is impor-

tant to note that Eq. (2.6) and (2.7) is only valid in the thermodynamic limit [87].

In these equations, averages in the grand-canonical ensemble are denoted by the

brackets ⟨⋯⟩, д(r) is the radial distribution function, V is the volume, Nα is the

number of particles of component α, δαδ is the Kronecker delta and cα = ⟨Nα⟩/V
is the concentration of component α. The approximation дNVT

αδ (r) ≈ дµVT
αδ (r) is

often safe as all ensembles are equivalent in the thermodynamic limit. There are

several ways to correct for finite-size effects, one is presented by Krüger et al. [87],
and used by Schnell et al. [95] and Liu et al. [96]. In these works, the finite size

effect is assumed to be linear with 1/N , and can be eliminated by simulating two

systems with same density, but different size. The radial distribution function in

the thermodynamic limit is then:

д∞αβ(r) ≈ д
N
αβ(r) +

c(r)
N

, (2.8)
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where д(r)∞αβ is the radial distribution function in the thermodynamic limit, дNαβ(r)
is the radial distribution function for a finite-size system with N particles, and c(r)
is a function not depending on the system size. An alternative approach has been

described by Ganguly and van der Vegt [97]. These authors propose a correction

to the radial distribution function up to half the box-length:

д∞αβ(r) = дαβ(r)
(1 −

(4/3)πr3
V )

(1 −
(4/3)πr3

V ) − 1

V 4π ∫
r
0
(дαβ − 1) (r′)2 d r′ −

δαβ
Nβ

, (2.9)

which normalizes the radial distribution function with respect to the surrounding

medium. The fact that in a closed system there is a finite number of particles (type

α and β), this method may be used to correct for finite size effects.

Close to the critical point, concentration fluctuations will become very long-

ranged and therefore integration of д(r) − 1 over volume will not be possible in

practise. The use of Eq. (2.7) is particularly useful at temperatures well below the

critical point, where simulations in the grand-canonical ensemble suffer from poor

acceptance ratios for particle insertions/removals [62]. Thermodynamic proper-

ties of mixtures directly follow from Gαδ , for example the partial derivative of the

activity coefficient γ1 of component 1 in a binary system equals [82]:

(
∂ ln γ1
∂x1
)
p,T
=
Γ11 − 1

x1
= −

c2 (G11 +G22 − 2G12)

1 + c2x1 (G11 +G22 − 2G12)
, (2.10)

where x1 is the mole fraction of component one and Γ11 is an element of the matrix

of thermodynamic factors [91]. The partial derivative of the activity coefficient is

necessary for converting between Fick’s andMaxwell-Stefan diffusivities [51, 96, 98].

Expressions for partial molar volumes, the isothermal compressibility and par-

tial derivatives of activity coefficients in terms of kb integrals for binary and ternary

systems can be found in Ref. [83].

It is important to note that the convergence of the integral in Eq. (2.7) using

д(r) obtained from molecular simulations is often poor. In practice, this integra-

tion requires extremely accurate estimates for д(r) as well as very large box sizes.
The reason for this is that д(r) only converges to 1 for r → ∞ for an infinitely

large system. For a system of finite size, д(r) converges to a value different from 1
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when r → ∞. Various approximations and interpolations may be needed for the

kb integrals to converge, see for example the work of Wedberg et al. [84, 85] and
Christensen et al. [99, 100]. The latter authors also pointed out that although the

individual terms Gαδ are difficult to obtain by direct integration, partial derivatives

of the activity coefficients using Eq. (2.10) for binary mixtures do not depend too

much on the upper integration limit R by a lucky cancellation of errors. Such a

cancellation is not present for ternary systems [83]. Recently, Nichols et al. [101]
have proposed an improved method for the determination of Gαδ for systems with

periodic boundary conditions. Theirmethod is based on reducing systematic errors

introduced by the boundary conditions, requiring a finite-Fourier-series expansion

of concentration fluctuations. Clearly, there is a considerable interest in developing

more efficient methods to extract kb integrals from simulations. The method pre-

sented in this Chapter has been used with success to determine multicomponent

Fick diffusivities directly from equilibrium md simulations [51, 97].

2.3 Systems Studied

2.3.1 Homogeneous Systems

Two different interaction potentials are considered in this study: wca and Lennard-

Jones (lj) interactions. Eq. (2.1) and Eq. (2.2) provide the scaling with respect to 1/L
for both Γ and h in small non-periodic systems. The large reservoir with periodic

boundaries is equilibrated in the grand-canonical or canonical ensemble. Separate

grand-canonical simulations with periodic boundary conditions were used to ob-

tain the values for Γ and h in the thermodynamic limit (denoted by Γ∞ and h∞
respectively). All simulation boxes used were cubic with sides Lt . The embedded

small system had the same geometric shape as the simulation box. For the lj-fluid,

we used a spherical cut-off at 2.5σ , where the potential was truncated and shifted.

The wca-potential is a shifted lj potential with the attractive tail removed [102].

The lj parameters σ and ε were taken as unit length and energy respectively.

We also considered mixtures consisting of different wca particles. For simplic-

ity, we are using a mixture of labelled particles. The pairwise interaction between

particles of equal type is given by the regularwca potential, while the interaction

energies between particles of different type are scaled by a factor 1/10. We have used
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a mixture of 70% particles of type 1 and 30% of type 2.

Simulations were performed using either grand-canonical Monte Carlo or md

in the NVT ensemble at a reduced temperature of T∗ = 1.8. In the latter, the

instantaneous temperature is constrained by the algorithm described in Ref. [77].

We investigated the effect on system size of the reservoir (Lt) and varied the size of

the small subsystem up to Lt/2.

2.3.2 Heterogeneous System

Monte Carlo simulations in the NVT ensemble were used to study the thermody-

namics of argon adsorbed in the zeolite silicalite-1 (mfi-type zeolite) at 100K. The

force field parameters for the lj interactions between guest-guest and guest-host

pairs were taken from the work of Garćıa-Pérez et al. [103]. All lj interactions were
truncated and shifted at 12 Å. The silicalite-1 unit cell has dimensions 20.022 Å in

the x-direction, 19.899 Å in the y-direction, and 13.383 Å in the z-direction [15]. We

consider a zeolite consisting of 4 × 4 × 8 unit cells, leading to a simulation box with

dimensions of 80.088 Å× 79.596 Å× 107.064 Å (128 unit cells in total). The small

system sampling is identical to the sampling for the homogeneous systems, with

one exception: the size of the embedded small system was restricted to steps of 1⁄4of

the crystallographic unit cell in each direction. Eight different small systems were

embedded, so the largest size of a small system inserted had 8⁄4=2 unit cells in each

direction, leading a total volume of 2
3 = 8 unit cells which is 1⁄16th of the supercell.

We varied the loading of argon from zero to the maximum loading of 32 argon

molecules per unit cell, corresponding to fugacities ranging from 0.001 Pa to ap-

proximately 500 kPa. The thermodynamic factor and heat of adsorption computed

from separate grand-canonical simulations are compared with the results from

simulations in the canonical ensemble using the described fluctuation method.

2.4 Results and Discussion

2.4.1 Homogeneous Systems

The inverse thermodynamic correction factor Γ
−1

for the homogeneous systems

is plotted in Fig. 2.2. The lines are straight lines fitted to the data points in the
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linear regime. Nook- and corner effects are significant for the very small systems

(1/L > 0.5), i.e. systems that are of the order of the size of a single particle. For

very large embedded systems, we observe deviations from the linear behaviour.

This can be explained by the fact that the reservoir no longer can act as a grand-

canonical reservoir to the embedded small systemwhen L ≈ Lt . For the high density
system (Fig. 2.2(a)), we have obtained the value for Γ−1∞ from simulations in a grand-

canonical ensemble, with sides Lt = 10 and periodic boundary conditions. This

system is too small to embed small systems, but it is sufficiently large to determine

Γ
−1
for macroscopic systems from grand-canonical simulations.
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Figure 2.2: The inverse thermodynamic correction factor for the wca and lj fluids at

reduced densities of (a) ρ∗ = 0.15 and (b) ρ∗ = 0.60. The temperature is T∗ = 1.8 in reduced
units. In (a) we also added the points obtained from sampling small systems in a reservoir

equilibrated in the grand-canonical ensemble. The data obtained from the grand-canonical

ensemble follow the straight lines well, while the data obtained from canonical reservoirs

show deviations from linearity when 1/L → 0. This is a result of the reservoir being too small

compared to L, as it no longer serves as a µT reservoir. We obtained the reference value
Γ
−1

∞ from the simulation in the grand-canonical ensemble using periodic boundary conditions.

The legend has been split between the two parts of the figure to reduce overlap.
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Equation (2.1) and Eq. (2.2) provide the general expressions for the scaling

of thermodynamic properties with 1/L. In our previous paper [71], these equa-

tions were verified numerically when the small system was embedded in a grand-

canonical reservoir. The thermodynamic correction factor was calculated in the

same manner for a system with wca-particles in 2-dimensions. We have not in-

cluded these results in this paper, as they do not lead to additional physical insight.
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Figure 2.3: The molar enthalpy from a system with reduced density of (a) ρ∗ = 0.15 and

(b) ρ∗ = 0.60. The temperature is T∗ = 1.8 in reduced units. From the figures, we clearly
see that the molar heat of adsorption is less sensitive to the size of the reservoir than the

inverse thermodynamic correction factor. We obtain the value for h∞ from simulations in
the grand-canonical ensemble using periodic boundary conditions. The legend has been split

between the two parts of the figure to reduce overlap.

In Fig. 2.3, we plotted the molar enthalpy forwca- and lj-particles at ρ∗ = 0.15
and ρ∗ = 0.60. The most striking difference between the scaling of the enthalpy

and the thermodynamic correction factor is the behaviour of the enthalpy as the

embedded system becomes large compared to the reservoir. In this case we do not

see the same deviation from the linear behaviour when 1/L → 0. This indicates that

computing the molar enthalpy does not require such a large reservoir as for the
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Figure 2.4: Kirkwood-Buff integrals for a 70/30 binary wca system. The estimated values

of Gαδ are shown as functions of the integration boundaries (see Eq. (2.7)). (a) Lt = 10, (b)

Lt = 20, (c) Lt = 30, and (d) Lt = 40. For (a) and (b) it is difficult to distinguish where the

integral converges. For (d) we observe that the [д(r) − 1] r2 was not obtained sufficiently
accurate for larger values of R. The vertical lines indicate where the values for Gαβ listed in

Tab. 2.1 were taken. All simulations were performed at a reduced density of ρ∗ = 0.75 and a
reduced temperature of T∗ = 1.8.

thermodynamic correction factor. By extrapolating from the linear regime, we are

able to determine the value of h∞ for a macroscopic system with excellent accuracy,

i.e. within 1 %.

In Fig. 2.4, we plotted the kb integral Gαδ as a function of the upper bound

R (see Eq. (2.7)) for a mixture of wca particles. We investigated the effect of the

system size. The vertical lines indicate the integration boundary R in each case,
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see Tab. 2.1. The integration boundary is estimated from the plateau, which is, as

expected, not always very clear as д(r) for a finite-size system does not converge to

1 when r →∞ and therefore for large R the integral of Eq. (2.7) diverges. Especially

for the two smallest systems ((a) and (b), with Lt = 10 and Lt = 20 respectively), the
plateau is not easy to distinguish suggesting that this system is too small to obtain

the kb integrals. The cut-off distances as well as the values ofGαδ for various system

sizes are listed in Tab. 2.1. For larger boxes (c), with Lt = 30 and (d), with Lt = 40,
we find a sufficiently large plateau needed for making a reasonable estimation of

the kb integrals.

Table 2.1: Values from Kirkwood-Buff integrals Gαδ determined by integrating the radial

distribution function (Eq. (2.7), Fig. 2.4), and from extrapolating the values found by

embedding small systems (Eq. (2.5), Eq. (2.11), Fig. 2.5). The limit R for the integration
of Eq. (2.7) is also given. Determining Gαδ from the radial distribution function requires a

box of at least sides Lt = 30 in this case. Embedding small systems and extrapolating leads

to a very good estimation of Gαδ already at Lt = 10, and the values are nearly identical for

larger reservoirs.

Lt/[σ] αδ R/[σ] Eq. (2.7) Eq. (2.5), Eq. (2.11)

10 11 4.503 -0.977 -1.601

22 -1.633 -2.686

12 -0.275 -0.440

20 11 5.000 -1.508 -1.594

22 -2.456 -2.601

12 -0.429 -0.464

30 11 6.023 -1.552 -1.600

22 -2.577 -2.602

12 -0.428 -0.461

40 11 6.027 -1.574 -1.600

22 -2.555 -2.621

12 -0.455 -0.463

In Fig. 2.5, we plotted the values of the kb integrals when we sample the con-

centration fluctuations of the small systems embedded in the canonical ensemble

simulation box (Eq. (2.5)). In this case we expect, analogous to Eq. (2.1) and (2.2)
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Figure 2.5: kb integrals for a 70/30 binary wca system calculated using Eq. (2.5) and

Eq. (2.11). Finite size scaling of Gαδ as determined from sampling small systems embedded

in a large reservoir of size Lt. (a) Lt = 10, (b) Lt = 20, (c) Lt = 30, and (d) Lt = 40. We fitted

straight lines to the linear regime, and extrapolated till the thermodynamic limit (1/L → 0).

The final values of Gαδ are shown in Tab. 2.1. The density of the system was in all cases

ρ∗ = 0.75 in reduced units, and T∗ = 1.8.

that

Gαδ = G∞αδ + A
′
/L, (2.11)

in which A′ is a constant that does not depend on L. The lines in Fig. 2.5 are fitted

to the linear regime. These lines are extrapolated until the intersection with the

vertical axis (1/L → 0), and this value is taken to be the macroscopic value of Gαδ ,

i.e. G∞αδ . This value can be compared directly to the value found by integrating the
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radial distribution function, see Tab. 2.1. An excellent agreement is observed. In

all cases, we are able to distinguish the linear regime quite easily, even for relatively

small systems (see Fig. 2.5). A comparison between Fig. 2.4 and Fig. 2.5 clearly shows

that obtaining kb integrals from density fluctuations in subvolumes is much more

convenient than integration of the radial distribution function over volume. Thus,

the new approach might make these computations more accessible for practical

applications. The insensitivity to system size is further encouraging in this regard.

The fluctuation solution theory based on the kb integrals has already demonstrated

its great potential, e.g. as winner of the 3rd Industrial Fluid Properties Simulation

Challenge in 2006 [99, 104].

2.4.2 Heterogeneous System

For the zeolite system, the embedded small system had sides dictated by the size of

the crystallographic unit cell. The smallest system had sides
1/4Lu.c.. The increment

in small system size were
1/4 unit cell for each small system, and eight different small

systems were used. Therefore, the largest small system embedded in the crystal is

2Lu.c., or 1/16th of the total simulation box.

In Fig. 2.6, we plotted the inverse thermodynamic correction factor as a func-

tion of the loading. The solid line shows the values obtained from simulations

in the grand-canonical ensemble with periodic boundary conditions, serving as

a reference for the thermodynamic limit. The symbols are values obtained from

embedding small systems in a canonical simulation, while the dashed lines are from

embedding a small system of the same size in a grand-canonical simulation box.

The overall correspondence is very reasonable. It is immediately clear that the shape

of the small system is very important for the result. All the small systems consisting

of at least one unit cell in all directions correspond well with the result obtained

from a system with periodic boundary conditions. For systems where this is not

the case, the deviations are severe, and clearly deviate from the macroscopic result.

In Fig. 2.7, we plotted the local density of one unit cell of silicalite-1, projected

in the xy, xz and yz-plane. The intensity shows the areas where it is most most

likely to find a particle. The dashed lines indicate the 1⁄4step in each direction. It is

obvious that small changes in the shape of the small system have a large effect on the

average number of particles inside the small system, and therefore, the fluctuations
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Figure 2.6: The thermodynamic correction factor of argon in silicalite-1, obtained by sampling

with small systems in a large simulation box at 100K. The solid line is thermodynamic

correction factor obtained from simulations in the grand-canonical ensemble using periodic

boundary conditions. The dashed lines are from embedding small systems in a simulation

box in the grand-canonical ensemble, and the symbols are from embedding small systems in

the canonical ensemble.

of energy and particles.

Fig. 2.8 shows the isosteric heat of adsorption for argon in silicalite-1. Again,

the reference values are plotted as a solid line, while the dashed lines are from em-

bedding different small systems in the grand-canonical simulation. The symbols

are from embedding the small system in a canonical ensemble. For lower loadings,

all the small systems lead to good estimations of the molar isosteric heat of adsorp-

tion. The best approximation is found from the system with L = 2Lu.c. The molar

isosteric heat of adsorption does not seem to have the same strong dependence on

the shape of the control volume, as the thermodynamic correction factor. However,

it is significantly better to have a subvolume with sides being at least one single unit

cell.
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Figure 2.7: The positions of argon atoms inside silicalite-1 projected on the xy, xz, and yz
planes. The density plots were constructed from the positions of argon in 535 snapshots,

with 128 molecules per snapshot in a system with 2 × 2 × 2 unit cells. One unit cell in all

directions is plotted. The dashed lines indicates the 1

/4 unit cell in each direction. We clearly

see how the system is well characterized in the x and y direction with steps of 1⁄4unit cell,
but the symmetry imposed by the zeolite structure requires larger steps.

The zeolite system does not show a pronounced finite-size scaling of 1/L as was

found for the homogeneous systems. We feel that this is most likely related to the

zeolite structure. With that in mind, sampling in the canonical ensemble gives very

good agreement, as long as the structure of the zeolite is taken into account.
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Figure 2.8: The isosteric heat of adsorption for argon in silicalite-1 at 100K. The dashed

lines are results from embedding small systems in a simulation box in the grand-canonical

ensemble, and the symbols are from embedding small systems in the canonical ensemble. For

this system, the shape of the control volume is not as important as for the thermodynamic

correction factor. Also, we do not observe a clear finite size scaling. The heat of adsorption

found from studying fluctuations lead to a very good representation of the molar isosteric

heat of adsorption for this system.

2.5 Conclusions

We verified the method of sampling small systems embedded in a large reservoir.

We conclude that the proposed method leads to very good results and can be con-

sidered as a valuable tool in obtaining thermodynamic data for systems where it

is difficult to perform simulations directly in the grand-canonical ensemble, e.g.
at low temperature. Obtaining the Kirkwood-Buff integrals has shown to be very

efficient using this method, and one avoids the inherent problems associated with

integrating the radial distribution function over volume. Moreover, the required

system size is much smaller. This is especially useful for studying dense systems,
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where simulations in the grand-canonical ensemble are too inefficient. The results

for the zeolite system show that for heterogeneous systems the size of the control

volume needs to be commensurate to the size of the unit cell of the zeolite. This is in

agreement with the findings of Simon and Rubi [105] concerning local temperature

fluctuations. Recently, the work of Ganguly and van der Vegt verifies the small

systems approach on urea—water and methanol—water mixtures [97].

Very recently the small system sampling method presented in this chapter has

been developed further, and the result of these investigations have been presented in

several papers [51, 73, 75, 87, 95, 96]. These investigations have studied the nook- and

corner contributions, and the shape of the control volume has been studied [73],

Kirkwood-Buff coefficients for binary [75] and ternary mixtures [51] have been

determined, an expression for finite-volume kb-integrals has been derived [87], and

this has in addition been used to determine properties of single ions in solutions [95].

Much of this work has been gathered and is publised as a review [96]. This clearly

shows that small system thermodynamics is an active field for research.





Chapter 3

External Surface Adsorption

This Chapter is based on the paper: E. Garćıa-Pérez, S. K. Schnell, J. M. Castillo, S.
Calero, S. Kjelstrup, D. Dubbeldam, and T. J. H. Vlugt: ‘External Surface Adsorption
on Silicalite-1 Zeolite Studied by Molecular Simulation’, J. Phys. Chem. C., 115, 2011.

Abstract

We have studied the adsorption of ethane, propane, and their mixtures on the

external surface of silicalite-1 zeolite by molecular simulation using a classical force

field. The Ideal Adsorbed SolutionTheory (iast) was successfully used to describe

mixture adsorption, both on the external surface and inside the zeolite. Propane is

preferentially adsorbed inside the zeolite for fugacities from 10
3
Pa to 10

8
Pa, while

ethane is favored at higher fugacities. On the zeolite surface, propane is always

preferentially adsorbed. We also determined the surface excess concentration for

pure ethane and propane, as well as the surface excess of both components in an

equimolar mixture. The surface excess concentration is negative or close to zero

until the fugacity is approximately 10
5
Pa, when condensation of guest molecules on

the external surface becomes important. The surface excess adsorption for ethane in

a mixture is different than that for pure ethane, while for propane they are identical.
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3.1 Introduction

The use of molecular simulations to describe the adsorption of guest molecules

inside zeolites is nowadays an important tool in studyingmicroporous systems [106–

109]. Using relatively minor computational resources, detailed models for adsorp-

tion can be constructed, resulting in a better understanding of the transport, steric

hindrance, location, and orientation of the adsorbed molecules. However, up until

now, adsorption ofmolecules on the external surface of a zeolite has received far less

attention. Studying surface adsorption can be quite a challenge experimentally, as

the concentration of molecules on the surface can be very low and it is very difficult

to distinguish surface adsorption from bulk adsorption in experiments. Therefore,

computer simulation seems a natural choice for studying this. For a single zeolite

crystal, the number of particles on the external surface will be small compared to

those within the pores. Chandross et al. [110] used Molecular Dynamics (md) and

Monte Carlo (mc) simulations to study the dynamic exchange ofmolecules between

a bulk zeolite phase, and an adjoining gas phase. The molecules used in this study

were n-butane and i-butane. In their study of the surface, these authors focused on

the surface residence time, and the importance of the surface as a barrier for trans-

port into the zeolite. It was found that for thin membranes, the surface resistance

can be significant. However, they only studied single component systems. Kortunov

et al. [111] have performed interference microscopy studies of the surface of zsm-5.

The focus in this study was to investigate the importance of surface defects for trans-

port of molecular species from a gas phase into the surface. These authors found

that the surface structure is important for the kinetics of adsorption of i-butane
in the zeolite crystal, and that surface defects can either increase or decrease the

adsorption/desorption on the surface. There is now a considerable interest in using

very thin zeolite membrane for separations [22]. This makes surface effects more

important. It is also worth mentioning the work of Zimmermann et al. [33]. These

authors define a critical crystal length as:

Lcrit = γ
jintra

jsurf/λsurf
, (3.1)

where jintra and jsurf are the flux densities in the zeolite and at the surface, respec-

tively, and λsurf is the distance between the free energy well in the bulk gas phase
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and the corresponding well in the zeolite phase. The value of γ provides a threshold
for when the surface contribution is considered insignificant. The critical crystal

length is defined as the width of a membrane, for which the surface resistance

will negligible compared to resistance in the membrane itself. Using methane and

ethane (and γ = 200, equivalent to 1 % of the total resistance), the critical crystal

length was found to be typically 10
2
to 10

4
nm. Inzoli et al. [38] investigated the

surface adsorption isotherm of n-butane on silicalite-1. In this work, the focus was

exclusively on pure component adsorption. They also calculated the surface adsorp-

tion isotherms, along with the surface excess adsorption, which in certain cases was

negative.

For studying transport into and through zeolites, making models of such trans-

port, and modifying the zeolite to act as a better membrane, knowledge on what

happens on and in the different parts of the zeolite is very important. Thewhole path,

frommolecules residing in the gas phase, adsorbing on the surface, entering the zeo-

lite, and finally desorbing from the zeolite needs to be consideredwhen constructing

models for membrane transport. The surface acts as a barrier to transport [35] and

a negative surface excess may be one of the contributors to this resistance. It is there-

fore necessary to have models accurately describing adsorption and composition

of binary or multicomponent adsorption at the surface. In this work, we have used

Monte Carlo simulations in the grand-canonical ensemble to obtain equilibrium

adsorption data for surface adsorption. This should lead to a better molecular un-

derstanding of surface adsorption and barriers for mass transport at the surface.

The simulations are performed with ethane, propane, and their equimolar mixture.

The Ideal Adsorbed SolutionTheory (iast) of Myers and Prausnitz [112] is applied

to the pure component adsorption isotherms, in order to predict the surface adsorp-

tion of a mixture of these two components. The Ideal Adsorbed SolutionTheory is

a fairly simple model, in which two (or more) pure component isotherms, can be

used to predict the adsorbedmixture composition for any gas mixture composition.

In addition, we find the surface excess concentration of ethane, propane, and their

equimolar mixture on the surface.

The remainder of this chapter is organized as follows: In Section 3.2, we describe

the simulation method, the force field, and provide details on the description of

the surface. We explain how the simulations are performed, and how the absolute

concentration and surface excess concentration are determined. In Section 3.3,
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we present our results: adsorption isotherms, mixture isotherms, surface excess

adsorption, and we show that the iast describes the mixture adsorption on the

surface. In the final section, we summarize our findings.

3.2 Methodology

The computed adsorption isotherms were obtained using grand-canonical Monte

Carlo (gcmc) simulations, in which the chemical potential of each component, the

temperature, and the volume are fixed [62]. The imposed chemical potential of a

component is directly related to its fugacity [113]. The simulations were performed

in cycles, and in each cycle a Monte Carlo move was chosen at random with a

fixed probability: translation (20%), regrowth (20%), rotation (20%), and inser-

tion/deletion ofmolecules (40%). In the case ofmixtures, identity changeswere also

performed with the same probability as the insertion/deletion of molecules [114].

Monte Carlo simulations of surface adsorption are computationally much more

expensive than simulations for a corresponding bulk phase with periodic boundary

conditions. Due to very large memory requirements, it is not practical to use grid

interpolation techniques for computing guest-host interactions. More details on

the simulation methods can be found elsewhere [62, 64, 66].

The ethane and propane molecules were modelled using the united atom ap-

proach, in which the CHn-beads (pseudoatoms) are considered as single, chargeless

interaction sites. The interactions of the adsorbed molecules with the zeolite are

dominated by the dispersive forces between the pseudoatoms and the oxygen atoms

of the zeolite [106, 115, 116]. These dispersive interactions are modelled by truncated

and shifted Lennard-Jones potentials [65, 66] with a cutoff distance of 12 Å. All

Lennard-Jones parameters were taken from the work of Dubbeldam et al. [66].
Lorentz-Berthelot mixing rules were used to calculate Lennard-Jones interactions

between unlike atoms.

The positions of the zeolite atoms of silicalite-1 zeolite were taken from van

Koningsveld et al. [117]. In this characterization of silicalite-1, the unit cell is or-

thorhombic (space group Pnma) with cell parameters: a =20.022 Å, b =19.899 Å,
and c =13.383 Å. Simulations were performed for three different systems with peri-

odic boundary conditions in all directions: (a) a system comprising 2 × 2 × 2 unit
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cells of silicalite-1 with periodic boundary conditions, (b) an empty box (without

zeolite) with dimensions Lx =40.044 Å, Ly = 179.091 Å, and Lz =40.149 Å (taken

from the dimensions of a silicalite-1 structure: Lx = 2a, Ly = 9b, and Lz = 3c), (c) a
box containing a zeolite membrane, with dimensions Lx =40.044 Å, Ly =417.879 Å,

and Lz =40.149 Å (taken from the dimensions of a silicalite-1 unit cell: Lx = 2a,
Ly = 21b, and Lz = 3c). This system contains 18 unit cells of silicalite-1 placed at the

center of the simulation box, with the straight channels of the zeolite oriented in the

y-direction. Therefore, in this simulation box there are two gas regions, a zeolite

membrane, and two surfaces separating the zeolite and the gas regions. The two gas

regions account for approximately 85% of the total box volume. Different surface

structures appear depending on where the crystal was cut. In our case, the crystal

is cut between two sinusoidal channels, perpendicular to the straight channel. The

external surfaces of the zeolite were then flat with the pores emerging at the sur-

faces. The positions of the zeolite atoms are kept fixed, as it has been demonstrated

that the influence of framework flexibility in the adsorption of small molecules in

zeolites is negligible [118].

In experiments, silicon atoms at the surface are terminated with silanol groups.

In our simulations, we did not saturate the silicon atoms at the surface for two

reasons: (1) our model for the adsorbed molecules does not consider atomic par-

tial charges, so that there are no electrostatic interactions between the adsorbed

molecules and the zeolite; (2) the dispersive interactions between the adsorbed

molecules and the hydrogen atoms in the silanol group are negligible.

All the simulations were performed at a temperature of 308K. We computed

density profiles along the y-direction of the simulation box, see Fig. 3.1. The loading

on the different parts of the surface is found from integrating the density profile

over the different parts of the surface. That is:

qA,gas = ∫ d

a
cA(y)dy, (3.2)

and

qA,host = ∫ b

d
cA(y)dy, (3.3)

where cA is the local concentration of component A. We denote the dividing sur-

face d, and take this to be the crystallographic surface (see Fig. 3.1). Position a and



40 External Surface Adsorption

Surface

y

x
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Figure 3.1: Schematic representation of the external zeolite surface, and positions of gas side

and host side of the external surface. The crystallographic surface, d, is delimiting between
the gas part and the host part. The surface is determined by studying the concentration

profile in the y-direction. The typical extent of the surface is 10�A for the gas side, and 7�A
into the host side, leading to a total surface of typically 17�A. However, when condensation
takes place, the gas side can easily extend up to 30�A into the gas phase.

b are determined by comparing the local density profile with the corresponding

bulk phase at the same simulation conditions. When the difference between these

become larger than 1%, we assume that we are in the surface region. In this way,

the surface is separated into two parts: the gas part, going from the crystallographic

surface and into the gas phase; and the host part, going from the crystallographic

surface and into the zeolite structure. We can then study each of these parts indi-

vidually, and by adding them, the external surface as a whole.

Considering the surface as a Gibbs-surface, we compute the surface excess

concentration by integrating the local density [47, 119, 120]:

ΓA (y) = ∫ b

a
[cA (y) − c

д
A
θ(d − y) − cz

A
θ(y − d)]dy, (3.4)

where ΓA is the surface excess concentration of componentA, y is the position along
the y-axis in the box (perpendicular to the surface), and θ is the usual Heaviside

step function. The superscript д and z refer to the concentration in the bulk gas

phase and bulk zeolite phase respectively. The integration is performed from a to
b, where position a is in the bulk gas phase, and b is in the bulk zeolite phase. In
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this case, the position of a and b are of no importance, as we are considering excess

properties. We take d to be the dividing surface, the crystallographic surface in this

case.

3.3 Results and Discussion

Figure 3.2 shows the adsorption isotherms of ethane and propane as pure compo-

nents and as an equimolar mixture in the bulk zeolite as a function of the fugacity

of each component. The isotherms for the equimolar mixture obtained using the

Ideal Adsorption Solution Theory (iast) of Myers and Prausnitz [112] are shown

with solid lines. Regarding the pure components, the adsorption for ethane is lower

than for propane for fugacities lower than 10
5
Pa. At larger fugacities we observe

the opposite behaviour, where the adsorption of ethane is notably larger than that
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Figure 3.2: The adsorption isotherms of ethane and propane as pure components and in

an equimolar mixture in silicalite-1 zeolite at 308K. Error bars are smaller than the symbol

size.
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of propane. At low fugacity, the larger molecule adsorbs better due to the larger

adsorption energy. At higher fugacity the loading of the smaller ethane molecule is

larger because it is much easier to fill in the pores in the silicalite-1 as the loading

increases. These effects are well known for bulk zeolites and have been observed pre-

viously by molecular simulations [121–123]. These effects also explain the behaviour

of the mixture isotherm. At low fugacities we find the same behaviour as for the

pure components, but there is a reversal of adsorption at 10
8
Pa. This reversal in

the adsorption is due to the fact that, at saturation conditions, the ethane adsorbs

more as a consequence of a size entropic effect [121]. The total mixture loading pre-

dicted using iast compares very well with the gcmc simulations for the equimolar

mixture of ethane and propane at these conditions.
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Figure 3.3: Ethane and propane surface excess adsorption for pure components and for

an equimolar mixture in the system with a zeolite membrane. Also shown are results for a

different cut of the surface, i.e. perpendicular to the y-axis of the zeolite and crossing the
sinusoidal channels, as well as different surface perpendicular to the x-axis of the zeolite.
Results are obtained using Eq. (3.4).
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In Fig. 3.3 we compare the surface excess adsorption for pure components and

for the equimolar mixture as a function of the component fugacity. The number

of molecules adsorbed on the surface is expressed as number of molecules per

unit of surface area. When the excess adsorption is positive, the adsorption of

molecules on the surface is favoured. Pure ethane results in an excess adsorption

nearly close to zero until we reach a fugacity of 10
3
Pa. The excess adsorption of

pure propane is large and negative at low fugacities, and becomes positive between

10
5
and 10

6
Pa. There are considerable differences for ethane between the pure

component and the equimolar mixture between 5 × 103 Pa and 5 × 105 Pa. Between

this range of fugacities the excess adsorption of the mixture is zero, and negative for

the pure component. On the other hand, the surface excess adsorption of propane

does not show large differences between the pure component and the mixture. In

conclusion, pure component ethane tends to adsorb more on the surface for the

whole range of fugacities. However pure component propane provides the largest

excess adsorption. Propane has the highest excess adsorption at high fugacities. In

Fig. 3.3, we also provided the excess adsorption of ethane for a different cut of the

surface, as well as for a different orientation. Clearly, the excess adsorption for these

different surfaces is different.

Adsorption on the gas part of the external surface for ethane and propane as

pure components, and their equimolar mixture are shown in Fig. 3.4. We observe

that the adsorption of both ethane and propane is low until the fugacity approaches

10
3
Pa. This is related to condensation. The iast analysis gives a very good rep-

resentation of this case at low loadings. However, the iast breaks down when

condensation at the surface becomes important. Fig. 3.4(c) shows the left part of

the plot on a logarithmic scale for both axis to better distinguish the details. The

iast perfectly predicts mixture adsorption on the surface. In Fig. 3.4(d) something

similar is shown for the host part of the external surface. The agreement is excel-

lent when we compare the mixtures isotherms from simulations to these from iast

analysis. In this system we have very similar conditions as we have inside the pores

zeolite.

Finally, in Fig. 3.5 we study the adsorption on the external surface in total, this

being the gas side and the host side considered together. When we compare themix-

tures isotherms from simulations to these from the iast analysis, the iast analysis

provides similar results as for the host side of the surface. For most of this system,
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Figure 3.4: Adsorption on the gas-side of the external surface (a) and the host-side (b).

Isotherms for the equimolar mixture compared to iast analysis. Results from the iast are

shown as solid lines. The error bars from the simulation data are smaller than the symbol

size. (c) and (d) shows the data from the low pressure part of Fig. (a) and (b) respectively.

This is plotted in a log-log plot, to emphasize that iast does describe the data very well

at this low concentration regime. The steep increase in adsorption on the right side of

the figure indicates that condensation occurs. The iast give fairly good predictions up to

105 Pa.

the contribution from the gas-side of the surface is minor, until condensation oc-

curs. Again, iast predicts the adsorbed mixture composition within the expected

range.
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Figure 3.5: Total surface adsorption as a function of the component fugacity. This is

a combination of the data plotted in Fig. 3.4 The adsorption on the host side is totally

dominating up until condensation occurs on the gas side of the surface. The iast predictions

correspond well with data from simulations.

3.4 Conclusions

In this chapter, we investigated the single component and binarymixture adsorption

of ethane and propane on the surface of silicalite-1 zeolite. The external surface

is defined as a Gibbs surface, and changes in density lead to a gas-side and host-

side surface. The crystallographic surface is taken as the dividing surface. The

iast is able to predict the mixture adsorption for the different parts of the external

surface. We also find that the predictions for the zeolite framework correspond well

with previous results. The iast offers a simple and efficient way to get quantitative

information on the mixture at zeolite surfaces. The fact that the iastmethod works,

indicates that we have ideal adsorption on the surface. In future work, we would

like to look at competitive adsorption of branched and linear alkanes, as well as
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adsorption of polar molecules on the surface of silicalite-1. With polar molecules,

it is necessary to describe the structure of the surface with a different models, as

electrostatic interactions will become significant. Our results clearly show that the

excess adsorption of molecules on zeolite surfaces depends on the cut as well as the

orientation of the zeolite crystal.



Chapter 4

Adsorption of Argon on
mfi-Nanosheets

This Chapter is based on the paper: S. K. Schnell, L. Wu, A. J. J. Koekkoek, S. Kjel-
strup, E. J. M. Hensen, and T. J. H. Vlugt: ‘Adsorption of Argon on mfi-nanosheets:
Experiments and Simulations’, In preparation.

Abstract

Argon adsorption on zeolite nanosheets has been studied using molecular simula-

tions and experiments. Zeolite nanosheets are thin sheets of zeolite, with a thickness

on the nanometre length scale. Zeolite nanosheets have a large surface area com-

pared to the mass of the zeolite crystal. No part of the zeolite nanosheet can be

characterized as bulk zeolite. The pores, channels and cages of the zeolite are still

present, so adsorption can take place inside the nanosheet, as well as on the external

surface of the zeolite nanosheet. Capillary condensation can take place between

parallel zeolite nanosheets, and this can occur at pressures below saturation pres-

sure of the adsorbent. The large space on the external surfaces, as well as void space

between surfaces of different nanosheets, can significantly increase the porosity of

the system. This results in a different adsorption isotherm compared to the regular

bulk zeolite structure, where adsorption on the external surfaces has only a mi-
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nor contribution to the overall adsorption. In this paper, we develop a simulation

model for studying adsorption of argon on the external surface of zeolite nanosheets

and between layered zeolite nanosheets. Using molecular simulation, we study the

effect of capillary condensation with different distances between the nanosheets.

Results from molecular simulations are compared to adsorption isotherms from

experiments. The comparison between bulk zeolite and zeolite nanosheets helps to

distinguish adsorption on external surfaces from adsorption in the zeolite frame-

work. We find that experimental data can be described using a simple nanosheet

model in molecular simulations. In addition, the density profile around the exter-

nal surface of the zeolite is studied. The density profile across the external surface

is calculated, and used to determine the Gibbs surface excess concentration of the

gas/zeolite interface.

4.1 Introduction

Zeolites are crystalline microporous aluminosilicates, extensively used in industry

as solid acid catalyst [124–126]. Transport and adsorption properties of zeolites

are important for improving their performance in catalysis and separation applica-

tions [127–130]. Transport of adsorbed molecules in zeolites can be severely ham-

pered by the slow rate of diffusion in micropores and between cages [20, 131–134].

Transport in nanoporous materials has been studied by many authors [20–27]. The

recent book by Kärger et al. [14] provides an excellent overview of theory, exper-

imental methods, and simulation methods used to study transport of adsorbed

molecules in microporous materials.

The observed selectivity of zeolites makes them very interesting for separation

and catalysis applications [3, 135–137]. The high selectivity is caused by the structure

of the zeolite, where channels with diameter on amolecular scale can completely ex-

cludemolecules from diffusing inside the zeolite framework [138]. This can strongly

reduce the diffusivity of molecules that do in fact fit inside the zeolite. For many

applications this can be a limiting factor. One approach to cope with slow diffu-

sion is to synthesize zeolites with larger pores, introducing substantial mesoporos-

ity (thereby reducing the total diffusion length inside the framework) [139–144].

Nanostructuring of zeolites into sheet-like crystals is explored as an alternative to
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synthesizing mesoporous structures. The well known zeolite zsm-5 (mfi-type) is

the focus of the work by Choi et al. [21], Koekkoek et al. [11], and Na et al. [49, 145].
The surface area to mass ratio is maximized for thin zeolite sheets. At the same

time, diffusion length for molecules inside the crystal is reduced [37].

Zeolite nanosheets typically have a thickness of about one unitcell [21]. The

thickness of a zeolite/gas interface is usually 0.5 to 1 unitcells [35, 146]. Therefore,

most of the zeolite nanosheet mass will be in contact with the solid/gas interfaces,

the so-called external surface. No part can be considered as a bulk zeolite, i.e. a
zeolite where the surface does not influence the local properties, like density, to

any extent. Therefore, zeolite nanosheets must be described based on the surface

properties, and not the bulk properties of the zeolite. The properties of the external

surface are best described by excess variables [47]. Using the Gibbs definition of the

surface [46], the surface properties, e.g. densities, can be described in a consistent

way.

Application of thin zeolites are impeded by the problem of synthesizing a uni-

form layer, a thin sheet with oriented zeolite crystal [11, 21, 49, 145, 147]. The work

of Choi et al. [21] has shown that it is possible to construct zeolite nanosheets of

mfi-type zeolite with a thickness of only one unitcell. The nanosheet is oriented

such that the straight channels are oriented perpendicular to the nanosheet surface.

For adsorption or molecular sieving purposes this orientation of silicalite-1 is an

advantage as diffusion of adsorbedmolecules in the straight channels is much faster

than in the sinusoidal channels [92, 134, 148, 149]. As shown by Choi et al. [21], Na
et al. [49], and Koekkoek et al. [11], zeolite nanosheets may strongly improve cat-

alytic properties of zeolites. This is caused both by the availability of catalytic sites,

either being exposed on the external surface, or more easily accessible catalytic sites

through shorter diffusion in channels. This may also reduce the problem of coking

on the external surfaces and in channels [11]. In zeolite crystals, coking of the sur-

face can both block catalytic sites on the surface, and restrict access to the interior

of the zeolite. Zeolite nanosheets will to a lesser extent be affected by this [11].

A description of equilibrium and transport properties for the external zeolite

surface was presented by Inzoli et al. [35, 38]. Equilibrium properties, e.g. adsorp-
tion isotherms, surface excess adsorption isotherms, and surface tension were de-

termined for n-butane at the external surface of silicalite-1 (mfi-type) zeolite. In
addition, using non-equilibriummolecular dynamics simulations, the resistance to
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heat and mass transfer and the coupling coefficients for heat and mass transfer at

the external surface were computed. These transport coefficients showed that the

coupling of heat andmass transport at the external zeolite surface can be significant.

Schnell et al. [150] used these coefficients tomodel transport of n-butane in a zeolite
membrane. It was found that increasing the sweep-gas temperature increases the

flux of molecules through a zeolite membrane, and the explicit modelling of the

surface lead to temperature jumps at the surface. Accurate models and increased

understanding of transport properties, selectivity, and surface heat-effects will help

increasing the understanding of fundamental transport properties, and help opti-

mize zeolite based systems for separation purposes.

Another equilibrium study of the external zeolite surface is the work of Garćıa-

Pérez et al. [146] (see also Chapter 3 of this thesis), focusing on binary surface

adsorption, and the applicability of Ideal Adsorbed SolutionTheory (iast) [112] for

adsorption on silicalite-1 surfaces. These authors calculated adsorption isotherms

of ethane and propane at the external zeolite surface, and determined the surface

excess adsorption. The work of Inzoli et al. [35, 38] and Garćıa-Pérez et al. [146] use
a definition of the external surface proposed by Gibbs [46], in which the surface is

a plane where the equilibrium intensive properties (e.g. density) are different from
the neighbouring bulk-phases [46, 47]. The Gibbs surface definition is an efficient

way to define the external surface in a consistent thermodynamic analysis [47].

This is especially useful in molecular simulations, where the local density can be

computed also across the external surface. Zimmermann et al. [33, 34, 36] studied
transport across external zeolite surfaces, and described the resistance to mass

transport across this gas/zeolite interface. These authors did not use the Gibbs

surface definition, but used instead the critical crystal length [151] to define the

extent of the external surface. The critical crystal length is the distance between the

free-energy minima on the gas-side of the crystallographic surface, and the local

free-energy minima on the zeolite side of the crystallographic surface. This way

of defining the surface is much more system specific, as the minima changes from

system to system. TheGibbs definition of the surface is gauge invariant for transport

properties at the external surface, an preferable in non-equilibrium systems [48].

Zimmermann et al. [152] also investigated the transport across thin nanosheets

of afi-type and lta-type zeolite, using non-equilibrium molecular dynamics to

simulate transport across the zeolite nanosheet. This study provided direct access to
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Figure 4.1: Schematic illustration of the systems studied in our simulations. The distance d is
the surface to surface distance, and denotes the size of the gas-phase. The argon molecules

are show as black circles. In the nanosheet simulations, the size of the gas-phase is large,

d =40�A, so argon could be in the gas-phase without having any interaction with the zeolite,
or molecules adsorbed on the surface of the zeolite. The system has periodic boundary

conditions in all directions, so the zeolite slab will appear to be an infinitely large sheet of

zeolite. In the layered structure, the size of the gas-phase is d =5�A, and incremented up to
40�A. We find that this is a sufficiently large system to represent the nanosheet-structure.
Argon in the gas-phase can interact with one or both surfaces of the zeolite. This can lead

to capillary condensation at pressures below saturation pressure.

transport properties of zeolite nanosheets, but does not require an explicit definition

of the external surface.

In this work we have studied adsorption of argon on silicalite-1 (mfi-type)

nanosheets with the aim to increase our understanding of the adsorption process.

For an initial study, and for convenient comparison with experimental data, argon

in chosen as adsorbent. Experiments andmolecular simulations with classical force

fields have been used to obtain adsorption isotherms. From molecular simulations,

the density profile of argon around the external zeolite surface was determined.

The density profile has been used to calculate the surface excess adsorption on the

external surface. In experiments, capillary condensation occurs at low pressure,

and can be difficult to distinguish from adsorption in pores. We study how the

effect of layered zeolite nanosheets influence the capillary condensation between
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Figure 4.2: Typical simulation

snapshot of argon adsorption be-

tween zeolite nanosheets at 30 kPa

and 87K. The zeolite frame-

work is shown as rods (dark grey

is oxygen, and light grey is sili-

con). Argon is shown as spheres.

The surface-to-surface distance is

d =5�A. This snapshot is compara-
ble to the schematic representation

shown in Fig. 4.1.

the layers, and how this can be observed in the adsorption isotherms. This layered

structure is schematically illustrated in Fig. 4.1 (see also Fig. 4.2). In the caption

it is described how the inter-sheet distance is calculated. The adsorption between

zeolite nanosheets with different inter-sheet distances has been studied usingmolec-

ular simulations. Condensation at the external surface is studied at pressures below

saturation pressure. Capillary condensation between surfaces with different inter-

sheet distances have been studied at pressures below the saturation pressure for

argon. The surface excess adsorption of argon on silicalite-1 nanosheets can be

calculated for various layered structures of zeolite nanosheets. Surface excess ad-

sorption isotherms for the zeolite nanosheet are found to be in good agreement

with previously published results for the external zeolite surface.

This chapter is organized as follows: in Section 4.2, we describe the difference

between excess adsorption and surface excess adsorption, focusing on the Gibbs

definition of the external surface. The molecular simulations are described in Sec-
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tion 4.3, while in Section 4.4 the results from both experiments and simulations are

presented and discussed. In Section 4.5, our findings are summarized.

4.2 Excess Adsorption and Surface Excess Adsorption

We distinguish between surface excess adsorption and excess adsorption. These

are different thermodynamic quantities, even though the names are confusingly

similar. Excess adsorption refers to the amount of adsorbed molecules in a sample,

where the volume of the sample is subtracted from the volume of the container

used to hold the sample [153]. The absolute adsorption can be directly determined

from molecular simulations. The absolute adsorption is the total amount of gas

adsorbed in the system, i.e. the average number of particles in one simulation.

Excess and absolute adsorption have the same units. In this work, to quantify

adsorption we use volume adsorbate at standard temperature and pressure per

gram adsorbent, cm
3
STP /g zeolite. The excess adsorption nexcess can be related to

the absolute adsorption as [154]:

nexcess = nabsolute − V gρg, (4.1)

where V д
is the pore volume of the zeolite, calculated from simulations using he-

lium as guest-molecules at 298K [154], and ρд is the density of argon as gas at

the given temperature and pressure. To compare adsorption isotherms from ex-

periments with adsorption isotherms from simulations it is necessary to convert

absolute adsorption isotherms into excess adsorption isotherms. For pressures

above the saturation pressure of the adsorbate, the excess adsorption isotherm has

a significantly smaller loading than the corresponding loading from the absolute

adsorption isotherm. This is caused by the V дρд term, as this can become large if

the pore volume is large. The excess adsorption isotherm can even become negative

if the pressure is above saturation pressure [154]. In this work argon is used as guest-

molecule at a temperature of 87 K. Since excess adsorption will become negative

above the saturation pressure, we restrict ourself to pressures below 68 kPa [155].

The surface excess adsorption is calculated from the density profile of the ad-

sorbate across the external surface. The density profile is calculated in molecular
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simulations as the density in a volume element along an axis parallel to the exter-

nal surface. Using the Gibbs definition of a surface [46, 47], the surface excess

adsorption can be determined by

Γ = ∫ b

a
[c(x) − cд(a)θ(d − x) − cz(b)θ(x − d)]dx , (4.2)

where Γ is the surface excess adsorption (in units of mol per area), θ is the Heav-

iside step function (θ(x) = 0 for x < 0, and θ(x) = 1 for x > 0), and c(x) is
the concentration profile (in units of adsorbent per volume), and x is the position

perpendicular to the gas-zeolite interface. The dividing surface is denoted by d.
The limits for the integration, a and b, are positions in the bulk phases. The exact

positions are not important, as long as they are in the bulk phases. The dividing

surface is denoted d, and can be chosen arbitrarily [46–48]. cд(a) and cz(b) are
the bulk-phase concentrations, i.e. the concentration in the bulk-phases next to the

surface (in position a and b).

4.3 Simulations

Grand-canonical Monte Carlo (gcmc) simulations were performed using classical

forcefields. Interactions are described with Lennard-Jones (lj) potentials between

guest-host, and guest-guest molecules. The force field parameters were taken from

the work of Garćıa-Pérez et al. [103]. Interactions between argon and the zeolite

framework are determined from argon and oxygen atoms in the framework [66].

The lj pair potential was truncated and shifted at a distance of 12 Å. The zeolite

framework was modelled as a rigid structure, as framework flexibility is not im-

portant for equilibrium adsorption of small molecules [118]. Following Garćıa-

Pérez [103], electrostatic interactions were not included. In this work, the pressure

in the gas phase ranged between 0.01 Pa to almost 70 kPa, and the temperature

was kept at 87 K. For more details on gcmc simulation, we refer the reader to

Refs. [62, 66, 106].

Coordinates of oxygen and silicon in the zeolite framework were taken from

crystallographic data by van Koningsveld et al. [117]. Bulk and nanosheet zeolite

systems were simulated. The systems were defined as follows:
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1. Bulk zeolite: A zeolite crystal (2 × 2 × 2 unitcells, or 39.798 Å, 40.044 Å,

and 26.766 Å respectively) that spans the system in all three directions. The

system is therefore continuous, and there are no surface or gas-phase present.

This system will be used as a reference for the zeolite bulk-phase adsorption,

and for calculating surface excess adsorption isotherms. It is necessary to

compare the adsorption on zeolite nanosheets with the adsorption in the

pure zeolite phase.

2. Zeolite nanosheet: The zeolite is placed in the centre of a simulation box (2 ×

1 × 3 unitcells). The crystal spans the simulation box in the crystallographic

a and c directions (corresponding to the Cartesian x and z direction in the

simulation box; the dimensions of the zeolite unitcell in these directions are

19.899 Å, 20.022 Å, and 13.383 Å respectively [117]). The gas-phase is parallel

to the zeolite b-direction (simulation box y direction), and is created by in-

creasing the size of the simulation box (in the y direction), while keeping
the centre of mass for the zeolite crystal at the centre of the simulation box.

Periodic boundary conditions are used in all directions. Therefore, the inter-

sheet distance d is the length of the simulation box, minus the thickness of

the zeolite slab in the y-direction. This zeolite slab model is shown schemat-

ically in Fig. 4.1. The distance d between the surfaces is varied to study the

effect of layering, and how capillary condensation between zeolite nanosheets

contributes to excess adsorption isotherms. To have a bulk-type gas phase,

a molecule in the gas-phase should have no interactions with the surface or

molecules on the surface. In this work, the surface-to-surface distance of

40 Å is found to be large enough to accomplish this. This will be denoted by

‘nanosheet’, as it can be viewed as a single sheet of mfi-type zeolite, one unit-

cell thick. As interactions ranging longer than 12 Å will be cut-off, there will

be a significant gas-phase where the molecules cannot interact with either

surface, or molecules adsorbed on the surface.

Since the periodic structure of the zeolite framework is discontinued at the

gas/zeolite interface, it is important to consider exactly where the external surface

is introduced in the framework. Inzoli et al. [35, 38] consider this in their work, and

describe two ways of introducing a surface in the xy plane of silicalite-1 zeolite:
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1. A cut between two sinusoidal channels in the zeolite. This introduces a ‘flat’

structure on the surface, and the straight channels protrude on this surface.

2. A cut in the sinusoidal channels in the zeolite, creating a ‘rough’ structure

on the surface. The straight channels protrude into the remainder of the

sinusoidal channels.

Inzoli et al. [35, 38] observed minor differences in the adsorption isotherms of

n-butane on the external surface between these surface structures. The second

alternative, a ‘rough’ structure has been used for the simulations in this work.

In reality, zeolite surfaces are terminated with silanol groups that have a dipole

moment. In our simulations, these groups are not included. The work of Inzoli et
al. [35, 38], Zimmermann et al. [33, 34, 36], andGarćıa-Pérez et al. [146] also exclude
these external surface groups. Argon does not have electrostatic interactions in the

model, this will probably have a minor influence on the adsorption isotherms for

non-polar particles, like argon.

4.4 Results and Discussion

4.4.1 Adsorption Isotherms

Adsorption isotherms for argon in a bulk zeolite, experimental results for a zeolite

nanosheet [156], and simulation results from a nanosheet are shown in Fig. 4.3. For

pressures below 10 kPa, the nanosheet model results in an isotherm with systemat-

ically lower adsorption than the experimental isotherm. Some of the differences

can be attributed to capillary condensation between nanosheets in the experiments.

In the experimental setup, overlap between sheets, and nooks between sheets per-

pendicular to each other may create favourable adsorption sites. In the simulations,

there are no overlap between sheets, defects, impurities in the zeolite framework,

or defects at the surface of the nanosheets that may increase adsorption at low pres-

sures. The adsorption isotherm for a bulk zeolite shows that more argon is adsorbed

than in experiments for pressures above 10 Pa and below 2 kPa. At higher pressures,

the bulk zeolite is saturated with gas. In this range (between 10 Pa and 2 kPa), argon

prefers the inside of the zeolite, and there is sufficiently space inside the zeolite to

allow the gas to adsorb. With a zeolite nanosheet of one unitcell thick, no part of
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Figure 4.3: Excess adsorption isotherm of argon inside and on the external surface of silicalite-

1 nanosheets, and for a bulk zeolite. In the legend, we distinguish between simulation results

(Sim), and experiments (Exp). The bulk zeolite has no surfaces, so this system has a

clear maximum for adsorption that is reached around 1 kPa. At this point, the zeolite is

fully loaded with argon, and increasing the pressure will not increase the amount of argon

adsorbed in the zeolite.

the zeolite can be characterized as a bulk zeolite, but argon will still prefer to adsorb

inside the zeolite, as much as possible.

The adsorption isotherm for the bulk zeolite reaches amaximum loading around

a pressure of 1 kPa, corresponding to a loading of 124 cm
3
STP/g zeolite. This cor-

responds well with the simulation results of Garćıa-Pérez et al. [103] (at 77 K), and
experimental results of Saito and Foley[157] (at 87 K). For the experimental ad-

sorption isotherm for zeolite nanosheets, as well as the simulation for a nanosheet,

however, we observe that the loading (in units of cm
3
STP/g zeolite) can increase sig-

nificantly compared to the bulk adsorption. For pressures above 10 kPa and higher,

adsorption in surface layers at the external surface takes place and increases the

adsorption in the system. The increase observed in the experimental adsorption
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Figure 4.4: Computed excess adsorption isotherms of argon determined for various layered

structures of zeolite nanosheets, see also Fig. 4.1 for the definition of the inter-sheet distance

d. Significant steps in the adsorption isotherms can be observed, which can be directly related
to the capillary condensation between the layers of zeolite. For smaller distances d, the
surface-to-surface distance have a length scale comparable to typical mesopores. This results

in a significant increased adsorption, as the gas will condense easily between the surfaces at

pressures below saturation pressure.

can be attributed to capillary condensation between zeolite nanosheets, and conden-

sation on the external surface. The adsorption isotherm for the zeolite nanosheet

from simulation is, however, not affected by capillary condensation. At higher

pressure, argon condenses at the external surface of the nanosheet. For pressures

above 10 kPa, experimental and simulation adsorption isotherms are almost iden-

tical. In the experiments, silanol groups can contribute to the surface adsorption.

This would probably be observed at lower pressures, before condensation becomes

important at the external surface, but also during condensation the presence of

silanol groups could be important. To investigate their role in adsorption would

require further investigations beyond the present study, however.
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In Fig. 4.4, the adsorption isotherms for argon in different layered arrangements

are shown. As described in Section 4.3, the inter-sheet distance is denoted by d, and
the legend in Fig. 4.4 indicates what this inter-sheet distance is. The nanosheet has

inter-sheet distance d =40 Å, and no capillary condensation occurs for pressures

below saturation pressure. For all these cases, the adsorption is seemingly not af-

fected by increasing the pressure until 1 kPa. Up to this pressure, adsorption takes

place inside the channels in the zeolite. In this work, the zeolite in the nanosheets

are always the same, and adsorption should not be affected until capillary condensa-

tion becomes important. At pressure of 1 kPa, the layered structure with inter-sheet

distance d =5 Å, being the shortest inter-sheet distance, shows a rapid increase in

the loading as argon condenses between the surfaces. At around 10 kPa, the same

is observed for d =10 Å, and similar steps are observed for the different layered

structures at increasing pressures. For the system with d =5 Å, the loading reaches
a plateau value, as the space between the surfaces are completely filled. Increasing

the pressure further only shows a small increase in the adsorption, as the liquid

phase is almost incompressible. The isotherms in Fig. 4.4 confirm that the exper-

imental results can be described by the nanosheet model used in the simulations.

For an inter-sheet distance of d =20 Å the rapid increase associated with capillary

condensation is very close to the saturation pressure of argon at 87 K, increasing

this distance to 40 Å should safely shift the capillary condensation pressure for this

spacing very close to the saturation pressure.

4.4.2 Argon Density Profiles

In Fig. 4.5, we have plotted the density profile of argon around the external surface

for two layered structures and for the nanosheet. Two pressures are shown, 1 kPa

and 30 kPa. The crystallographic surface is shown as a vertical, dashed line. The

gas-phase is to the left of the crystallographic surface, while the zeolite-phase is

to the right. From the density profile in Fig. 4.5 it can be observed that at low

pressures the difference between the three systems isminor. Argonmolecules prefer

to reside inside the zeolite. At higher pressures there is a clear difference among the

adsorption profiles of the surfaces. The nanosheet has a quite small adsorption on

the surface, and the density profile indicates that the concentration on the outer part

of the surface is close to the gas-phase concentration. The density profile indicates
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d=10 Å, p=30 kPa
Nanosheet, p=1 kPa
Nanosheet, p=30 kPa

Figure 4.5: Density profiles as a function of the position across the zeolite surface for sheet

distance d =5�A, d =10�A, and for the zeolite nanosheet. The vertical dashed line shows the
position of the crystallographic surface. The zeolite structure is to the right of the dashed

line, while the gas-phase is to the left. The figure shows the adsorption around the surface

for two layered structures, as well as for the nanosheet structure at pressures 1 kPa and

30 kPa. The layered structures (d = 5 and d = 10) show how the capillary condensation takes
place at pressures above 1 kPa. For the nanosheet, there is condensation on the surface, but

even at pressures of 30 kPa, we can only observe a mono-layer adsorption on the external

surface, at a sheet distance of 10�A, the gas-phase is seemingly unaffected by the surface.

that there is one adsorbed layer on the external surface. The layered structures have

both clear capillary condensation in the gas phase for a pressure of 30 kPa, well

below the saturation pressure of 68 kPa for gaseous argon [155].

4.4.3 Surface Excess Adsorption

In Fig. 4.6, the surface excess adsorption isotherms for the nanosheet as well as the

layered structures are shown. As expected, the surface excess adsorption isotherms

show a loading of zero or even negative loading for pressures well below the satu-
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Å
2 ]

d=5 [Å]
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Figure 4.6: Surface excess adsorption of argon, determined for different layered nanosheet

structures, calculated using Eq. (4.2). For lower pressures, the surface excess adsorption

is zero or negative. At higher pressures, the surface excess adsorption isotherm becomes

positive, and shows the same step behaviour that we observe in the adsorption isotherm. At

this pressure, the mesopore created between two zeolite surfaces allows argon to condense

at pressures below the condensation pressure.

ration pressure. This low surface excess means that the surface has a smaller con-

centration of particles than the corresponding bulk phases, especially the zeolite

phase, see also Fig. 4.5. For higher pressures, we see how capillary condensation

between the surfaces strongly increases the surface excess adsorption. The surface

has more space for adsorbing particles than the zeolite framework, particles can be

packed tighter not being restricted by the zeolite structure. These surface excess

adsorption isotherms are similar to the surface excess adsorption isotherms found

by Inzoli et al. [38] for n-butane at the external surface of silicalite-1 and by Garćıa-

Pérez et al. [146] for ethane and propane at the external surface of silicalite-1. For

the nanosheet, the surface excess adsorption becomes positive at pressures above

10 kPa. This is caused by significant adsorption on the surface at this pressure.
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4.5 Conclusions

In this work, we have studied the adsorption of argon on zeolite nanosheets and

layered zeolite nanosheet structures. Adsorption isotherms from experiments and

from simulations of zeolite nanosheets and bulk zeolite were compared, and found

to be in good agreement. Defects and impurities are possible causes for increased

loading in the experimental part. The simulated zeolite nanosheet isotherm is com-

parable to the experimental isotherm for higher pressures. We see for layered struc-

tures that the adsorption isothermsmay not reflect the real structure of thematerial,

but rather internal arrangement of sheets. We show that short distances between

sheets cause capillary condensation, and strongly increase adsorption. The calcu-

lated surface excess adsorption isotherms support this, and show how the capillary

condensation increases the surface excess adsorption. The differences between the

isotherm obtained from simulations and from experiments indicate that a specific

force field describing the interaction at the external zeolite surface may be required.

Surface groups, like silanol, may explain discrepancies, increase condensation on

the external surface, as well as increase capillary condensation.



Chapter 5

Thermal Conductivity in Zeolites

This chapter is based on the article: S. K. Schnell and T. J. H. Vlugt: ‘Thermal Conduc-
tivity in Zeolites Studied by Non-Equilibrium Molecular Dynamics Simulations’, Int.
J. Thermophysics, 2013, vol 34, pp 1197–1213.

Abstract

The thermal conductivity of zeolites is an important material property. For ex-

ample, this is the case for catalysis, where chemical reactions release heat either

inside zeolites or at zeolite surfaces. At zeolite surfaces, heat is released during the

adsorption of guest molecules. Unfortunately, it can be difficult to determine the

thermal conductivity of zeolites from experiments or from equilibrium molecular

dynamics simulations. Non-equilibrium molecular dynamics (nemd) simulation

is an interesting approach to determine thermal conductivities. Inducing a thermal

gradient by moving kinetic energy between different parts of the simulation box,

and then studying the resulting thermal gradient, will lead to direct access to the

thermal conductivity of the zeolite. In this work, we have used nemd simulations

to determine the thermal conductivity of several pure silica zeolites. The zeolites

are modeled using the Demontis force field, making it possible to screen many

zeolite frameworks, and study finite size effects. In addition, we have studied the

influence of adsorbed guest molecules on the thermal conductivity. The thermal
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conductivity of zeolites is usually in order of 0.6W/mK to almost 4W/mK, with

large differences between different crystallographic directions. We find that the

loading of guest molecules adsorbed inside the zeolite has a minor influence on the

thermal conductivity, and that in general the thermal conductivity increases with

increasing framework density of the zeolite.

5.1 Introduction

Zeolites are microporous crystalline materials. Zeolite frameworks are usually sili-

con and oxygen based. Silicon and oxygen are present in the ratio 1:2 and organized

in tetrahedral building blocks. Using these simple building blocks, a wide variety

of zeolite structures can be constructed [15]. These many different structures, with

pores, channels, and active sites for catalysis, make zeolites interesting materials

for separation and catalytic applications [135, 158, 159]. Zeolite based membranes,

where the zeolite has a specific pore-size, can be used as molecular sieves. These

membranes can separate mixtures of small molecules such as CO2, CH4, H2S, N2,

and water with high selectivity [12, 138, 160].

One new application of zeolites is as electric insulators in the form of zeolite

thin-films. An electric insulator has a low dielectric constant, but at the same time

it should be able to transport heat away from the electric components. In addition,

it should be chemically stable at operating temperatures. High silica zeolites may

have all of these properties [161, 162]. Zeolite thin-films are ordered structures,

just a few unit cells thick. These can be created with the desired crystallographic

orientation [37]. For a brief introduction on zeolite thin-film applications, we refer

the reader to Lew et al. [147].
Zeolites themselves are ordered crystals, with micropores, cages, and chan-

nels [15]. Much effort has been put into describing and modelling the adsorption

and transport of guest molecules inside such systems, see e.g. van den Bergh et
al. [134, 149, 163], Vlugt et al. [118, 164, 165], Krishna et al. [132, 166–168] andKapteijn
et al. [169]. Compared to the quite extensive work on determining adsorption

isotherms and diffusivities of guest molecules adsorbed in zeolites, not much work

has been put into determining the thermal conductivity of these materials. We will

provide a brief description of experimental, theoretical, as well as simulation meth-
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ods used to determine thermal conductivities of zeolites. We will emphasize some

of the advantages and disadvantages for each method. In addition, we will present

the results from some experimental studies, as well as some modelling studies.

5.1.1 Thermal Conductivities from Experiments

The experimental approach typically uses the 3ω-method [170]. This method is

applicable for zeolites in their crystal form, as well as for zeolite powders. Powders

are compressed into pellets, for which the thermal conductivity is determined. The

3ω-method applies a metallic wire on the zeolite. This wire is used both to heat and

tomeasure the materials response to heating. The response is used to determine the

thermal conductivity of the material. Coquil et al. [171] have applied this method

to measure the thermal conductivity of mel- and mfi-type thin films, and Fang et
al. [172] have studied the temperature dependence of the thermal conductivity for

the same film types.

Murashov and White [173] measured the thermal conductivity of zeolite 4A

(lta) using a method proposed earlier by the same authors [174]. The method is

based on measuring the response to a modulated heat flow directed into a sample.

This method is useful for measuring powders with low thermal conductivities. Ap-

plying this technique to a dehydrated lta-type zeolite powder, these authors found

a thermal conductivity of around 0.12W/mK at 300K. The thermal conductivity

of a powder can be significantly lower than for a similar bulk crystal, as there are

large resistances to heat transfer between the grains of the powder.

Another zeolite of high industrial importance is faujasite (fau-type). The ver-

sion used in experimental work is usually referred to as NaX or zeolite 13X. This

structure has been studied extensively by different groups. Jakubinek et al. [175]
studied the effective thermal conductivity of this framework, for bulk as well as

for powders. These authors found a thermal conductivity of 0.15W/mK for zeo-

lite particles of around 2 µm, and 0.073W/mK for particles around 800 nm. Liu

et al. [176] found a thermal conductivity of 0.15W/mK. These studies also used a

powder form of the zeolite, but with unknown particle size. These findings clearly

shows the difference in thermal conductivity for the material itself, and the thermal

conductivity that can be measured for a powder. A powder will always have a lower

conductivity than the bulk zeolite framework.
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5.1.2 Modelling

Themodelling approach to describe thermal conductivity in zeolites is largely based

on the Boltzmann Transport Equation (bte). The first application of this theory to

crystal systems was performed by Callaway [177] and Holland [178]. The analysis is

based on phonons, a transport description where energy is transported as a wave

in a lattice. Even though this model has advantages, and can provide very good

predictions of the thermal transport, there are certain difficulties using it. One

needs the Debye temperature of the material in question, as well as the relaxation

time of the phonons. Both can be difficult to determine for more complex systems,

especially for zeolites, where the structure can be significantly different from or-

dered structure of metals or dielectrics. For an introduction to this approach, we

refer the reader to McGaughey and Kaviany [179]. Even with the difficulties of the

bte, it is an interesting method for studying the transport in materials, and can

provide valuable insight into thermal transport in materials. In particular, phonon

scattering processes are not well understood for complex materials [180]. For fur-

ther information about these methods, we refer the reader to the work of Hudiono

et al. [181], Greenstein et al. [180, 182], and Chen and Koplevich [183].

An alternative method to determine thermal conductivities is using Molecular

Dynamics (md) simulations with classical force fields. The thermal conductivity,

λ, is usually determined from molecular simulations using the Green-Kubo rela-

tion [62, 179]:

λ =
1

VkBT2 ∫
∞

0

⟨
S(t) ⋅ S(0)

3

⟩d t (5.1)

where S is the heat current vector, T is the absolute temperature, t is time, and kB
is the Boltzmann constant. Most commonly, the thermal conductivity is reported

as an average over the three spatial directions:

λ =
λx + λy + λz

3

, (5.2)

where the direction is indicated by the subscript. For isotropic materials, the ther-

mal conductivities λx , λy, λz in each directionwill be the same, while for anisotropic

materials the heat current vector will be different in different directions, resulting
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in different thermal conductivities in different directions. Green-Kubo relations

have the advantage that they can be applied to almost any system. The disadvan-

tage is that the correlation function of Eq. (5.1) decays slowly. To obtain sufficiently

accurate results, it will be necessary to run long md simulations.

McGaughey and Kaviany [184] used Green-Kubo relations, along with classical

simulation methods to determine the thermal conductivity in a Lennard-Jones fcc-

crystal. Later these authors extended their work to Quartz, sod-type, fau-type, and

lta-type zeolite [185]. At 300K, they described the transport of heat in zeolites by

two different mechanisms; (1) short length scale conductivity, ≈1.0W/mK, and (2)
long length-scale behavior, which is temperature dependent, and of the order of

≈0.4W/mK (lta-type) to ≈ 9.0W/mK in the crystallographic c-direction in quartz.
Both mechanisms are dependent on the structural properties of the material, the

coordination number for silicon, and atomic bond lengths and angles, respectively.

For sodalite (sod-type) zeolite, they found a thermal conductivity of 3.09W/mK,

fau-type zeolite has 2.00W/mK, and lta-type zeolite has 1.61W/mK. They also

studied the temperature dependence of the thermal conductivity in zeolites, and

found that the conductivity increases significantly with decreasing temperature.

5.1.3 nemd Approach

In this work, we use non-equilibriummolecular dynamics (nemd) to determine the

thermal conductivity of zeolites. In this approach, we use md simulations such that

the system is driven out of equilibrium. The advantage of using nemd simulations,

compared to sampling correlation functions, is that they converge much faster.

In this case, we create an artificial heat-flux, and study the resulting temperature

gradient [186]. The conductivity is then given from Fourier’s law:

λ = lim

dT/d x→0

−⟨Jq⟩
⟨dT/d x⟩

(5.3)

where dT/d x is the temperature gradient, ⟨⋯⟩ denotes an ensemble average, and

Jq is the heat-flux along the gradient. In this way, we are studying a 1-dimensional

transport problem, where we can determine the temperature difference caused by

the artificial heat-flux.
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nemd simulations have been used previously to determine the thermal conduc-

tivities of solids [187], liquids, liquid-liquid mixtures [53, 188–191], and complex

systems like biological membranes [192]. Inzoli et al. [193] used a similar approach

for a mfi-type zeolite with adsorbed n-butane guest molecules, using very small

system sizes. The focus of that paper was to investigate transport properties in

the bulk zeolite. Thermal conductivities for the framework were determined from

extrapolating the thermal conductivity to zero loading. No clear change in ther-

mal conductivity was found as a function of loading. In this work, we have used

this approach to study the heat transport in different crystallographic directions

of pure zeolite crystals, as well as the conductivity of mfi-type zeolite with argon

and n-hexane adsorbed, and fer-type zeolite loaded with argon. nemd simulation

is an effective method to study thermal conductivity. Therefore, it is possible to

study many frameworks, finite-size effects, as well as how the anisotropy of the

zeolite framework leads significantly different thermal conductivities in different

crystallographic directions.

5.1.4 Outline

This chapter is organized as follows: in Section 5.2 we present the simulation pro-

cedure applied in this work. In Section 5.3 we provide details on the simulations

and the used force field. In Section 5.4 we present the results we find for different

zeolite frameworks. Finite-size effects are investigated, we tabulate the thermal con-

ductivities for several zeolite frameworks in different crystallographic directions,

and we study the dependence of loading on the thermal conductivity in the zeolite

frameworks. In Section 5.5 our findings are summarized.

5.2 nemd Simulation Method

There are several methods that can be used to set up simulations with a heat flux

in a md simulation. In this work we have chosen the method originally described

by Müller-Plathe [186] as the basis for our simulations. The simulation box was

divided into one hot and one cold zone, see Fig. 5.1. At certain intervals, the hottest

particle in the cold zone and the coldest particle in the hot zone of the same type

will exchange velocity. This ensures that the total energy and linear momentum of
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Figure 5.1: Schematic representation of the simulation setup used in this work. The high-

temperature regions (light grey) are on the outer edges of the simulation box, and the

low-temperature region (dark grey) is in the middle. Periodic boundary conditions connect

the two high-temperature regions, so for practical purposes, this is the same region. The

heat-flux is induced by moving kinetic energy, Ek , from the low-temperature region (dark

grey) to the high-temperature region (light grey) using virtual collisions (as described in

the main text). This will result in a heat-flux, Jq, from the high-temperature region to the
low-temperature region. At steady state, the transported kinetic energy will be equal to the

heat flux. The temperature profile can be directly calculated from the number of particles,

and kinetic energy in each layer. Different layers are indicated with dashed lines.

the whole system is conserved. We can apply normal periodic boundary conditions

and normal integration schemes. The system can be equilibrated using regular

thermostats.

The original method as presented by Müller-Plathe [186] has two shortcomings

that should be handled in order to use the method efficiently for zeolite frameworks

with adsorbed guest molecules: (1) the swap of velocities is only defined between

non-bonded particles, and (2) the velocity swaps are taking place between particles

of the same type, more specifically, the samemass. In addition, we want to allow for

exchanges to take place without having to search for the particles with highest and

lowest kinetic energy. In this way, the perturbation in performing a velocity-swap

will be reduced, and it is possible to use a higher frequency for these swaps.

To overcome these limitations, we used the method proposed by Lussetti et
al. [191] to perform velocity swaps between more complex molecules. Individual

atoms in a molecule can be used to exchange heat between the hot and cold zones,

provided that the intra-molecular bonds are flexible. For molecules, or segments



70 Thermal Conductivity in Zeolites

of molecules where bonds are constrained, the velocity exchange can be performed

on the center of mass velocities of the whole groups. To allow the velocity swap to

take place between two particles with different mass, we use the method described

by Nieto-Draghi et al. [55, 194]: two selected particles (one in the hot zone, and

one in the cold zone) are involved in a virtual elastic collision. The velocities of the

two particles (masses m1 and m2, and initial velocities v1 and v2) after the virtual
collision are:

v′
2
=
2m1v1 + (m2 −m1)v2

m1 +m2

,

v′
1
=
2m2v2 + (m1 −m2)v1

m1 +m2

. (5.4)

We see from Eq. (5.4) that if m1 = m2, we obtain the original velocity exchange

method as described by Müller-Plathe. It is important to note that in the original

method described by Müller-Plathe, the criterion for a virtual collision to take

place is that we find the two extremes: the hottest particle in the cold zone, and the

coldest particle in the hot zone. Exchanging velocities between these two particles

will always lead to an ‘artificial’ flux going from the cold to the hot part of the

simulation box. The response of the system is a heat-flux going from the hot to the

cold zone. At steady-state, these two are equal. In our simulations, particles are

selected at random in the hot and cold zone. Therefore, the difference in kinetic

energy is on average smaller than for the approach of Müller-Plathe (where the

largest possible energy difference is always selected). We impose the criterion that

the artificial flux must always go from the cold to the hot side if a virtual collision is

to take place. If two particles are selected and this criterion is not met, the exchange

is rejected and two new particles are selected at random until a suitable pair is

found. In this way, we can have a higher frequency for the virtual collisions, and

the instantaneous change in energy will be smaller than deliberately searching for

the extremities.

The heat-flux is calculated from:

⟨Jq⟩ =
1

2Aτ ∑
exchanges

m1(v′21 − v21 )
2

, (5.5)

where τ is the time over which we sample the system, and A is the cross-section
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area of the simulation box (perpendicular to the flux-direction). This area has to

be counted twice, since the system is symmetric around the center of the box. The

temperature profile in the system can be calculated from the average kinetic energy

of the particles. The system is divided into a number of slabs, see e.g. Fig. 5.1. The

temperature in one such slab is then:

Ti =
1

3⟨N⟩kB
⟨

particles

∑
j

m jv2j ⟩ (5.6)

where N is the total number of particles present in a slab averaged over the whole

simulation, and we sum over all particles present in the whole slab.

5.3 Simulation Technique

The nemd simulations were performed in the microcanonical ensemble (constant

N ,V and E). The systemwas kept at a temperature of 350K during the initialization

procedure, and equilibrated properly in the NVE ensemble, obtaining a steady-

state before the sampling took place. The initial positions of the zeolite atoms were

obtained from the iza database [15]. A constant heat-flux was obtained early in the

equilibration. The timestep for integrating the equations of motion was 0.001 ps,

and the averages were sampled every 10th timestep. The virtual collisions were

attempted every 200 or 500 timesteps. This resulted in a clear constant temperature

gradient between the hot and cold zones. Given that the average heat flux is constant,

the linear temperature profile shows that the thermal conductivity is constant over

the range of temperatures in the system. In this way, Fourier’s law can be applied

to the system in itself. The linear response of the system was tested by doubling

the frequency of virtual collisions. This resulted in a doubling of the observed

temperature gradient. Unless otherwise stated, the hot and cold layer were in total

10% of the length of simulation box in the direction of transport.

The zeolite was modelled using the Demontis force field for zeolites [195]. We

applied the slightly modified force field described by Vlugt and Schenk [118]. The
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interactions between Si and O in the system is described as harmonic springs:

VSi-O(r) = kSi-O(r − r0,Si-O)2, (5.7)

VO-O(r) = kO-O(r − r0,O-O)2, (5.8)

where r0,Si-O and r0,O-O are the equilibrium bond lengths, kSi-O and kO-O are the

spring constants. We take k = kO-O = kSi-O/5 = 50 000K Å
−2
. It is necessary to

assess the importance of the values of the spring constants.

For simulations with argon and n-hexane, we used the force field parameters

from Dubbeldam et al. [65] for a united-atom representation of n-hexane. In-

tramolecular interactions of n-hexane consisted of bond-stretching, bond-bending
and torsion. Lennard-Jones interactions were calculated between beads of the guest

molecules and the oxygen atoms of the framework. Guest-guest interactions were

also described by Lennard-Jones interactions. For more details on the force field,

we refer the reader to the paper of Dubbeldam et al. [65]. The argon-argon and

argon-zeolite interactions were similarly taken from Garćıa-Pérez et al. [103].

5.4 Results and Discussion

In Fig. 5.2, we have plotted the thermal conductivity as a function of the spring

constant. These results are for the mfi-type framework, and we have only looked

at the transport in y-direction. We clearly see the increasing thermal conductivity

with increasing spring constants. The rapid increase goes on until k/kB becomes ap-

proximately 50 000K Å
−2
, from there, the conductivity does not increase as steeply.

We find that for mfi-type framework, k/kB of 50 000K Å
−2

leads to a reasonable

value of around 1W/mK. Experimental data indicates that mfi-type zeolite has

a thermal conductivity between 0.8W/mK as a lower estimate, to 1.5W/mK as a

higher estimate [171, 182, 193].

5.4.1 Finite-sizeEffects, andEffect of the Size of theHot andColdZones

There are significant finite-size effects present when the zeolite crystals are studied

using nemd simulations. Because of the symmetry in the setup of the simulation

box, increasing the simulation boxwith twounit cells only leads to one unit cell extra
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0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

T
he

rm
al

co
nd

uc
tiv

ity
,[

W
m
−

1
K
−

1 ]

Figure 5.2: Thermal conductivity of all silica mfi-type zeolite in the y-direction. The thermal
conductivity is plotted as a function of the spring-constant, k/kB. The system size in this case
was 8 unit cells. Even though this is not sufficiently large to overcome all finite-size effects,

it still indicates that the spring-constant has a large effect on the thermal conductivity of the

framework. Experimental results for mfi-type zeolite vary between 0.8Wm−1 K (Greenstein

et al. [182]) to over 1.4Wm−1 K (Inzoli et al. [193]). A spring constant of 50 000K�A−2

was used in the remainder of this work.

in the transport zone. In Fig. 5.3 we have plotted the finite-size effect of mfi-type,

as a function of the simulation box length in the direction of transport. In addition,

we have tested the effect of using larger parts of the system for virtual collisions. In

general, for this we used 10% of the system in all cases in this work. From Fig. 5.3 we

see that changing this to 20% has no effect on the calculated thermal conductivity.

Even with a flexible zeolite model, the particles in the framework only move a little

around their equilibrium position. Therefore, there are always sufficient particles

to exchange energy with. In fact, we have not yet observed that an exchange has not

been performed because none of all possible pairs of molecules could successfully

perform a virtual collision. At the same time, we tested the finite-size effect by
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Figure 5.3: Thermal conductivity in mfi-type zeolite as a function of box-length in the y-
direction. The thermal gradient is constructed in the y-direction. The simulation box was 2
and 3 unit cells in the x- and z-direction, respectively. Three different system configurations
have been tested: one where 10% of the box-length is used for virtual collisions, one where

20% of the box-length is used for virtual collisions, and one where the spring constant of

the force field is reduced from 50 000K�A−2 to 25 000K�A−2, while 10% of the box is used

for virtual collisions. We see how the size of these zones has no significance on the thermal

conductivity, while using a smaller spring constant, we see that the finite-size effect is smaller

than for the systems with larger spring constants.

changing the spring constant, k. We see how a lower value of k leads to a faster

convergence to a constant value. In all these systems, we have plotted the thermal

conductivity as a function of the number of zeolite unit cells in the direction of

transport.

In Fig. 5.4 we have plotted the finite size scaling of vsv- andmfi-type framework

in x-, y-, and z-direction. The finite size effect is clear in all cases. Increasing the

size of the simulation box leads to an increase in the thermal conductivity. The
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Figure 5.4: The finite size scaling of the thermal conductivity λ for mfi- and vsv-type zeolites.
We clearly see the significant finite-size scaling effects in some of the zeolite systems. The

results for vsv-type zeolite, having almost equal length in x-, and y-directions (7.179�A),
with a comparatively long z-direction (40.620�A), clearly show how λ is related to the size
and shape of the unit cell. mfi-type zeolites have smaller differences (20.022�A,19.899�A,
and 13.383�A in x-, y-, and z direction respectively). In all simulations, the directions
perpendicular to the temperature gradient was at least 24�A each. The black lines are the
result of fitting the results to Eq. (5.9).

black lines show the data fitted with the function:

λ = λ∞ +
β
L
+

γ
L2

(5.9)

where λ∞ is the thermal conductivity in the thermodynamic limit, and β and γ are
fitted parameters. Eq. (5.9) can describe the computed λ quite well. Fitting with

this equation leads to a good representation of the obtained simulation data.

What is evident from Fig. 5.4 is that the finite size scaling depends on the actual

size of the unit cell. The results for vsv-type frameworks, which have a long unit

cell length in z-direction, clearly show that the finite-size effect is reduced quickly.
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A certain length of the system is necessary to obtain a good estimate of the thermal

conductivity, but using the simple interpolation given with Eq. (5.9), we can obtain

an accurate estimate of the value in the long range limit.

Finite-size scaling effects should be taken into account for thin-film applications

of zeolites. Our results show that there can be significant finite-size effects for

systems smaller than 200 Å. This is for example the case in the work of Choi et
al. [21], where the synthesized zeolite thin-film is approximately 20 Å thick.

5.4.2 Thermal Conductivity

In Table 5.1 we present the computed thermal conductivity for a selection of pure

silica zeolite frameworks in the crystallographic x, y, and z-directions. The frame-

works used were simulated for several different lengths. If the unit cell direction is

long, then fewer unit cells are necessary in the direction of transport. The data were

all fitted to Eq. (5.9), and the value for the thermodynamic limit, λ∞ is reported

in Tab. 5.1. The estimated error in the thermal conductivity is less than 10% in all

cases (estimated from 5 independent simulations of the same system). For isotropic

zeolites, the structure of the crystal is the same in all directions, the thermal con-

ductivity was found to be equal in all directions.

For sod-type frameworks, we find a thermal conductivity of 1.2W/mK. This is

significantly lower than the conductivity of 3.09W/mK determined byMcGaughey

and Kaviany [185] from equilibrium md simulations. Also for fau-type framework,

as well as lta-type zeolite we find a significantly lower thermal conductivity, with

1.09W/mK and 1.20W/mK compared to 2.00W/mK and 1.61W/mK respectively

fromMcGaughey and Kaviany [185]. The thermal conductivity of lta-type zeolites

have also been determined experimentally by Greenstein et al. [180]. Their results

are however for crystalline lta-type framework, with non-framework anions. These

authors found the thermal conductivity to vary between 0.8W/mKwithK
+
cations,

to 1.2W/mK with Na
+
cations. This is quite good agreement with 1.09W/mK

determined using nemd simulations.

For mfi-type zeolite frameworks, there are several different studies available

in literature. Greenstein et al. [182] find thermal conductivities between 0.8 and

1.0W/mK for calcined polycrystalline films, while it is between 1 and 1.5W/mK

for uncalcined mfi. Coquil et al. [171] found mfi thin film thermal conductivities
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Table 5.1: Thermal conductivity for different zeolite framework types. All frameworks are

modelled as pure silica frameworks. The isotropic frameworks are given for the x, y, and z
direction as one single value. There can be quite large differences in thermal conductivity

between the different crystallographic directions for some anisotropic frameworks. In fer-

type zeolite, we observe a difference of more than 2W/mK between the x- and z-direction.

Framework λx [W/mK] λy [W/mK] λz [W/mK]

afr 0.75 0.73 0.82

bea 0.80 0.80 1.01

bog 1.16 0.93 1.00

cha 0.91 1.16 1.04

eab 0.76 0.71 0.78

euo 2.20 1.39 1.82

fer 1.18 2.50 3.62

gme 0.90 0.90 0.95

lev 0.95 0.89 0.93

mei 0.67 0.61 1.04

mer 1.01 1.05 0.87

mfi 1.29 1.28 1.54

mfs 2.57 1.53 1.31

mtt 3.38 1.77 1.89

off 0.78 0.73 0.94

ton 1.81 1.84 2.98

vsv 2.50 2.51 3.01

ana 2.55

fau 1.09

kfi 0.98

lta 1.20

sod 1.17

between 0.93 to 1.12W/mK. These results are in agreement with the result obtained

here. In the x- and y- directions, we find that the crystal has a thermal conductiv-

ity of approximately 1.29W/mK and 1.28W/mK. In z-direction, we find it to be
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Figure 5.5: The temperature profile, and structure of fer-type zeolite. The temperature

gradient is applied in the z-direction of the zeolite. The figure shows the temperature profile,
density profile and zeolite with argon molecules adsorbed. There are approximately 15 argon

molecules per unit cell. The black vertical lines outline the positions of the boundaries of

the unit cells. The x- and y-direction of the simulation box are 38.312�A and 28.254�A
respectively. The hot and cold zone are indicated with the grey squares on the lower part

of the figures.

0.82W/mK. We have found no experimental data on the thermal conductivity in

specific directions in the mfi-framework.

Wefind the highest thermal conductivity for fer-type frameworks in z-direction,
with λz = 3.63W/mK. The x-direction of the same crystal only has a thermal con-

ductivity of 1.18W/mK. From Table 5.1 we see there can be significant differences

in the thermal conductivity in different crystallographic directions.

In Fig. 5.5 we show the temperature profile in fer-type zeolite, where the dis-

tance is given in the z-direction. The top part of the figure shows a snapshot from

the simulation. The zeolite unit cell are marked with the vertical black lines in the

bottom part of the figure, also showing the temperature profile for this system. Fig-
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ure 5.5 shows a step-pattern in the temperature profile. This step-pattern can be

seen for some other zeolite structures, in some crystallographic directions as well,

but the fer-type zeolite has the most distinct pattern. This is caused by the small

number of silicon-oxygen bonds between different parts of the zeolite as heat can

only be transferred through bonds in this model. Different unit cells are connected

with few silicon-oxygen bonds, that seems to hamper the transport of heat. The

middle part of the figure shows the density profile in the zeolite. In this case, the

step-like pattern in the temperature-profile is slightly reduced, but not removed.

5.4.3 Thermal Conductivity for Zeolites with Adsorbed Molecules

In Fig. 5.6 we have plotted the thermal conductivity of the zeolite framework as a

function of the loading of guest molecules (argon or n-hexane). We considered the

relative loading, taking the maximum loading of argon to be 31.15 molecules/u.c.,

and the maximum loading of n-hexane to be 8 molecules/u.c. From the figure, we

see that the adsorption of molecules hardly changes the thermal conductivity of the

zeolite. This is in agreement with the results presented by Inzoli et al. [193]. In their

work, they found that the adsorbed molecules have minor impact on the thermal

transport in zeolite frameworks. However, the simulations of Inzoli et al. [193]
were performed for much smaller systems and will therefore suffer from significant

finite-size effects.

For the fer-type framework, there is slight increase in the thermal conductivity

at higher loadings, but this effect is quite small. Also, this framework has the step-

patterns in the thermal conductivity, that act as internal resistances towards heat

transfer. The small effect of the loading of guest molecules on these steps indicates

that the loading has a small effect on the thermal conductivity.

In the work of Griesinger et al. [196], the thermal conductivity of different

zeolites with different loading of gases was studied experimentally, focusing on hy-

drogen, helium, argon, nitrogen, and air. These authors found a significant increase

in the thermal conductivity for increasing loading, in some cases by orders of mag-

nitude. These studies were performed using a transient wire method. It is possible

that in zeolite system, based on powders, the adsorbed gas helps transport heat

between zeolite grains. These boundaries between particles will act as significant

resistances to heat transfer.
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Figure 5.6: The thermal conductivity of mfi-type zeolite as a function of the relative loading

of adsorbed molecules. For argon in mfi-type, the maximum loading is set to 31.25 molecules

per unit cell. For n-hexane in mfi-type framework, the maximum loading is set to 8 molecules

per unit cell. The thermal gradient is applied in the y-direction. For fer-type zeolite the
maximum loading of argon is set to 15 molecules per unit cell. The thermal gradient is

applied in the z-direction for the fer-type framework. For fer-type zeolite, we observe a
very small increase in the thermal conductivity with increasing relative loading, while for

mfi-type zeolite, there is no significant change in the thermal conductivity with increasing

loading.

5.4.4 Framework Density

In Fig. 5.7 we have plotted the thermal conductivity as a function of the framework

density. The density is given as atoms (Si and O) per nm
3
. The thermal conductivity

is given as the average value for the crystal, according to Eq. (5.2). From this figure

we clearly see howmost of the structures lump together with thermal conductivities

around 1W/mK. The zeolites with highest conductivity are also among the zeolites

with highest density. However, at approximately the same density there are several

structures with significantly lower thermal conductivity. lta-type and fau-type
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Figure 5.7: Thermal conductivity of zeolites as a function of the framework density. For

anisotropic frameworks we have calculated the framework thermal conductivity, see Eq. (5.2).

We can observe an increase in the thermal conductivity for higher density frameworks.

zeolite have the lowest density of the zeolites we have tested in this work, but still

the thermal conductivity is about the same as for the main group. There are no clear

distinction between the isotropic and anisotropic structures.

5.5 Conclusions

We have studied the thermal conductivity of several all-silica zeolite framework

types using non-equilibrium md simulations. We find that using even the simple

Demontis force field for zeolites gives a good description of the thermal conductiv-

ity. In addition, force field is computationally cheap, making it easy to screen several

zeolite framework types and studying finite-size effects. We found that the thermal

conductivity has significant finite-size effects. The finite-size scaling depends on

the length L of the system, and can be described using a second order expansion in
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1/L. The thermal conductivity strongly depends on the crystallographic direction

of the zeolite. This is best seen in fer-type zeolite, where the thermal conductivity

is three times larger in the z-direction than in the x-direction. At the same time,

the addition of guest molecules in the framework is found to have little effect on

the overall thermal conductivity. Among the zeolites with highest thermal conduc-

tivity, several of these have a high framework density. There is however no clear

relationship between the structure, and the resulting thermal conductivity.



Chapter 6

Non-Equilibrium Transport of
Heat and Mass Across a Zeolite
Membrane

This chapter is based on the book-chapter ‘Non-Equilibrium Thermodynamics for
the Description of Transport of Heat and Mass Across a Zeolite Membrane’, by S. K.
Schnell, T. J. H. Vlugt and S. Kjelstrup, From the Book: ‘Handbook of Membrane Re-
actors: Fundamental Materials Science, Design and Optimisation (Volume 1)’ edited
by Angelo Basile. ISBN-13: 978-0-85709-414-8.

Abstract

Non-equilibrium thermodynamics offers a better and more precise way to describe

transport of heat and mass over membranes then the simple Fick’s and Fourier type

models. In this work we derive the equations for single component transport (of

n-butane) across a zeolite membrane. We use Non-equilibrium molecular dynam-

ics (nemd) data to show how phenomena are related. Significant differences are

documented between this method, and methods invoking Fick’s and Fourier’s law.
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6.1 Introduction

A precise description of membrane transport phenomena requires detailed atten-

tion to the surface of the membrane, as well as to the membrane itself [47]. Before

or after transport through the membrane, the component to be transported can be

more or less strongly adsorbed to the membrane interface. The transported compo-

nent may also be involved in a chemical reaction at the interface. Such phenomena

are usually closely related to the exchange of heat, meaning that there are sinks or

sources for heat present at the membrane external surface. This surface is of molec-

ular thickness, and it is therefore to be expected that the mass flux is affected by the

heat flux through themembrane, and also that these fluxes vary with position in the

membrane. Nevertheless, in chemical engineering the transport of heat and mass

is usually described using Fourier’s law and Fick’s laws, which do not include such

effects. We consider a series of layers, from a homogeneous gas-phase on the ‘feed’

side, to a homogeneous gas-phase on the ‘permeate’ side. The boundary layers are of

macroscopic thickness. We will here distinguish suchmacroscopic boundary layers

from a molecularly thin interface, and consider five regions of transport, namely

the homogeneous phases of the macroscopic boundary layers, the interface layers

between each homogeneous phase and themembrane phase, called the surface, and

the membrane phase itself.

In the modelling of membrane separations, knowledge of chemical potentials

and temperatures is required for the adjacent homogeneous phases and the mem-

brane. The surface is often assumed to be at equilibrium, making these properties

continuous at the surface. With large mass fluxes and/or large heat productions

at the surface, these assumptions may no longer be correct and more traditional

descriptions using Fick’s and Fourier’s laws will fail to capture the correct behaviour.

In this case, one must use the theory of irreversible thermodynamics to correctly

describe heat and mass transfer [47, 50].

The purpose of this chapter is to present such a description, to identify the

effects and consequences of coupling heat and mass transport, and to study the

commonly used assumption of equilibrium at the interface at steady state condi-

tions. The simple transport of a single component through a membrane is used as

an example. A typical alkane, n-butane, is chosen as the component to be trans-

ported, and silicalite-1 [15] is used as membrane material. Membrane reactors using
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Figure 6.1: Schematic representation of the system studied here. At the surface, jumps in

temperature and concentration, of guest molecules occur. For simplicity, it is assumed that

temperature and concentration gradients inside the membrane are constant. The membrane

is denoted by m; i and o denote the pure gas-phase (also considered as the ‘feed’ and
‘permeate’ side respectively). The surfaces are denoted by s. The superscripts im and om
denote the temperature and concentration in the membrane on the i- and o-side.

zeolites are well studied; see for example a recent review [158]. Most importantly,

all transport coefficients for heat and mass transfer are already available for this

system; see the work of Inzoli et al [35, 197]. In this work, molecular dynamics

simulations were used to obtain the transport coefficients. Equilibrium data needs

to be supplied, in order to be able to define the driving forces for transport. To the

best of our knowledge, this is the first time data obtained frommolecular dynamics

simulations have been used exclusively to accurately model the transport through

a heterogeneous system under non-equilibrium conditions at the surface.

6.1.1 A Zeolite Membrane in Equilibrium with a Gas

A zeolite membrane separating two gas-phases is in the thermodynamic sense a

heterogeneous system composed of five subsystems. This is illustrated in Fig. 6.1.

Two of these, the two gas-phases, are homogeneous, three-dimensional systems.

The membrane can also be regarded as a homogeneous phase on a scale in units
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of length of two zeolite unit cells [72] with gas absorbed in the various channels.

The two external surfaces, or the transition zones of molecular thickness between

gas and zeolite membrane, are the fourth and fifth thermodynamic systems. The

surfaces are two-dimensional systems, defined according toGibbs, with excess prop-

erties as state variables [47]. We will use the word surface or interface to indicate

this type of thermodynamic system.
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Figure 6.2: n-Butane local density near a gas-zeolite interface. The density profiles are given

in arbitrary units, to illustrate the density fluctuations inside such a zeolite. Density profiles

are shown for (a) a flat surface cut between the sinusoidal channels, and perpendicular to the

straight channels and (b) a textured surface, where the cut is in the sinusoidal channels, and

also here, perpendicular to the straight channels. For macroscopic applications, the average

concentration over several unit cells is a more convenient measure for the concentration in

the zeolite.

Figure 6.2 shows the density profiles of n-butane in the zeolite and close to the

surface at equilibrium. The local density of guest molecules in the zeolite strongly

varies with position in the zeolite. In the work of Inzoli et al. [35, 193], the external
surface has two different surface structures; one where the surface is cut between
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the sinusoidal channels, and the other one across the sinusoidal channels. This

shifts the density profile as seen in Fig. 6.2, and these represent two quite different

surface structures. Inzoli et al. [35] showed that for this system the details of the

surface structure have a minor influence on the surface resistance to transport.

Equilibrium adsorption isotherms for gases and gas mixtures are in general

well known for bulk zeolite systems, experimentally as well as computationally [66,

106, 198]. We have used established procedures to obtain equilibrium adsorption

isotherms data [62], which are needed to describe transport problems in our case.

Thermodynamic adsorption data is obtained using Configurational-bias Monte-

Carlo simulations in the grand-canonical ensemble [62]. Interactions between

atoms and molecules are described using a classical force field [66]. Figure 6.3

shows adsorption isotherms for n-butane adsorption in silicalite-1 at a temperature

from 320K to 400K, which is the range of temperatures represented by coefficients

given by Inzoli et al. [35, 197]. In Fig. 6.3 we have plotted the loading of n-butane in
the zeolite (in molecules /nm

3
) as a function of the fugacity. In this work we take

the fugacity coefficient to be one. The isotherms are well described with a Lang-

muir model [199] with a maximum loading of approximately 1.7molecules /nm
3
.

The silicalite-1 is oriented so the straight channels face out in the gas-phase. This is

one of the most interesting orientations for this crystal, and effort has been put in

place for producing membranes with only this crystallographic orientation; see for

example the work of Lee and Jeong [37].

6.1.2 Transport Across a Heterogeneous System

When a fluid with one or more components is transported across a selective mem-

brane, concentration gradients arise in the layer immediately outside themembrane.

Likewise, due to negative or positive enthalpies of adsorption in themembrane, tem-

perature gradients will arise, depending on the ratio of the relative conductivity of

the membrane to its surroundings [35]. In a pure gas, there is obviously no com-

position gradient, only a temperature gradient. With pores of molecular size, the

zeolite becomes a component in the thermodynamic sense. A concentration gradi-

ent inside a zeolite can thus bemaintained in the presence of a temperature gradient.

We will investigate the stationary state transport of one component through the

membrane.
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Figure 6.3: Adsorption isotherms of n-butane in a bulk zeolite crystal with periodic boundary

conditions, without an interface. Therefore, no gas—zeolite interface was present here.

The temperature range is selected to be in the range of the operating conditions of such

a membrane system. In all cases, the isotherms are well described using a Langmuir single

site isotherm [199].

Typical profiles of the intensive variables, such as chemical potential, µ, and
temperature, T , are illustrated in Fig. 6.1. At the interface during transport, a possi-

bility arises to maintain a difference in chemical potential between the two phases

adjacent to the interface; this means that the interface is not in equilibrium under

such conditions, cf. a similar discussion of liquid-vapour interfaces of Ge et al. [200].
Likewise, a temperature difference can be maintained across the interface. We will

study the details of this situation, that is, what are the causes of such jumps, what

do they physically mean, and how can we take advantage of them? We will also

examine the assumption of continuity of intensive variables at the interface: what

does it mean in practice to have the correct non-equilibrium description of the sur-

face? This work can be seen as a step in the direction of analysing multicomponent
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systems using realistic transport coefficients.

6.2 Fluxes and Forces from the Second Law and Transport
Coefficients

6.2.1 Fluxes and Forces from the Second Law

The theory of non-equilibrium thermodynamics is used to analyse the questions

above. The sections below provide the essential steps in such a description. The

detailed background and explanation of the theory, as set up for heterogeneous sys-

tems, can be found elsewhere [47]. The same symbols are used as in this reference.

The Equations for Transport of Heat and Mass

In the theory of non-equilibrium thermodynamics, the fluxes and forces pertinent

to the system are derived from the entropy production per volume or area element.

The entropy production is formulated using the assumption that there is local equi-

librium in the system. This assumption is surprisingly valid even for systems with

very large gradients [201]. The expression for the entropy production follows by

introducing mass and energy-balances into the Gibbs equation. In the present case,

the mass and energy-balances are simple, as the mass and total energy fluxes, J and
Jq, respectively, are constant and directed along the x-axis only:

J i = Jm = Jo = J , (6.1)

J′iq + J
iH i
= J′mq + J

mHm
= J′oq + J

oHo
= Jq . (6.2)

Superscripts m, i and o denote that the location is the membrane, the i-side (feed)
or o-side (permeate) surfaces; see Fig. 6.1. The flux of n-butane is denoted by J;
the sensible heat flux is J′q [47] and H is the molar enthalpy of n-butane. The total

energy flux is Jq. We distinguish between the sensible heat flux and the total heat

flux. The sensible heat flux is the one that can bemeasured directly, and is described

by Fourier’s law in a pure component. The total heat flux is the sensible heat flux,

and in addition the enthalpy carried by mass transport. The definitions of the

various types of heat fluxes are described and explained in detail in Kjelstrup and
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Bedeaux [47]. The entropy production and the corresponding force-flux relations

for the zeolite membrane and its two surfaces are discussed in the next section.

The Zeolite Membrane

As discussed in Section 6.1.1, we can regard the zeolitemembrane as a homogeneous

phase. Strong evidence has been obtained that it is meaningful to consider thermo-

dynamic variables in volume elements as small as a single unit cell, also when the

system is exposed to large gradients [47, 72]. The entropy production σ is:

σ = J′mm
d

d x
1

T
+ J (−

1

T
d

d x
µT) . (6.3)

We define the fluxes into the membrane as positive, and use the membrane as the

frame of reference for all fluxes. The driving forces for transport of heat and mass

are the gradients in inverse temperature T , and minus the gradient in chemical

potential, µT , taken at constant temperature. The fluxes conjugate to these forces

are those of n-butane and sensible heat. The force-flux relations that follow from

this are (see also Chapter 1.3):

d

d x
1

T
= rmqq J

′m
q + r

m
qm J , (6.4)

−
1

T
d

d x
µT = rmmq J

′m
q + r

m
mm J . (6.5)

In Eq. (6.4) and (6.5) the resistivities are denoted by the symbol r, and the super-

script denotes that these relate to the membrane, while the subscript identifies the

type of resistivity. The diagonal resistivities, rqq and rmm can be related to the con-

ductivity and diffusivity respectively, while the off-diagonal resistivities describe the

coupling between heat and mass transfer. Also, the mass flux is denoted by J, and
the sensible heat flux is denoted by J′mq . We have chosen to use the sensible heat flux

in all of this work, especially since this is the one that is determined in experiments.

The resistivities are related to the more commonly used thermal conductivity, λ,
and Fick’s diffusivity, D. The resistivity rqq is related to the thermal conductivity by:

λ =
1

T2rqq
, (6.6)
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while rmm is related to Fick’s diffusivity by:

D =
1

Trmm

∂µb,T
∂cb

. (6.7)

From the results in Chapter 5 it seems reasonable that the thermal conductivity is

mostly unaffected by the adsorbedmolecules in the system, and not very dependent

on the temperature (Ref. 5.5).

The Zeolite External Surfaces

The entropy production of the surface, σ s, is an excess property, given for stationary
state transport of one component and heat as [47]:

σ s = J′iq ∆i ,m
1

T
+ (−

1

Tm ∆i ,mµT (Tm
)) . (6.8)

The driving forces are now expressed as differences instead of gradients. For in-

stance, ∆i ,m indicates the difference between the phasesm and i. The dimension of

σ s is J K−1
m

2
. The force-flux relations for the surface are therefore:

∆i ,m
1

T
= rs,iqq J

′i
q + r

s,i
qm J , (6.9)

−
1

Tm ∆i ,mµT (Tm
) = rs,imq J

′i
q + r

s,i
mm J . (6.10)

Again, the superscript indicates that the resistivities are related to the surface, s. We

use the superscript i to indicate that these values are related to the i-side of the
membrane; see Fig. 6.1. The subscript m again means the membrane.

For the o-side of the interface we obtain similarly,

∆m,o
1

T
= rs,oqq J

′o
q + r

s,o
qm J , (6.11)

−
1

Tm ∆m,oµT (Tm
) = rs,omq J

′o
q + r

s,o
mm J . (6.12)

Similarly for these equations, the superscript indicates which surface the value

relates to. The values of J′iq and J′oq are not necessarily identical. The values of
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the resistivities for the surface are evaluated from the fluxes in the corresponding

gas-phase.

In order to find the temperature and concentration profiles across the mem-

brane, we solve Eqs. (6.2), (6.4), (6.5) and (6.9)–(6.12) simultaneously.

6.2.2 Transport Coefficients and Driving Forces

Because of the Onsager symmetry relation, ri j = r ji , only three coefficients are

needed in the Eqs. (6.4), (6.5), and six in the set (6.9) to (6.12). The nine coefficients

needed were already determined by Inzoli et al. [35, 193], and the values of the

transport coefficients are shown in Fig. 6.4 (transport inside the membrane) and

Fig. 6.5 (transport at the membrane surface). Altogether, the six equations and nine

coefficients are sufficient to compute the profiles of the temperature and chemical

potential across the heterogeneous system fully, for any set of inlet conditions on

the i-side, or feed side.

The chemical potential driving force is everywhere taken at a specified temper-

ature. This driving force in the membrane is

−
1

T
d

d x
µT = −R

d

d x
ln a, (6.13)

where a = p/p∗(T) is the activity, defined by p, the vapour pressure of the compo-

nent that would be in equilibrium with the gas in the membrane (assuming ideal

gas behaviour), and p∗, the vapour pressure for saturation of the gas at temperature

T . The driving force across the surface is likewise

−
1

Tm ∆m,oµT (Tm
) = −R ln

p
p∗ (Tm)

. (6.14)

These equations will be used to calculate jumps in concentration at the surface.

6.3 Case Studies ofHeat andMassTransportAcross the Ze-
olite Membrane

To examine the interaction of heat and mass transport across the zeolite membrane,

we have chosen to present the profiles of concentration and temperature for the
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Figure 6.4: The resistance to (a) mass transfer, (b) heat transfer, and (c) the coupling

between mass and heat transfer for n-butane in silicalite-1 zeolite. The resistance to mass

transfer, rµµ , is given as a function of the concentration, while the resistance to heat transfer,
rqq, is given as a function of temperature. Note that the coupling coefficient, rqµ, is very
small.

following conditions. Results are reported in tables or figures as indicated:

• The heat and mass fluxes at constant and equal temperatures in the gas-

phases; see Table 6.1 and Fig. 6.6.

• The heat and mass fluxes at isobaric transport of n-butane; see Table 6.2 and
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Figure 6.5: The resistance to (a) mass transfer, (b) heat transfer, and (c) the coupling

between mass and heat transfer for n-butane at the external surface of silicalite-1 zeolite.

All values are depending on the pressure in the facing gas-phase, and the temperature

dependency is found to be negligible.

Fig. 6.7.

6.3.1 Solution Procedure

There are different ways to treat this type of membrane system. Eqs. (6.4) to (6.12)

are formulated such that we can calculate fluxes and temperature profiles on the
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Figure 6.6: Concentration and temperature profiles in the zeolite membrane. On both sides

of the membrane the temperature is 400K; Fig. 6.6a shows the temperature profile, while

Fig. 6.6b shows the concentration profile across the membrane. The fugacity difference

between the two gas-phases is 10 kPa. The modelling is performed both with coupling and

of heat and mass transfer, and without coupling. For the temperature across the membrane,

we observe that including the coupling of heat and mass transfer in the modelling leads to

differences in the temperature profile, while the concentration profile is not affected.
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Table 6.1: Heat and mass fluxes for various fugacity differences over the membrane. The

fugacity on the ‘feed’ side (denoted by i in the text and in Fig. 6.1) is 50 kPa, and the
‘permeate’ side (denoted by o) is f i − ∆ f . The temperature is kept at 400K on both sides,
and the thickness of the membrane is 50 µm. The measurable heat flux is given for the
i-side of the membrane.

∆ f (kPa) J (molm
−2
s) J′iq (kJm

−2
s)

2 0.055 08 −2.40

4 0.112 50 −4.89

6 0.172 48 −7.50

8 0.235 24 −10.23

10 0.301 07 −13.10

Table 6.2: Heat and mass fluxes for various fugacity differences over the membrane. In

this table we present the mass flux, as well as the measurable heat flux for the ‘feed’ side

(denoted by i) of the membrane. Here, ∆T is To
− T i , and T i

=400K. We denote the

‘permeate’ side by o. In all cases, the fugacity of n-butane is set to be f i =100 kPa on both
sides of membrane, and the membrane is kept at 50 µm thickness. In all cases, we have
used coupling of heat and mass transport over both the membrane and the surfaces.

∆T (K) J (molm
−2
s) J′iq (kJm

−2
s)

0.2 −0.001 79 −5.18

0.4 −0.003 58 −10.35

0.6 −0.005 37 −15.51

0.8 −0.007 15 −20.67

1.0 −0.008 94 −25.83

membrane surface. For other formulations, we refer to the work of Kjelstrup and

Bedeaux [47]. In this case, we have the resistivities as a function of pressure for

the gas-zeolite interface, and the resistivities for transport in the membrane as a

function of the local temperature and concentration. The cases of equal temperature

difference over themembrane and isobar transport can be solved directly by solving

Eqs (6.4), (6.5) and (6.9)–(6.12). In addition the total energy balance of Eq. (6.2)

is used. This leads to a system with eight equations, and eight unknowns. The
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equations can be solved numerically. In this case, we wish to find the fluxes, J, J′mq ,

J′iq , and J′oq . In addition, we obtain the temperature, and concentration profiles

across the membrane.

The resistivities on the surfaces are determined from the pressure in the adjoin-

ing gas-phase. The surface resistivities were relatively independent of the tempera-

ture over the range of temperatures from 350K to 450K. In Fig. 6.5 we have plotted

the values of resistivities obtained from Inzoli et al. [35].
The resistivities for themembrane are found from the concentration and temper-

ature on the i-side of themembrane. All values for resistivities inside themembrane

are taken from Inzoli et al. [193], see Fig. 6.4. These values are obtained for a system

with b-oriented silicalite-1, where the straight channels in the silicalite-1 emerge

on the gas-zeolite interface. All values in the work of Inzoli are obtained for such

a system. Also, that model does not take defects, for example, pinholes or small

fractures, into account. For practical applications, the zeolite membrane has to be

fixed to some frame or suspended in a polymer matrix. These are effects that will

clearly affect the transport, but are not taken into account here.

6.3.2 Results and Discussion

In this section we present results obtained by solving the reported equations. There

is a huge number of possible configurations of such a membrane setup; in this case,

we have focused on a few basic setups. The choice of temperature is well within the

range of temperatures used by Inzoli et al. [35, 193].

Equal Temperature in Gas-phases

The temperature difference from gas-phase to gas-phase is first set to zero, setting

the temperature equal to 400K on both sides. This still produces a jump in tempera-

ture from the surface to themembrane. We set themembrane thickness to be 50 µm,

and the difference in pressure is taken to be from 2 kPa to 10 kPa, in increments of

2 kPa.

In Fig. 6.6 we present the temperature and concentration profile for this case.

The temperature profile has a jump across the surfaces on both sides of the mem-

brane. There is also a jump in the chemical potential (not shown). The concentra-
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Figure 6.7: Concentration and temperature profiles at 400K; Fig. 6.7a shows the tempera-

ture difference, while Fig. 6.7b shows the concentration profile across the membrane. The

temperature difference between the two gas-phases is kept at 0.8 K. We considered the

situation in which coupling between heat and mass transfer was included or excluded in the

model. The effect of the coupling is negligible for this case.
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tion in the different parts of the system is shown in Fig. 6.6b. The concentration in

the gas-phases is low, and the concentration in the zeolite membrane is relatively

high.

In Tab. 6.1, we present the transport of heat and mass through the membrane

when there is no temperature difference, but there is a difference in pressure of n-
butane. We clearly see how increasing the gradient in pressure changes the transport

of n-butane through the membrane. The membrane thickness was 50 µm.

Thermally Induced Transport

In this case, we study the transport over the membrane, by setting the pressure on

both sides of the membrane to a constant value, 50 kPa. The temperature is kept at

400K on the i-side of the membrane in all the cases, while the temperature of the

o-side is given by Ti +∆T . Concentration and temperature profiles for this case are

presented in Fig. 6.7, and the resulting fluxes for different gradients in temperature

are given in Tab. 6.2.

The temperature gradient strongly influences the transport of heat in the system.

However, we see that also the contribution tomass transport can be significant, espe-

cially at higher temperature differences. In this case, we see that heating the o-side
will decrease the total mass transport in the membrane. Still, the most important

contribution to mass transport is found in the pressure difference.

Enhancing Membrane Transport

In Tab. 6.1 we have presented the heat and mass transport over the membrane with

a constant pressure difference, and differences in temperature. It is obvious that

increasing transport can be obtained by increasing the temperature on the o-side
of the membrane. The transport of heat with no temperature difference is caused

by the coupling of heat transport with the mass transport. This is a quite significant

contribution for such a small pressure difference.

Transport in the Membrane

The transport inside the membrane can very well be described using the classical

equations, that is, Fick’s and Fourier’s laws. Coupling of heat and mass is zero in
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pure systems, and small in two-component bulk phases such as silicalite-1 with

n-butane. The coupling is found to have a small effect on the thermal gradient, as

can be seen in Fig. 6.6a, while the concentration gradient seems to be more or less

unaffected by the coupling. This can easily be seen from the isotherms; see Fig. 6.3,

where all of the isotherms show saturation at the pressures and temperatures used

in these calculations.

6.4 Conclusions

It has recently become clear that Fourier’s and Fick’s laws, plus the energy bal-

ance [202], are not sufficient when it comes to describing interface transport for ze-

olite membranes, nor even for transfer of single components [47]. These equations

alone are not sufficient to obey the requirement for Onsager symmetry in the inter-

action of the heat and mass flux. This is confirmed by this work. This requirement

can be fulfilled only by invoking the theory of non-equilibrium thermodynamics.

Going to this level of description necessarily means that the description becomes

more complicated. The gain may be a better basis for further use, for optimization

of yield and energy efficiency of membrane reactors.

In this chapter, we have presented results obtained for transport under non-

equilibrium conditions, and shown how this method models transport across a

zeolitemembrane in agreement with the second law of thermodynamics. We clearly

see changes in temperature at the surface of the zeolite, and this effect needs further

study. In this case we have only presented transport of single components across the

zeolite. In future work, the selectivity and separation purposes should be studied

further.
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strup, S.; Bedeaux, D.; Bardow, A.; and Vlugt, T.J.H. How to Apply the

Kirkwood-BuffTheory to Individual Species in Salt Solutions. Chem. Phys.
Lett., 582, 2013: 154–157.
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[128] Góra-Marek, K. and J., D. IR Studies of OH Groups in Mesoporous Alumi-

nosilicates. Applied Catalysis A: General, 302(1), 2006: 104–109.

[129] Busca, G.; Ramis, G.; and Lorenzelli, V. FT-IR Study of the Surface Prop-

erties of Polycrystalline Vanadia. Journal of Molecular Catalysis, 50(2), 1989:
231–240.

[130] Martucci, A.; Cruciani, G.; Alberti, A.; Ritter, A.; Ciambelli, P.; and

Rapacciuolo, M. Location of Brønsted Sites in D-Mordenites by Neutron

Powder Diffraction. Micropor. Mesopor. Mater., 35–36(0), 2000: 405–412.

[131] Abouelnasr, M.K.F. and Smit, B. Diffusion in Confinement: Kinetic Simu-

lations of Self- and Collective Diffusion Behavior of Adsorbed Gases. Phys.
Chem. Chem. Phys., 14, 2012: 11600.

[132] Krishna, R. and van Baten, J.M. Insights Into Diffusion of Gases in Zeolites

Gained FromMolecular Dynamics Simulations. Micropor. Mesopor. Mater.,
109, 2008: 90–108.

[133] Krishna, R.; van Baten, J.M.;Garcı́a-Pérez, E.; and Calero, S. Diffusion
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Summary

In this thesis, the equilibrium and non-equilibrium thermodynamic description

of heterogeneous systems is studied. As a model system the zeolite silicalite-1 was

considered. The external surface was defined as a Gibbs surface. Molecular sim-

ulation techniques both at equilibrium (Molecular Dynamics, Monte Carlo) and

non-equilibrium (non-equilibriumMolecular Dynamics) were used to determine

surface pure component adsorption isotherms and mixture adsorption isotherms

for the external surface. Non-equilibrium Molecular Dynamics simulations were

used to to determine the thermal conductivities of zeolite frameworks.

In Chapter 2, a finite-size scaling method to compute thermodynamic factors

and partial molar enthalpies in the thermodynamic limit from small scale subsys-

tems was presented. The new method was also used to determine the Kirkwood-

Buff (kb) coefficients for mixtures of Weeks-Chandler-Anderson (wca) particles.

The method turns out to be a powerful tool for determination of kb coefficients,

especially at high densities. Inherent problems with integrating the pair correlation

function (that are well-known from literature) are avoided. For anisotropic systems,

there was a clear dependence of all properties on the structure of the system, e.g.
for argon in silicalite-1 zeolite, the shape of the small subvolume must reflect the

shape of the structure unit cell.

In Chapter 3, a mixture adsorption model (Ideal Adsorbed Solution Theory,

iast) was tested for adsorption of ethane and propane on the external surface of

silicalite-1. The external surface can be a significant barrier to transport of heat

and mass from a gas phase and into the zeolite phase. iast significantly lowers

the need for determining mixture adsorption isotherms, since predictions can be

made from pure component isotherms. Pure component- and mixture isotherms
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were determined usingGrand-CanonicalMonte Carlo (gcmc) simulations. Surface

excess adsorption isotherms are calculated, and these shows a clear negative excess

adsorption for low pressures. This is an indication that the surface is a significant

barrier to transport of mass and heat. The iast offers a simple and efficient way to

obtain quantitative surface adsorption of the particular hydrocarbon mixture on

the silicalite-1 surface. Our simulations indicate that the adsorbed phase behaves

ideally at ambient temperature, and pressures below 10
6
Pa.

In Chapter 4, the adsorption of argon on external zeolite surfaces, modelled

as zeolite nano-sheets, is studied. Surface adsorption isotherms obtained from

simulations were compared with experimental results. The adsorption isotherms

from experiments and simulations are comparable, even though the simulation

results are systematically lower than experimental results for pressures below 10
4
Pa.

As found in Chapter 3, the surface excess adsorption are negative for reasonable

low pressures, typically below 10
4
Pa. Capillary condensation can be observed for

layered nanosheet structures.

The thermal conductivity of zeolites was calculated using non-equilibrium

molecular dynamics simulations in combination with the computationally efficient

Demontis force field. This is reported in Chapter 5. The thermal conductivity was

determined for different crystallographic directions, for zeolites with different load-

ings of n-hexane and argon. The adsorption of molecules in the system had little

effect on the overall thermal conductivity. We found significant finite-size effects

in the thermal conductivity. Using a second order expansion in the inverse system

size, we were able to correct for finite-size effects. The thermal conductivities of

typical zeolites are found to vary between 0.6Wm
−1
K
−1
, and 4Wm

−1
K
−1
. There

were significant differences in the thermal conductivity in different crystallographic

directions. For the fer-type framework, the thermal conductivity was three times

higher in the crystallographic z-direction than in the x-direction. The high resis-

tance can be related to the low number of silicon-oxygen bonds between or within

unit cells. This was clear in the fer-type framework, where distinct steps in the

temperature profile were observed. We could not observe a straightforward relation

between unit cell properties and the thermal conductivity.

In Chapter 6, we derived a simple model for transport of n-butane across

silicalite-1 interface using non-equilibrium thermodynamics. The model included

the coupling of heat- and mass transfer at the surface of the zeolite. We found that
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the transport was not well described using Fourier’s and Fick’s law in combination

with the energy balance. The model shows the importance of treating the surface

as a separate thermodynamic system.

The transport of heat and mass across the external surface of zeolites can be

severely hampered by the surface itself. Resistances to transport can be related to

the low surface excess density at the surface. Mixture adsorption isotherms on the

surface are found to behave ideally, the same way as in bulk zeolite crystals. For

transport across membranes, the resistance on the surface can be significant, and

the thermal effects can be so large that they should not be neglected. For future

work, the surface texture, and effect of surface groups should be studied closer. Espe-

cially transport of CO2, water, and alcohols can be strongly effected by electrostatic

interactions with OH-groups at the external zeolite surface, or other groups located

on the external zeolite surface. This would require a force field parametrized to

describing these interactions. The finite-size scaling method presented in Chap-

ter 2 have proven to be a valuable asset for calculating Kirkwood-Buff integrals, and

partial molar quantities, also directly from anisotropic systems. The application of

this method to the external surface of zeolites could help in determining heats of

adsorption, and transport properties along the surface.





Samenvatting

In dit proefschrift wordt de beschrijving van heterogene systemen volgend uit

evenwicht- en niet-evenwicht thermodynamica bestudeerd. Als modelsysteem

wordt het zeoliet silicalite-1 beschouwd. Het externe oppervlak is gedefinieerd als

Gibbs-oppervlak. Moleculaire simulatie technieken zowel in evenwicht (Molecu-

laire Dynamica, Monte Carlo) en niet-evenwicht (niet-evenwicht Moleculaire Dy-

namica) zijn gebruikt om oppervlakte-adsorptie- en mengseladsorptie-isothermen

te bepalen voor het externe oppervlak.

Als eerste belangrijke resultaat wordt in Hoofdstuk 2 een ’finite-size‘ methode

gepresenteerd om de thermodynamische factor en partiële molaire enthalpie in de

thermodynamische limiet te berekenen doormiddel van fluctuaties in een klein

subsysteem. Deze nieuwe methode is ook gebruikt om Kirkwood-Buff (kb) coëf-

ficiënten te berekenen voor mengsels bestaande uit Weeks-Chandler-Anderson

deeltjes. Vooral bij hoge dichtheid blijkt de methode een krachtig hulpmiddel te

zijn voor het bepalen van kb coëfficiënten. Inherente problemenmet het integreren

van de paarcorrelatie-functie over het volume (die welbekend zijn uit de litera-

tuur) worden hiermee vermeden. Voor anisotrope systemen blijkt er een duidelijke

afhankelijkheid van alle eigenschappen van de vorm van het subsysteem te zijn.

Bijvoorbeeld, voor Argon in silicalite-1 zeoliet moet de vorm van het subvolume de

vorm van de eenheidscel reflecteren.

In Hoofdstuk 3 wordt een mengseladsorptiemodel (Ideal Adsorbed Solution

Theory, iast) getest voor de adsorptie van ethaan en propaan op het externe op-

pervlak van silicalite-1. Het externe oppervlak kan een aanzienlijke barrière zijn

voor het transport van warmte en massa vanuit een gasfase naar de zeolietfase. Dit

model vermindert de behoefte aan het bepalen van mengselisothermen aangezien
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voorspellingen voor het mengsel gedaan kunnen worden aan de hand van adsorptie

isothermen van de pure componenten. Deze isothermen van de pure componen-

ten zijn bepaald met behulp van Grand-Canonical Monte Carlo (gcmc) simula-

ties. De berekende oppervlakte-exces-adsorptie-isothermen hebben een negatieve

waarde bij lage druk. Dit is een indicatie dat het oppervlak een significante barrière

vormt voor het transport van warmte en massa. De iast biedt een makkelijke en ef-

ficiënte manier om kwantitatieve resultaten te verkrijgen voor de adsorptie van het

beschouwde koolwaterstofmengsel op het silicalite-1 oppervlak. Onze simulaties

tonen aan dat de geadsorbeerde fase zich ideaal gedraagt bij de omgevingstempera-

tuur en een druk lager dan 10
6
Pa.

In Hoofdstuk 4 wordt de adsorptie van Argon op een zeoliet oppervlak (gemo-

delleerd als zeoliet nano-sheets) bestudeerd. Oppervlakte-adsorptie-isothermen

verkregen vanuit simulaties worden vergeleken met experimentele resultaten. De

adsorptie-isothermen zijn vergelijkbaar, alhoewel de simulatieresultaten systema-

tisch lager uitvallen voor drukken lager dan 10
4
Pa. Zoals eerder gevonden inHoofd-

stuk 3 blijken de oppervlakte-exces-adsorptie-isothermen een negatieve waarde te

hebben voor redelijk lage druk (typisch lager dan 10
4
Pa). Capillaire condensatie

kan geobserveerd worden voor gelaagde nano-sheet structuren.

De warmtegeleiding van zeolieten is berekend aan de hand van niet-evenwicht

moleculaire dynamica simulaties gecombineerd met het efficiënt te gebruiken De-

montis force field. Dit wordt gepresenteerd in Hoofdstuk 5. Voor zeolieten met

een verschillende lading van n-hexaan en argon is de warmtegeleiding in de ver-

schillende kristallografische richtingen van het zeoliet. De adsorptie vanmoleculen

in het systeem heeft weinig effect op de totale warmtegeleiding. We hebben sig-

nificante finite-size effecten gevonden voor de warmtegeleiding. Door gebruik te

maken van een tweede-orde expansie in de inverse van de systeemgrootte is gecor-

rigeerd voor deze effecten. De warmtegeleidingscoëfficiënt van typische zeolieten

varieert tussen 0.6Wm
−1
K
−1
, en 4Wm

−1
K
−1
. Er zijn significante verschillen in

warmtegeleiding in de verschillende kristallografische richtingen gevonden. Voor

het fer-type framework was de warmtegeleiding drie keer hoger in de z-richting
dan in de x-richting. De hoge weerstand kan gerelateerd worden aan het lagere aan-
tal chemische bindingen tussen- of binnen eenheidscellen. Dit is vooral duidelijk in

het fer-type framework, waar duidelijke stapjes in het temperatuurprofiel worden

waargenomen. Desalniettemin is er geen voor de hand liggende relatie tussen de
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eigenschappen van de eenheidscel en warmtegeleidingscöefficiënt gevonden.

In Hoofstuk 6 wordt niet-evenwicht thermodynamica gebruikt om een simpel

model af te leiden voor het transport van n-butaan over een silicalite-1 grensvlak.

In het model wordt de koppeling van warmte- enmassatransport over het zeolietop-

pervlak meegenomen. Er is gevonden dat het massatransport niet goed beschreven

wordt door een combinatie van de wetten van Fick- en Fourier en de energieba-

lans. Dit model toont aan dat het oppervlak als apart thermodynamisch systeem

beschouwd moet worden.

Het transport van warmte en massa over het externe oppervlak van zeolieten

kan zwaar gehinderd worden door het oppervlak zelf. Weerstand tegen transport

kan gerelateerd worden aan de lage oppervlakte-exces-dichtheid. Er is gevonden

dat, net zoals in macroscopische zeolietkristallen, de adsorptie-isothermen van

mengsels aan het oppervlak zich ideaal gedragen. Voor het transport van massa

en warmte door membranen kan de weerstand aan het oppervlak significant zijn.

Warmte-effecten kunnen zo groot worden dat ze niet meer te verwaarlozen zijn.

Voor toekomstig werk zou het nuttig zijn om de textuur van het oppervlak en het

effect van verschillende chemische groepen op het oppervlak nader te bestuderen.

Vooral het transport van CO2, water en alcoholen kan mogelijk sterk bëınvloed

worden door elektrostatische interacties met OH-groepen- of andere groepen op

het externe zeolietoppervlak. Om dit te bestuderen zou een force field geparame-

terizeerd voor het beschrijven van dergelijke interacties nodig zijn. De finite-size

methode die is gepresenteerd in Hoofdstuk 2 is een waardevol hulpmiddel gebleken

voor het berekenen van Kirkwood-Buff integralen en de partiële molaire enthalpie,

ook direct vanuit anisotrope systemen. Het toepassen van deze methode op het

externe zeolietoppervlak zou kunnen helpen in het bepalen van de enthalpie van

adsorptie en transporteigenschappen aan het oppervlak.
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