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Abstract

“There is no threshold dose below which radiation can be considered completely harmless.”

— Hermann J. Muller

Although originally formulated for radiation in general, this statement applies to X-ray imaging 

as well, given its ionising nature. Even low-dose diagnostic procedures can damage DNA and 

carry cumulative cancer risk, which has led radiologists to minimise patient exposure whenever 

possible. These safety constraints limit the acquisition of large, diverse imaging datasets needed 

for developing, validating, and benchmarking modern medical imaging systems. They also restrict 

the number of projections that can be acquired in modalities such as computed tomography (CT), 

requiring accurate volumetric reconstruction from fewer scans and thereby increasing the technical 

demands on reconstruction algorithms.

Because acquiring realistic X-ray images is limited by patient safety, modern approaches first 

use sparse CT scans to reconstruct an accurate volumetric model of the object of interest. From this 

model, synthetic images can be generated through novel view synthesis, enabling large-scale offline 

datasets for machine learning, system testing, and model validation without additional radiation 

exposure. Beyond dataset creation, these synthetic projections can be produced in real time for 

interactive applications such as digital twins, used in virtual physician training and integration 

testing. However, generating high-fidelity synthetic images in real time remains challenging, given 

the substantial computational requirments of the algorithm.

This thesis investigates ways to accelerate X-ray simulation using graphics processing unit 

(GPU) implementations. Two techniques were developed: one based on voxelised models and 

another using Gaussian mixture models (GMMs). The approaches were evaluated in terms of visual 

fidelity and rendering performance, achieving ≈300 frames per second for voxel-based simulation 

and ≈40 frames per second for GMM-based simulation. Both techniques significantly reduce 

computation time compared to baseline CPU implementations, while maintaining realistic image 

quality suitable for virtual testing, physician training, and AI data generation.

These results demonstrate that GPU acceleration can enable real-time synthetic X-ray simu

lation, supporting scalable dataset creation and interactive applications while maintaining strict 

adherence to radiation safety principles.
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1
Introduction

“Ionising radiation has sufficient energy to damage DNA within cells, potentially leading to muta

tions and an increased risk of malignancies” [13]. “Epidemiologic studies indicate that the radiation 

dose from even two or three CT scans results in a detectable increase in the risk of cancer, espe

cially in children” [14]. These statements highlight “the” challenge in medical imaging: obtaining 

diagnostically useful X-ray scans while minimising patient exposure. As X-ray imaging remains a 

cornerstone of clinical diagnosis, from detecting fractures to identifying lung diseases and guiding 

interventions, there is a pressing need for high-quality imaging data to train and validate diagnostic 

tools safely.

High-quality X-ray datasets are essential for the development and evaluation of artificial 

intelligence-based models. Machine learning algorithms require large and diverse datasets to learn 

clinically relevant patterns, validate novel imaging techniques, and benchmark decision-support 

systems [15,16]. Beyond machine learning applications, such datasets are also widely used in 

industrial development workflows, where they support the design, calibration, and validation of 

new imaging systems. However, acquiring extensive real-world X-ray data is limited by radiation 

safety, patient availability, and privacy regulations. Consequently, conventional approaches to 

dataset collection are constrained, particularly when repeated scans pose potential harm or are 

ethically infeasible. CT faces similar limitations, creating a need to develop accurate models from 

fewer scans.

Several strategies have emerged to address these challenges. Low-dose imaging combined with 

AI reconstruction can improve image quality while reducing radiation exposure [15]. Synthetic X-

ray image generation enables the creation of realistic, high-fidelity images from limited datasets, 

supporting model training, system validation, and physician training without additional patient 

risk [16]. Data augmentation and transfer learning further enhance dataset diversity, minimising 

the need for new scans [17,18]. Together, these approaches allow researchers to leverage large-scale 

imaging data safely, accelerating the development of AI tools while adhering to the principle of “as 

low as reasonably achievable” [19] in radiology practice.

12
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1.1 Thesis scope

Figure 1.1:  A hospital simulator with a C-arm ma

chine for training physicians.
Figure 1.2:  The virtual testing platform part of the 

TASTI project.

This thesis is part of an internship project at Philips Medical Systems and contributes to the 

European Application-TAilored SynThetic Image generation (TASTI) initiative [20], which aims to 

develop a modular framework for synthetic image generation across a diverse set of applications. 

For Philips, the TASTI project aims to create a virtual testing platform using synthetic image 

generation, with three primary applications:

1. Physician training: A virtual environment provides hands-on experience safely, without 

patient and trainee exposure, supporting risk-free and efficient training (see Figure 1.1).

2. Equipment testing: Synthetic images allow system integration tests without relying on an 

actual X-ray source or an X-ray system at all, reducing safety concerns and accelerating devel

opment.

3. AI data generation: Synthetic images enable large-scale dataset creation to train and validate 

computer vision algorithms for system evaluation and medical analysis.

1.1.1 The problem statement

Developing a fully physically realistic X-ray simulator that accurately models the non-idealities 

of the complete source-to-detector acquisition chain is an important and challenging research 

problem. However, given the limited availability of flexible X-ray simulation frameworks9 and the 

practical constraints of this project, this thesis does not aim to model such physical complexities.

Instead, the focus lies on establishing a computationally efficient foundation for simulating 

an ideal conic-beam X-ray source governed by the Beer–Lambert law [1]. The primary objective is 

not to increase physical realism, but to investigate how such forward models can be engineered to 

achieve interactive performance on modern hardware.

This requirement is driven by the intended deployment context. The simulator operates as part 

of a digital twin used by Philips for testing systems in the Azurion series. The virtual detector must 

reproduce the temporal behaviour of a real imaging chain: control software and downstream appli

cations expect an image stream with timing characteristics identical to those of physical hardware. 

Earlier simulation approaches were insufficiently fast to meet this constraint, resulting in timing 

mismatches and integration issues. Achieving true real-time performance, defined here as sustained 

9There exist only a few publicly available forward projectors for X-rays and this topic is covered in detail in 
Section 2.3.
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frame rates matching the physical detector, therefore becomes a functional requirement rather than 

merely a performance target.

With this focus, and taking into account additional project constraints from Philips, the 

following requirements were defined for the project:

Render quality drops are acceptable as long as there are no visible10 artefacts in the output.

The input for the renderer does not have to be limited to voxelised models, and new file formats 

are permitted.

The renderer must output an image in which each pixel represents the intensity perceived by 

the detector.

The frames must be rendered at least as fast as the real X-ray machine being simulated11, i.e., ≥ 

60 frames per second (FPS).

1.2 What makes real-time X-ray simulation challenging?

Broadly speaking, simulating an X-ray image can be broken down into the following steps:

1. Scene initialisation: Positioning the source, object, and the detector, and specifying their 

geometries.

2. Ray-casting: Shooting a conical12 X-ray beam towards the detector and accumulating the atten

uation for each pixel of the detector according to Beer-Lambert law [1].

3. Intensity calculation: The accumulated attenuation can be applied to the source intensity to 

yield the perceived intensity for each pixel.

In this process, steps 2 and 3 are independent per-pixel operations and are the time-consuming 

spots for all algorithms. The render times are strongly dependent on the resolution of the detector 

and the level of detail encapsulated by the object being simulated.

Consider the simulation of a voxelised model13 of 𝑊 × 𝐻 × 𝑇 voxels on a detector of 𝑀 × 𝑁 

pixels. Such a simulation results in a total of 𝑀 × 𝑁 rays being cast from the X-ray source with 

each ray accessing 𝐴 = min(𝑊, 𝐻, 𝑇) or 𝐴 = ⌊√𝑊 2 + 𝐻2 + 𝑇2⌋ voxels in their best (ray aligned to 

shortest axis) or worst (ray aligned to the diagonal) cases respectively. This highlights the following 

about the computation:

Each render can be broken into 𝑛tasks = 𝑀 × 𝑁 tasks that compute the intensity of each pixel.

For a target frame rate 𝐹, this means 𝑛memory accesses = 𝐹 × 𝐴 × 𝑛tasks memory accesses would be 

made per second.

10It is difficult to objectively quantify the visibility of artefacts. However, Section 2.5 later introduces image fidelity 
metrics that attempt to approximate perceptual quality.

11Machines from the Philips Azurion series. https://www.usa.philips.com/healthcare/brand/azurion-image-
guided-therapy-system

12X-ray beams can also be parallel, but this thesis only consideres conical beams.
13Just 3D arrays of cubes called voxels. They are treated in detail later in Chapter 2 and Section 4.1.

https://www.usa.philips.com/healthcare/brand/azurion-image-guided-therapy-system
https://www.usa.philips.com/healthcare/brand/azurion-image-guided-therapy-system
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Figure 1.3:  A voxelised model of the top half of a scanned human skull with 181 × 178 × 216 voxels.

To put things into context, take the example of simulating the skull model from Figure 1.3 with 

𝑊 = 181, 𝐻 = 178, 𝑇 = 216 on a detector with 𝑀 = 𝑁 = 1024 for a target frame rate of 𝐹 = 60 FPS. 

This means that:

𝑛tasks = 1024 × 1024 = 1048576.

𝑛memory accesses = 60 × 𝐴 × 1048576. In the best case, 𝐴best = 178 which corresponds to a total of 

𝑛memory accesses,best ≈ 10 GiB/s. In the worst case, 𝐴worst = 333 which corresponds to at total of 

𝑛memory accesses,worst ≈ 20 GiB/s.

Performing this simulation on the CPU without multithreading results in frame rates ≈ 0.8 FPS. 

To achieve the target frame rate of 60 would require a ≈ 76-fold speedup. For CPUs, a common 

optimisation would be to use multithreading and exploit the inherent parallelism of all 𝑛tasks tasks. 

However, for the required speedup, even in the best case of a purely parallel task, a total of 76 cores 

would be needed which is impractical for the hardware used at Philips14. Looking at the memory 

accesses, it hard to estimate the potential speedup that can be achieved by optimising them. Still, it 

is known that they can’t be optimised to the extent required for interactivity.

Recognising the algorithm’s inherent parallel nature makes GPUs an obvious target for hard

ware acceleration, as they provide massively parallel execution and thrive on workloads where a 

large number of independent computations can be performed concurrently.

1.3 Research questions

Considering the criteria laid down in Section 1.1 and conducting a literature review helped identify 

the following research questions for this thesis:

1. What maximum performance can be achieved when porting the existing CPU-based X-ray 

simulation algorithm to the GPU?

2. What computational and memory bottlenecks arise in this GPU implementation, and how can 

alternative algorithmic designs or data representations alleviate them?

3. What trade-offs do different simulation approaches exhibit in terms of performance, memory 

consumption, and visual fidelity?

14Most developers only have workstations or laptops having 8-16 CPU cores
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1.4 Contributions

To address the research questions from Section 1.3, this thesis makes the following contributions:

A GPU-based implementation of an existing CPU X-ray forward projection pipeline, accompa

nied by a systematic performance characterisation. At the time of writing, TIGRE (CERN) [21] 

constitutes the only widely adopted open-source reference for voxel-based forward projection, 

making this work one of the few openly documented and industrially validated real-time GPU 

implementations in this domain.

An in-depth analysis of computational and memory bottlenecks limiting real-time performance, 

including roofline-based evaluation and detailed profiling of global memory access behaviour.

The development of two accelerated simulation approaches: one based on dense voxel traversal 

and another based on Gaussian mixture models (GMMs), each achieving speedups of ≈ 10x and 

≈ 3x compared to their respective state-of-the-art implementations.

The first investigation of GMMs as a primary 3D representation for X-ray forward simulation. 

While GMMs have been employed in CT reconstruction pipelines as intermediate or learned 

representations, their use as a first-class data representation for forward X-ray simulation has 

not been previously explored.

A comparative evaluation of voxel-based and Gaussian-based approaches with respect to ren

dering performance, memory usage, compression characteristics, and visual realism.

An assessment of the suitability of both representations for real-time digital twin applications 

in industrial X-ray simulation workflows.

1.5 Thesis outline

The remainder of this thesis is structured as follows. Chapter  2 provides an overview of X-ray 

imaging, relevant simulation techniques, and related work. Chapter 3 describes the benchmarking 

setup and profiling methodology used to evaluate performance. Chapter 4 and Chapter 5 detail the 

implementation of the voxelised and GMM-based simulation approaches, respectively. Chapter 6 

presents a comparative evaluation of rendering performance and visual fidelity. Finally, Chapter 7 

summarises the key contributions and discusses the implications of this work.



2
Background

This chapter discusses the required background knowledge for the thesis. It starts by explaining X-

ray physics, the nomenclature, and imaging in Section 2.1. Then moving on to a brief introduction to 

computer graphics in Section 2.2 and the current state of X-ray simulation in Section 2.3. Thereafter, 

it concludes by covering the evaluation metrics in Section 2.5.

2.1 X-rays

Figure 2.1:  A natural colour photogram where spectral assignments and sensitivity curves have been scaled 

and shifted from visible light to X-ray (12-55 pm, 22-103 keV). Courtesy: Wikimedia Commons15.

X-rays are electromagnetic radiation and hence they transport energy through space using waves 

and photons just like radio waves, visible light and microwaves. As with all forms of light, X-rays are 

characterised by their frequency or wavelength. In literature, most sources define the wavelength 

range of X-rays to be between 10 picometres and 10 nanometres [1,22]. This corresponds to photon 

energies in the range of 100 eV up to 100 keV [1]. They were discovered in 1895 by Wilhelm Conrad 

Röntgen who named it X-radiation to signify an unknown type of radiation [23].

2.1.1 How they are generated

X-rays can be generated in two fundamentally different physical ways, namely as Bremsstrahlung 

and characteristic radiation.

2.1.1.1 Bremsstrahlung

Derived from the German words bremsen ‘to brake’ and Strahlung ‘radiation’, Bremsstrahlung 

typically involves the interaction of high-speed electrons with the anode of an X-ray tube. Electrons 

15https://commons.wikimedia.org/wiki/File:Color_X-ray_photogram.jpg
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are accelerated by the tube’s acceleration voltage, moving them from the negative cathode to the 

positive anode. When these high energy electrons collide with the anode material, they are decel

erated and deflected by the electric fields of the atoms in the anode. The deceleration produces 

X-rays with a continuous energy spectrum [1].

2.1.1.2 Characteristic X-rays

Characteristic X-rays, on the other hand, are produced when high-energy electrons eject inner-shell 

electrons from atoms in the anode material, creating vacancies. To stabilise, electrons from outer 

shells transition into these vacancies, releasing X-ray photons with energies equal to the difference 

between the two shell levels. These energies are unique to the atomic structure of the target 

material, resulting in a discrete spectrum with sharp peaks corresponding to specific transitions 

[1]. When the continuous and discrete spectra are combined, the spectrum shown in Figure 2.2 

is produced. An X-ray beam consisting of radiation with multiple energy levels is referred to as 

polychromatic. Similarly, when only one energy level is present, it is called monochromatic.

Figure 2.2:  Energy spectrum produced by an X-ray tube with a tungsten target [1].

2.1.2 How they interact with matter

X-rays interact with matter through several physical mechanisms whose likelihood depends on 

both the photon energy and the atomic composition of the material. In the energy range relevant 

for diagnostic imaging, three interaction mechanisms are of primary importance: the photoelectric 

effect, Compton scattering, and Rayleigh scattering [1]. These interactions collectively determine 

the attenuation of an X-ray beam as it propagates through matter.
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2.1.2.1 Photoelectric effect

Figure 2.3:  Photoelectric effect in action [2].

The photoelectric effect was originally described by Einstein [24] following the establishment of 

the quantised nature of light. It occurs when the energy of an incident X-ray photon exceeds the 

binding energy of an inner shell electron of an atom in the target material. In this interaction, the 

photon transfers its entire energy to the electron, which is subsequently ejected as a photoelectron. 

The incident photon ceases to exist.

The removal of an inner shell electron leaves the atom in an excited state. To restore stability, an 

electron from an outer shell transitions into the vacancy, releasing a photon with an energy equal to 

the difference between the two shell levels. This results in the emission of characteristic radiation. 

Consequently, the photoelectric effect produces a positive ion, a photoelectron, and a characteristic 

X-ray photon.

For tissue-like materials, the binding energy of K-shell electrons is relatively low compared 

to diagnostic X-ray energies. As a result, the photoelectron acquires nearly the full energy of 

the incident photon. The probability of photoelectric absorption strongly depends on the atomic 

number of the material and decreases rapidly with increasing photon energy.
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2.1.2.2 Compton scattering

Figure 2.4:  An illustration of Compton effect, where an incident photon strikes a valence electron, scattering 

the photon [2].

Compton scattering [25] is the dominant interaction mechanism for diagnostic X-ray energies in 

tissue-like materials. As illustrated in Figure 2.4, it occurs when an incident photon interacts with 

a weakly bound (valence) electron, transferring part of its energy to the electron and scattering the 

photon through an angle 𝜃.

The scattered photon retains a significant fraction of its original energy, particularly for small 

scattering angles, while the “recoil” electron or Compton electron carries away the remaining 

energy. The interaction results in a positive ion, a recoil electron, and a scattered photon. The 

scattering angle can range from 0 to 180 degrees, with forward scattering being more probable at 

diagnostic energies.

Compton scattering does not remove photons from the beam entirely but redistributes their 

directions and energies, contributing to image degradation through scatter.

2.1.2.3 Rayleigh scattering

Figure 2.5:  Rayleight scattering in action [2].
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Rayleigh scattering is a coherent interaction that predominates at low X-ray energies. It arises 

from the interaction of an incident photon with bound electrons of an atom, typically involving 

multiple outer shell electrons simultaneously. In this process, no electron is ejected and no energy 

is transferred to kinetic energy.

Instead, the incident photon interacts coherently with the bound electron cloud of the atom. 

The oscillating electric field of the photon induces a collective polarisation of the outer electrons, 

creating a transient electric potential from which the photon is elastically scattered. The re-emitted 

photon retains the same energy as the incident photon but may propagate in a different direction. 

Because no ionisation or energy transfer occurs, Rayleigh scattering does not contribute to radiation 

dose in the same way as inelastic interactions. In diagnostic X-ray imaging, its contribution to total 

attenuation is generally small compared to photoelectric absorption and Compton scattering, and 

the scattered photons are predominantly emitted in the forward direction.

2.1.2.4 X-ray attenuation and Beer–Lambert law

Figure 2.6:  Mass attenuation coefficient 𝜇/𝜌 of several materials as a function of energy [3]. From this plot, 

it can be determined that mass attenuation approximately ∝ 𝑍3

𝐸3
 where 𝑍 is the atomic number and 𝐸 is the 

energy.

The combined effect of the interaction mechanisms described above leads to attenuation of an X-

ray beam as it propagates through matter. This attenuation is quantified by the linear attenuation 

coefficient 𝜇, which represents the cumulative probability per unit length of all relevant interaction 

processes. Figure 2.6 shows how the mass attenuation can change depending on the material and 

the X-ray photon energy.

For a monochromatic X-ray beam traversing a homogeneous material of thickness 𝑥, the trans

mitted intensity 𝐼 is related to the incident intensity 𝐼0 by the Beer–Lambert law [1]:

𝐼 = 𝐼0𝑒−𝜇𝑥 (2.1)
In heterogeneous objects, the attenuation coefficient varies spatially along the ray path. In this case, 

the transmitted intensity is given by the line integral of the local attenuation coefficient 𝜇(𝑥):

− ln 𝐼
𝐼0

= ∫ 𝜇(𝑥) d𝑥 (2.2)
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In X-ray CT, this logarithmic relationship forms the basis for reconstruction algorithms, where a 

large number of such line integrals are measured from different projection angles to recover the 

spatial distribution of 𝜇.

2.1.3 Their use in medical imaging

Röntgen recognised the medical potential of X-rays almost immediately 

after their discovery in 1895. Within weeks of his initial experiments, he 

produced an image of his wife Anna Bertha Ludwig’s hand (Figure 2.7), 

clearly revealing the bones and her wedding ring. This image is widely 

regarded as the first medical radiograph and demonstrated, for the 

first time, the ability to visualise internal anatomical structures non-inva

sively. Röntgen’s rapid dissemination of his findings led to the adoption 

of X-rays in medical diagnostics within months, marking the birth of 

radiology as a clinical discipline.

Since then, X-rays have become a cornerstone of medical imaging, 

with applications spanning several distinct modalities, namely projec

tional radiographs, X-ray CT, and fluoroscopy. Figure 2.7:  First med

ical X-ray by Röntgen 

of his wife Anna Bertha 

Ludwig’s hand. Courtesy: 

Wikimedia Commons16.

2.1.3.1 Projectional radiographs and fluoroscopy

Figure 2.8:  Plain ra

diograph of the right 

knee. Courtesy: Wikime

dia Commons17.

Projectional radiography is the most common use case of X-rays. It is 

the practice of producing a two-dimensional image (see Figure 2.8) by 

recording a single X-ray projection. This technique is routinely used for 

diagnosing fractures, detecting lung pathologies in chest radiographs, 

and identifying dental conditions. Differences in tissue density and 

atomic composition lead to varying attenuation of the X-ray beam, creat

ing contrast between structures such as bone, soft tissue, and air-filled 

cavities.

Moving on, fluoroscopy extends projectional radiography by acquir

ing images continuously over time, effectively forming a dynamic time 

series. This enables real-time visualisation of anatomical motion and 

device interaction within the patient. Fluoroscopy is particularly valuable 

in interventional settings, where physicians must monitor the position of 

instruments during a procedure or visualize vascular structures following 

the injection of a contrast agent.

16https://commons.wikimedia.org/wiki/File:First_medical_X-ray_by_Wilhelm_R%C3%B6ntgen_of_his_wife_
Anna_Bertha_Ludwig%27s_hand_-_18951222.jpg

17https://commons.wikimedia.org/wiki/File:Knee_plain_X-ray.jpg

https://commons.wikimedia.org/wiki/File:First_medical_X-ray_by_Wilhelm_R%C3%B6ntgen_of_his_wife_Anna_Bertha_Ludwig%27s_hand_-_18951222.jpg
https://commons.wikimedia.org/wiki/File:First_medical_X-ray_by_Wilhelm_R%C3%B6ntgen_of_his_wife_Anna_Bertha_Ludwig%27s_hand_-_18951222.jpg
https://commons.wikimedia.org/wiki/File:Knee_plain_X-ray.jpg
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2.1.3.2 Computed tomography

Figure 2.9:  Philips Azurion 7 B20/15 biplane imaging system showing the location of the source and the 

detector, adapted from [4].

CT scanning is a medical imaging modality where tomographic images or slices of specific areas 

of the body are obtained from a large series of radiographs taken in different directions [26]. These 

cross-sectional images can be combined into a three-dimensional representation of the internal 

anatomy [27]. CT scans are a fast and cost-effective imaging modality used for both diagnostic and 

therapeutic purposes across a wide range of clinical disciplines [27].

A CT imaging system consists of an X-ray source and a detector arranged on opposite sides 

of the patient. During acquisition, the source–detector pair rotates around the patient, capturing a 

large number of X-ray projections at different viewing angles. Each projection records the line inte

grals of X-ray attenuation through the body along many ray paths. In modern systems such as the 

Philips Azurion 7 shown in Figure 2.9, this geometry supports both conventional fluoroscopy and 

cone-beam CT acquisition, enabling three-dimensional imaging in interventional environments.

The generation of three-dimensional images from these projection data is performed by tomo

graphic reconstruction algorithms. One of the most widely used analytical methods is filtered back-

projection (FBP), which reconstructs an image by first filtering each projection to compensate for 

frequency-domain distortions and then back-projecting the filtered data across the image domain 

[26,28]. FBP is computationally efficient and remains prevalent in clinical practice, particularly in 

applications where real-time or near-real-time reconstruction is required.

In addition to analytical methods, iterative reconstruction techniques are increasingly em

ployed in modern CT systems. These methods formulate image reconstruction as an optimisation 

problem, iteratively refining an image estimate to minimise the difference between measured pro

jections and simulated projections generated from the current estimate [26]. Iterative approaches 

can incorporate physical models of the imaging system, noise statistics, and prior knowledge, 

enabling improved image quality and reduced noise, particularly in low-dose imaging scenarios.
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More recently, model-based and data-driven reconstruction methods, including those incorpo

rating machine learning, have been explored to further improve reconstruction quality and reduce 

radiation exposure [27]. Regardless of the reconstruction approach, all CT algorithms rely funda

mentally on accurate forward models of X-ray attenuation along rays. Consequently, efficient and 

physically accurate X-ray simulation plays a critical role not only in image formation but also in 

system design, algorithm validation, and the generation of synthetic projection data for research 

and development.

2.2 X-ray simulation: A computer graphics perspective
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Figure 2.10:  An illustration highlighting the difference between convention ray tracing (a) and X-ray 

tracing (b). Courtesy: X-Field [5].

Image synthesis in computer graphics is typically described as a simple scene abstraction: a camera 

observes a three-dimensional object and produces a two-dimensional image on a screen. Rays are 

cast from the camera centre through the image plane into the scene, where they interact with 

surfaces and materials to contribute to pixel values.

In conventional 3D rendering, the camera is decoupled from illumination as shown in 

Figure 2.10 (a). Light sources are positioned independently, and the pixel intensities are determined 

by how surfaces reflect or scatter light. As a result, the transport of light is typically modelled as a 

two-stage process: illumination from light sources to surfaces, followed by visibility from surfaces 

to the camera.

X-ray image simulation fits naturally into this geometric framework but differs in the physical 

interpretation of rays (see Figure 2.10 (b)):

The light source is replaced by an X-ray source.

The object encodes volumetric attenuation rather than surface reflectance.

The image plane is replaced by a detector, typically a flat-panel detector.

This thesis considers only point X-ray sources emitting conical beams. Rays originate at the source, 

traverse the object, and terminate at the detector without intermediate surface interactions. Image 

formation is therefore governed by a single, unidirectional transport process, where each pixel 

records cumulative attenuation along its ray path.



Chapter 2: Background 25

The fundamental distinction from conventional rendering lies in the interaction model: optical 

rendering computes reflected light at surfaces, whereas X-ray simulation integrates attenuation 

through volumetric material. Recursive ray tracing and surface visibility tests are unnecessary, and 

effects such as reflection, refraction, or diffraction are negligible under typical diagnostic conditions 

(see Subsection 2.1.2).

In this context, X-ray imaging can be understood as a forward rendering problem: rays are 

cast from the source, and volumetric integration replaces surface shading. This correspondence 

establishes a geometric and computational foundation that is reused throughout the remainder of 

this thesis.

2.2.1 Ray generation

For each detector pixel, a ray is constructed that originates at the X-ray source and passes through 

the corresponding point on the detector plane. This mirrors the pinhole camera model commonly 

used in computer graphics, with the detector acting as the image plane.

Let ⃗𝑠𝑤 denote the source position in world coordinates and ⃗𝑝𝑤 the world-space position of a 

detector pixel. The ray direction is given by

⃗𝑑 =
⃗𝑝𝑤 − ⃗𝑠𝑤

‖ ⃗𝑝𝑤 − ⃗𝑠𝑤 ‖
, (2.3)

and the ray is parameterised as

⃗𝑟(𝑡) = ⃗𝑠𝑤 + 𝑡 ⃗𝑑, 𝑡 ≥ 0. (2.4)
This construction yields exactly one ray per detector pixel.

2.2.2 Object-local transformations

Figure 2.11:  An illustration of the world vs model coordinate frames. Courtesy: yet another insignificant… 

programming notes18.

The scanned object is defined in its own local coordinate frame, allowing it to be translated or 

rotated independently of the imaging system. Since the object’s data is encoded in this local frame, 

rays or points defined in global coordinates must be transformed into object space using the inverse 

object transformation. As an example, consider the model spaces shown in Figure 2.11. To access 

18https://www3.ntu.edu.sg/home/ehchua/programming/opengl/CG_BasicsTheory.html

https://www3.ntu.edu.sg/home/ehchua/programming/opengl/CG_BasicsTheory.html
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a model’s data, the model must be queried in its local coordinate frame ⃗𝑥𝑙. Hence, a point in the 

world space must ⃗𝑥𝑔 must first be converted as:

⃗𝑥𝑙 = 𝑇−1
obj ⃗𝑥𝑔 (2.5)

where 𝑇obj is the object-to-world transformation matrix. This formulation simplifies implementa

tion and enables efficient evaluation of ray–object intersections and integrals, particularly when the 

object representation is static while the imaging geometry changes.

2.2.3 Volumetric integration along rays

As a ray traverses the object, it accumulates attenuation due to interactions with matter along its 

path. Under the Beer–Lambert law, the measured intensity 𝐼 is related to the incident intensity 𝐼0 by

− ln 𝐼
𝐼0

= ∫ 𝜇(𝑥) d𝑥, (2.6)

where 𝜇(𝑥) denotes the spatially varying linear attenuation coefficient.

The numerical evaluation of this line integral depends on how the object is represented 

internally and on the chosen integration strategy. These aspects are independent of the geometric 

formulation presented here and are addressed in subsequent chapters.

2.3 X-ray simulation: The current state

Early synthetic X‑ray image generation techniques date back to at least the mid‑1990s. The concept 

of digitally reconstructed radiographs (DRRs), that is, simulated transmission images produced 

by ray integration through a volumetric CT dataset, was established in the context of CT‑based 

virtual simulation and treatment planning as early as 1994–1995, where fast trilinear interpolation 

algorithms were used to reformat CT scans into arbitrary DRR projections for clinical use [29].

Over the past two decades, DRRs have become a primary method for generating synthetic 

X‑ray images from volumetric datasets obtained from CT or reconstructed rotational X‑ray scans. 

Classical methods cast individual rays through the volume and integrate attenuation along each 

ray to produce projection images; while accurate and physically grounded, these techniques are 

computationally expensive and memory‑bound for high resolution volumes. To address this, [30] 

introduced the use of attenuation fields to accelerate DRR generation, precomputing extensive 

light‑field information to significantly reduce computation compared to conventional precomputed 

DRR tables. Later, GPU acceleration became a natural fit for DRR pipelines: [31] reported roughly 

100 FPS for 512x512 renders using algorithmic simplifications and specialized ray‑casting, and [32] 

further optimised DRR rendering on GPUs, achieving 190–370 images per second on commercial 

devices, though these figures correspond to limiting the region of interest to 1024 pixels.

At the time of writing, only a handful of open-source X-ray simulators are available. Most of 

these tools are personal or research projects that focus on polygonal or mesh-based geometries 

rather than voxel models. Examples include xraySimulator [33], which operates on STL meshes 

but is no longer maintained; Xray_Sim [34], a MATLAB-based personal project also relying on STL 

meshes; XRaysim [35], and gVirtualXray [36], both supporting polygonal mesh models; and SYRIS 

[37], which accommodates both geometric and mesh-based representations. While these simula

tors can generate realistic X-ray projections from surface meshes, none natively support voxelised 

volumetric models.

For volumetric X-ray simulation, the only widely used open routine is TIGRE [21], developed 

primarily as a toolbox for CT reconstruction at CERN. TIGRE allows users to perform forward 
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projection on voxelised volumes, but it is not a dedicated X-ray simulator: documentation is 

minimal, and users are generally expected to explore the source code and examples to understand its 

functionality. Despite these limitations, TIGRE remains a common choice in research for simulating 

projections from volumetric datasets.

In recent years, researchers have explored new ways to represent volumes that make X‑ray 

simulation and CT reconstruction faster and more flexible. Traditional forward projection uses 

numerical integration over voxel grids, which can be slow and memory‑intensive, especially for 

large datasets or real-time applications. Inspired by neural rendering, Gaussian-based volumetric 

representations have emerged as an alternative. Instead of storing values in fixed voxels, these 

methods represent the volume as a set of 3D Gaussian “blobs” that can be combined and projected 

efficiently.

Some key approaches include:

Radiative Gaussian Splatting [38] – represents the volume with 3D Gaussian points and uses 

a differentiable rasteriser19 to quickly generate X-ray projections. It is faster than earlier neural 

approaches and works well for sparse-view CT data.

R2-Gaussian [9] – improves the standard Gaussian splatting by adjusting the shape of the 

Gaussians to reduce errors when projecting, enabling more accurate and efficient reconstruction 

from limited angles.

X-Field [5] – models material-dependent X-ray attenuation using 3D ellipsoids and efficient 

path partitioning, achieving high-fidelity novel views and CT reconstruction.

Overall, these methods move away from rigid voxel grids and instead use continuous, flexible repre

sentations. This makes forward projection faster, more memory-efficient, and naturally compatible 

with differentiable reconstruction, opening the door for modern GPU-accelerated algorithms and 

machine-learning-based approaches.

Parallel work on volumetrically consistent 3D Gaussian rasterisation [39] has shown that ana

lytic integration of Gaussian primitives can yield physically accurate transmittance computations 

suitable for tomography, bridging the gap between efficient rasterisation methods and volumetric 

physics-based projection integration.

Together, these developments illustrate a trend toward continuous, differentiable forward 

models that depart from discrete voxel grids, instead leveraging parametric or primitive-based rep

resentations to improve computational efficiency, enable differentiable reconstruction, and better 

exploit modern GPU architectures. In this thesis, forward projection is investigated for both tradi

tional voxelised volumes and Gaussian mixture representations, highlighting the computational 

trade-offs, performance implications, and opportunities for real-time synthetic X-ray simulation.

2.4 Graphics processing unit (GPU)

A GPU is a specialised processor originally developed for graphics and now widely used for 

general‑purpose computation. NVIDIA GPUs follow a single instruction, multiple thread (SIMT) 

execution model, where groups of threads execute the same instruction across many data elements 

while supporting multithreading to hide memory latency and expose parallelism [40]. This execu

tion model is suitable for algorithms that can be massively parallelised and run on general-purpose 

GPUs or general-purpose computing on graphics processing units (GPGPUs). This section will 

19A rasteriser is a 3D Gaussian splatting (3DGS) term for something that takes in a set of Gaussians and renders a 
2D image.
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briefly describe the general architecture of NVIDIA GPUs and how to use them as GPGPUs. We 

will also describe some practical techniques available through this interface.

2.4.1 GPU architecture
  RTX Blackwell Neural Rendering Architecture 
 

11 

NVIDIA RTX Blackwell GPU Architecture 

 

Figure 5. The Blackwell Streaming Multiprocessor (SM) Figure 2.12:  NVIDIA Blackwell streaming multiprocessor architecture [6].

At the core of GPUs lie many small, various cores (CUDA, Tensor, RT), which enable massive paral

lelism. The different cores have different specialties, but CUDA cores are the standard processing 

cores. These cores are grouped as streaming multiprocessors (SMs), with each having their own 

schedulers, register files, and caches. Figure 2.12 shows the architecture of SMs in NVIDIA’s latest 

Blackwell chips.

The SMs can execute multiple threads simultaneously, achieving high throughput through 

parallelism. Threads running on an SM are grouped into thread blocks and into warps, which run in 

lockstep. This means all threads execute the same instructions, potentially leading to inefficiencies 

if there is divergence between threads in the same warp.
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Figure 2.13:  Memory heirarchy of an NVIDIA A100 40 GB GPU. Courtesy: Arc Compute20.

Similar to a CPU, GPUs have a hierarchical memory architecture (see Figure 2.13). The largest and 

slowest type of memory is global memory. This memory is accessible to all threads and is relatively 

plentiful, but it has the largest access latency and stricter requirements for optimal bandwidth 

utilisation. The next layer is the L2 cache, which can reduce latency for frequently accessed memory. 

Then comes the L1 cache, which functions as shared memory within a thread block. This memory 

is located on the SMs themselves. It can be used to communicate between threads on the same SM 

and to cache intermediate results before issuing expensive instructions to global memory. Memory 

that is not required by the compute load can be used as a regular L1 cache. Finally, there is the 

register file, which is used directly by the threads.

2.4.2 Coalesced access

Since GPUs employ a hierarchical memory architecture, efficient utilisation of global memory 

bandwidth is critical for performance. In CUDA, threads are executed in groups of 32 known as 

warps. When threads within a warp access global memory, their memory requests are combined 

into as few memory transactions as possible. This process is known as memory coalescing.

Global memory is serviced in aligned memory segments (commonly referred to as sectors). On 

modern NVIDIA GPUs, memory transactions operate on 32-byte sectors, which may be combined 

into larger 128-byte requests depending on the access pattern. The number of memory transactions 

required for a warp depends on two factors:

The size of the data type accessed by each thread.

The distribution and alignment of memory addresses across the warp.

20https://www.arccompute.io/arc-blog/gpu-101-memory-hierarchy

https://www.arccompute.io/arc-blog/gpu-101-memory-hierarchy
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__global__ void uncoalesced_access(float* input, float* output, int n) {

    int tid = blockIdx.x * blockDim.x + threadIdx.x;

    if (tid < n) {

        // Access with a stride of 32 (128 bytes), wrapped around to stay within 

bounds

        int scattered_index = (tid * 32) % n;

        output[tid] = input[scattered_index] * 2.0f;

    }

}

Listing 1:  Uncoalesced memory access pattern showing each thread (arrow) accessing data in a separate 32-

byte memory sector. Courtesy: NVIDIA Technical Blog21.

In the uncoalesced example shown in Listing 2.1, each thread accesses memory with a large stride. 

As a result, the addresses requested by threads in a warp fall into different 32-byte sectors. Instead 

of servicing the warp with a small number of aligned transactions, the hardware must issue many 

separate memory transactions. For each 4-byte value requested by a thread, an entire 32-byte sector 

may be fetched, with most of the transferred data unused. This leads to poor bandwidth utilisation 

and increased memory latency.

By contrast, coalesced access occurs when consecutive threads access consecutive memory 

locations. The kernel in Listing 2.2 demonstrates this optimal access pattern:

__global__ void coalesced_access(float* input, float* output, int n) {

    int tid = blockIdx.x * blockDim.x + threadIdx.x;

    if (tid < n) {

        // Each thread accesses consecutive 4-byte words.

        output[tid] = input[tid] * 2.0f;

    }

}

Listing 2:  Coalesced memory access pattern showing the threads (arrows) of a warp accessing a contiguous 

128-byte memory region in four 32-byte sectors. Courtesy: NVIDIA Technical Blog22.

21https://developer.nvidia.com/blog/unlock-gpu-performance-global-memory-access-in-cuda/
22https://developer.nvidia.com/blog/unlock-gpu-performance-global-memory-access-in-cuda/

https://developer.nvidia.com/blog/unlock-gpu-performance-global-memory-access-in-cuda/
https://developer.nvidia.com/blog/unlock-gpu-performance-global-memory-access-in-cuda/
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In this kernel, consecutive threads in a warp access consecutive 4-byte elements of memory. A full 

warp therefore accesses 32 × 4 bytes = 128 bytes of contiguous data. This access can be serviced 

using four aligned 32-byte sectors, minimising the number of memory transactions. The hardware 

efficiently aggregates the memory requests, resulting in near-optimal global memory bandwidth 

utilisation.

For memory-bound workloads such as voxel traversal or forward projection through large 

attenuation volumes, ensuring coalesced access is often the single most important optimisation. 

Poor access patterns can degrade effective bandwidth by an order of magnitude, whereas properly 

aligned and contiguous accesses allow the GPU to approach peak memory throughput.

2.4.3 Thread divergence

Figure 2.14:  Illustration of warp execution and control-flow divergence on SIMT architectures. Divergence 

forces serialised execution of different paths, reducing effective throughput.

As mentioned earlier, GPUs execute threads in warps and all threads within a warp execute 

instructions in lockstep under the SIMT model. When all threads follow the same control flow (i.e. 

no branches or identical branch outcomes), the warp can execute efficiently with all lanes active.

Control-flow divergence occurs when threads within the same warp take different branches of a 

conditional. In such cases, the hardware must serialise execution of each unique path, masking out 

threads that are not on the currently executing path. Only once all divergent paths are executed do 

the threads reconverge. This behaviour is illustrated conceptually in Figure 2.14, where divergence 

forces the warp to execute multiple sequences of instructions sequentially.

The cost of divergence arises from several sources:

Serialised execution: Divergent paths cannot be executed in parallel; each path is issued in 

turn, increasing total execution time.

Idle lanes: Threads not on the active path remain idle while instructions for the other path are 

being issued.

Reconvergence overhead: Additional logic is required to manage reconvergence points and 

track active thread masks.

In practice, divergent control flow has a pronounced effect when branch outcomes vary across 

threads within a warp. For example, in ray traversal and voxel intersection kernels, per-ray decisions 

(e.g. which axis to step next) can differ across neighbouring threads, leading to warp divergence. 

Divergence penalises effective throughput because the GPU can only execute one active control 

path at a time for the whole warp, reducing the number of useful operations issued per cycle.

Minimising divergence is therefore a critical optimisation on GPUs. Strategies include:

Reformulating algorithms to eliminate or reduce conditional branches.

Using branchless constructs (e.g. arithmetic masks or lookup logic) where possible.
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Ensuring that threads within a warp tend to follow the same control flow path.

These techniques improve both occupancy and utilisation of the arithmetic pipelines, leading to 

higher sustained performance, especially in memory-bound, control-dependent algorithms such as 

ray tracing and volume traversal.

2.4.4 Quantifying graphics processing unit (GPU) acceleration limits

The main strength of a GPU is in its massive parallel processing power. When a task can be executed 

in a parallel fashion, it conceptually makes sense that its overall performance is enhanced. However, 

there are limitations to what a GPU can achieve. There are two classes of constraints: fundamental 

limitations of the algorithm to be accelerated, and hardware limitations of the GPU.

The first limitation is described by Amdahl’s law [41], which states that the overall performance 

improvement of accelerating an algorithm depends on how much of the algorithm can be paral

lelised. It states that

Speedup = 1

(1 − 𝑃) + 𝑃

𝑁

(2.7)

where 𝑃 is the part of the program that can be accelerated and 𝑁 is the number of processors.

Following Amdahl’s law, the most crucial limitation for GPU acceleration is that the overall 

acceleration potential is limited by the portion of the algorithm that can be accelerated.

While Amdahl’s law dictates the theoretical limit, it is too simplistic to estimate the perfor

mance limit accurately. It is more important to consider the two main limitations of GPUs: (peak) 

memory bandwidth and (peak) computational performance. Memory bandwidth is measured as the 

number of bytes that can be transferred per second, and the computational performance is tradi

tionally measured as the number of floating-point operations per second (FLOPS). Additionally, 

any kernel can be characterised by using arithmetic intensity (AI), which is defined by the number 

of floating-point operations per memory operation. The arithmetic intensity can then be used to 

determine if a kernel is memory-bound or compute-bound, by comparing the compute bandwidth 

to the effective memory bandwidth (AI × BW).
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Figure 2.15:  An example roofline plot showing two algorithms with different arithmetic intensities (Algo 

1 and Algo 2) and their corresponding theoretical peak throughput under different bandwidths (BW1 and 

BW2).

The roofline model [42] can be used to compare these. Figure 2.15 illustrates two algorithm where 

in the red area, an algorithm is bandwidth bound at both bandwidths and is wasting some fraction 

of the hardware’s peak FLOPS. The yellow area is bandwidth-bound only at the lower bandwidth 

(BW1). The green area is compute-bound at all bandwidths. Here, the algorithms use the peak 

FLOPS of the hardware and increasing bandwidth or improving intensity yield no benefit. Compu

tational limits and memory limits define the two main bounds. The AI determines if the theoretical 

maximum performance is limited by memory bandwidth or overall compute. This model can be 

used to determine how to further improve a kernel within the limits of the underlying hardware, 

by modifying the AI.

2.5 Evaluation metrics

To assess the quality and performance of the proposed X-ray simulation methods, both image fidelity 

and computational efficiency are evaluated. Image fidelity is quantified using PSNR and SSIM, while 

performance is measured using kernel execution time on the GPU. Together, these metrics capture 

complementary aspects of simulation accuracy and practical usability.
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2.5.1 Peak signal-to-noise ratio (PSNR)

(a) Original uncom

pressed image

(b) Q = 90, PSNR = 

45.53 dB

(c) Q = 30, PSNR = 

36.81 dB

(d) Q=10, PSNR = 

31.45 dB

Figure 2.16:  Example luma PSNR values for a cjpeg compressed image at various quality level. Courtesy: 

Wikipedia23.

PSNR is a widely used metric that quantifies the difference between two images on a per-pixel basis. 

It is derived from the mean squared error (MSE) between a reference image 𝐼ref and a test image 𝐼test 

of size 𝑊 × 𝐻:

MSE = 1
𝑊𝐻 ∑

𝑊−1

𝑖=0
∑

𝐻−1

𝑗=0
(𝐼ref(𝑖, 𝑗) − 𝐼test(𝑖, 𝑗))2 (2.8)

PSNR is then defined as:

PSNR = 10 log10(
𝐼2

max
MSE), (2.9)

where 𝐼max denotes the maximum possible pixel value (e.g. 255 for 8-bit images).

PSNR values are expressed in decibels (dB) and typically lie in the range [0, ∞). In practice:

Values above 40 dB indicate excellent agreement with almost imperceptible differences.

Values between 30–40 dB suggest good quality with minor visible errors.

Values below 30 dB generally correspond to noticeable image degradation.

Higher PSNR values correspond to closer agreement with the reference image. However, since 

PSNR treats all pixel differences equally, it does not account for perceptual or structural distortions. 

Small misalignments or localized artefacts can produce a disproportionately large PSNR penalty, 

even if the image looks acceptable visually.

23https://en.wikipedia.org/wiki/Peak_signal-to-noise_ratio#Quality_estimation_with_PSNR

https://en.wikipedia.org/wiki/Peak_signal-to-noise_ratio#Quality_estimation_with_PSNR
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2.5.2 Structural similarity index measure (SSIM)

SSIM was introduced to better align image quality assessment 

with human visual perception by explicitly modelling structural 

information in images [43].

SSIM compares a reference image 𝐼ref and a test image 𝐼test 

based on three components: luminance 𝑙(𝑥, 𝑦), contrast 𝑐(𝑥, 𝑦), 

and structure 𝑠(𝑥, 𝑦). The combined SSIM index is defined as:

SSIM(𝑥, 𝑦) = 𝑙(𝑥, 𝑦)𝛼𝑐(𝑥, 𝑦)𝛽𝑠(𝑥, 𝑦)𝛾, (2.10)
where 𝛼, 𝛽, and 𝛾 are weighting parameters, typically set to 1.

SSIM values lie in the range [−1, 1], with a value of 1 indicat

ing perfect structural similarity. Unlike PSNR, SSIM is sensitive 

to local structural distortions (Figure 2.17) and is therefore better 

suited to assessing perceptually relevant differences in medical 

images.

Figure 2.17:  A demonstration 

of SSIM’s structure-only sensitive 

nature. The colour-skewed image 

(right) still has an SSIM = 0.97, 

which indicates it is visually similar 

the original (left) although it is not. 

Courtesy: TestDevLab24.

2.5.3 Kernel execution time

Object Model

Scene Config

Initialisation

Render

Image

Figure 2.18:  An architectural overview of the simulation pipeline consiting of data entities (blue), CPU 

(red) and gpu routines (green).

The computational performance of the proposed X-ray simulation methods is evaluated using the 

execution time of the rendering kernel. This kernel performs the core computation of the simulation 

by tracing rays through the object representation and computing the resulting pixel intensities for 

the entire image.

To isolate the computational efficiency of the rendering algorithm itself, kernel execution time 

is measured under the following assumptions:

The object’s three-dimensional representation is already resident in device memory.

The rendered image remains in device memory after kernel execution.

Under these conditions, the measured time reflects only the cost of ray traversal, numerical 

integration, and associated memory accesses performed by the kernel. Host-side overheads such 

as memory allocation, host–device data transfer, and kernel launch latency are explicitly excluded 

from the measurement. In terms of simulation pipeline shown in Figure 2.18, this means measuring 

the runtime of the Render routine alone.

This choice places emphasis on algorithmic optimisations, including memory access coalescing, 

arithmetic intensity, and instruction-level parallelism, rather than on system-level integration 

strategies such as streaming or asynchronous execution. While both aspects are important in a 

24https://www.testdevlab.com/blog/full-reference-quality-metrics-vmaf-psnr-and-ssim

https://www.testdevlab.com/blog/full-reference-quality-metrics-vmaf-psnr-and-ssim
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complete GPU-accelerated application, this thesis focuses on improving the efficiency of the core 

rendering algorithm.

Kernel execution time therefore provides a consistent and hardware-focused basis for compar

ing different object representations and integration strategies under identical conditions. This 

metric is particularly relevant for interactive and real-time X-ray simulation, where performance is 

commonly limited by memory bandwidth and floating-point throughput rather than by control or 

I/O overhead.

2.5.4 Limitations

While PSNR, SSIM, and kernel execution time provide a quantitative basis for comparison, they do 

not capture all aspects of image quality or system performance. In particular, these metrics do not 

assess clinical relevance, diagnostic confidence, or user-perceived latency.

Nevertheless, they offer reproducible and widely accepted measures that are sufficient for 

evaluating the numerical accuracy and computational characteristics of the proposed methods.



3
Methodology

This chapter describes the methodology used to evaluate the proposed X-ray simulation techniques. 

It details the benchmarking environment in Section 3.1, the simulation setup in Section 3.2, and 

the benchmarking approach used to assess both image fidelity and computational performance in 

Section 3.3.

3.1 Benchmarking environment

All benchmarks were taken on a Lenovo ThinkPad P16 Gen 2 laptop with the following specifi

cations:

CPU: Intel Core i7-13850HX

GPU: NVIDIA RTX A1000 Laptop GPU (CUDA Compute 8.6), 6 GB

RAM: 32 GB DDR5

Operating system: Arch Linux under Windows Subsystems for Linux 2 (WSL2) on Windows 11 

Pro, with CUDA Toolkit 13.1 and Python environment managed by the uv package manager25.

25https://docs.astral.sh/uv/
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3.2 Simulation setup

(a) A typical X-ray setup with the source, object, 

and the detector. Courtesy: Radiology Key26.

(b) Schematic overview of the X-ray simulation 

scene The world coordinate frame and the model 

are centred on the isocentre.

Figure 3.1:  Illustrations describing the X-ray simulation simulation scene.

For the simulation, the virtual scene is constructed as illustrated in Figure 3.1 (a). This scene models 

a cone-beam X-ray radiograph acquisition setup and is parameterised to closely resemble the Philips 

Azurion 7 configuration. These parameters have been defined as:

Source-to-object distance (SOD): 80 cm

Source-to-detector distance (SDD): 120.5 cm

Detector size: 40 cm × 40 cm

Detector resolution: 1024 × 1024 pixels

The rotation of the C-arm during image acquisition is modelled implicitly by rotating the object 

volume while keeping the source and detector fixed in space. This approach is mathematically 

equivalent to rotating the source–detector pair around a stationary object, but avoids repeated 

reconfiguration of the imaging geometry.

In the simulator, the object is rotated about a single principal axis corresponding to the C-arm 

sweep angle 𝜃. The rotation is applied by updating the object-to-world transformation matrix used 

in the camera model described in Section 2.2. This formulation naturally supports the generation 

of multiple projection views by varying 𝜃 while preserving a consistent imaging geometry.

Optional out-of-plane tilts can be incorporated by extending the transformation with additional 

rotations; however, unless stated otherwise, all experiments in this work assume a single-axis 

rotational trajectory.

Image formation in the simulator follows the forward-projection process described in Sec

tion 2.1. For each detector pixel, a ray is cast from the source through the scene, intersecting the 

object volume. The total attenuation along each ray path is accumulated according to the material 

properties, yielding the detected intensity at the corresponding pixel.

26https://radiologykey.com/projection-x-ray-imaging/

https://radiologykey.com/projection-x-ray-imaging/
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3.3 Profiling and benchmarking

Figure 3.2:  Screenshot of the NVIDIA Nsight Compute interface. It provides easy access to performance 

metrics such as execution time, floating-point utilisation, and memory access behaviour.

To accurately assess the computational performance and resource utilisation of the proposed algo

rithms, NVIDIA Nsight Compute27 was used as the primary profiling tool. Nsight Compute provides 

fine-grained, kernel-level insight into GPU execution, exposing metrics such as kernel runtime, 

instruction mix, memory access patterns, cache hit and miss rates across the memory hierarchy, 

and overall hardware utilisation.

As the focus of this thesis is on accelerating the X-ray forward-projection computation itself, 

performance measurements were restricted to the execution time of the core GPU kernels. Data 

transfers between host (CPU) and device (GPU) memory were explicitly excluded from the mea

surements. This approach isolates the computational cost of the projection algorithms and allows 

for a fair comparison between different implementations.

To obtain stable and representative timing results, each kernel was executed multiple times 

under identical conditions, and the average runtime per frame was recorded. The effective frame 

rate (FPS) was then computed as the reciprocal of the average kernel execution time. For interactive 

applications such as virtual system testing and physician training, real-time performance is consid

ered achievable at a target rate of 60 FPS.

In addition to performance, image fidelity was evaluated using established quantitative metrics, 

as described in Section 2.5:

PSNR: It measures the pixel-wise difference between simulated and reference images in deci

bels. Higher PSNR values indicate closer numerical agreement.

SSIM: It assesses perceptual similarity by comparing luminance, contrast, and structural infor

mation. SSIM values range from 0 to 1, with higher values indicating greater similarity.

27https://developer.nvidia.com/nsight-compute

https://developer.nvidia.com/nsight-compute
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3.4 Benchmarking procedure

To benchmark the proposed algorithms, a dedicated C++ driver program was written. This program 

performs the following steps:

1. Load the object representation into memory.

2. Initialise the X-ray source, detector, and scene parameters.

3. Launch the forward-projection GPU kernel for all rays corresponding to the detector pixels.

4. Transfer the rendered image from device to host memory and save it to disk.

5. Repeat steps 2-4 for multiple projection angles.

Kernel-level performance metrics were collected by executing this benchmarking program under 

the NVIDIA Nsight Compute command-line interface (ncu). The profiler was configured to capture 

a comprehensive set of metrics for the forward-projection kernel:
$ ncu --kernel-name=<name of render kernel> --set full \

      --export <name of report> ./bench

The resulting profiling reports were analysed using the Nsight Compute graphical interface to 

extract execution time, instruction mix, memory behaviour, and hardware utilisation metrics.

Image quality metrics, including PSNR and SSIM, were computed separately using a Python-

based evaluation script. The rendered images produced by the benchmarking program were 

compared against reference projections to quantify numerical and perceptual fidelity.

For the sake of reproducibility and transparency, all benchmarking scripts, profiling reports, 

and evaluation outputs are provided in the code repository28 .

28https://github.com/UtkarshVerma/gpu-accel-xray-sim

https://github.com/UtkarshVerma/gpu-accel-xray-sim


4
Simulation: Voxelised models

(a) Surface mesh. (b) Voxel size = 0.03. (c) Voxel size = 0.05. (d) Voxel size = 0.08.

Figure 4.1:  An illustration of voxelising a rabbit mesh (Figure 4.2) with increasing voxel sizes from left 

to right.

Voxelised models represent three-dimensional anatomy as a discrete volumetric field defined over 

a regular Cartesian grid. In practice, this field is stored as a dense 3D array of values, where each 

voxel corresponds to a sample of a spatially varying physical quantity at fixed spatial intervals. 

Instead of explicitly modelling object boundaries, the interior of the object is described through 

these regularly spaced samples. In the context of X-ray simulation, the stored quantity corresponds 

to either the mass attenuation density (𝜇/𝜌) or the linear attenuation coeffecient (𝜇) distribution 

within the object.

As illustrated in Figure 4.1, voxelisation converts a continuous surface representation into a 

piecewise-constant volumetric approximation. Increasing the voxel size reduces geometric fidelity, 

particularly near object boundaries, while decreasing the voxel size improves spatial accuracy at 

the cost of increased memory usage and computational workload.

Since voxelised models directly encode volumetric attenuation properties, the overall simula

tion pipeline remains unchanged from the formulation described in Section 2.2 and Section 3.2. 

Rays are traced from the X-ray source to the detector, and attenuation is accumulated along each ray 

path. The distinction lies solely in how the volumetric properties are queried and integrated during 

ray traversal. To make this distinction precise, the data encoding of voxel models is described next.

41
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4.1 Data encoding

(a) YZ slice at x = 90 mm.

(b) 3D volume.

(c) XY slice at z = 108 mm. (d) XZ slice at y = 89 mm.

Figure 4.2:  Planar slices (Figure 4.3, Figure 4.3, and Figure 4.3) and 3D representation (Figure 4.3) of the 

human skull model. Linear attenuation coffecient (𝜇) values have been color mapped such that dark regions 

correspond to dense materials and vice versa.

As previously stated, a voxelised model is stored as a dense three-dimensional array of cubic cells 

on a regular grid. Each voxel stores the linear attenuation coefficient (𝜇), assumed constant within 

its finite spatial extent.

Voxelisation can be interpreted as a discretisation of a continuous scalar field defined over 

three-dimensional space. Let 𝜇(𝑥, 𝑦, 𝑧) denote the continuous linear attenuation coefficient distri

bution of an object. As is the case with most techniques, there exist multiple ways to voxelise a 

continuous scalar field [44]. One of these approaches is to sample the field at discrete spatial 

locations determined by the voxel size Δ𝑣. Hence, a voxel grid can be expressed as:

𝜇{𝑖,𝑗,𝑘} = 𝜇(𝑥𝑖, 𝑦𝑗 , 𝑧𝑘), (4.1)

where
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𝑥𝑖 = 𝑥0 + 𝑖Δ𝑣, 𝑦𝑗 = 𝑦0 + 𝑗Δ𝑣, 𝑧𝑘 = 𝑧0 + 𝑘Δ𝑣, (4.2)

and (𝑥0, 𝑦0, 𝑧0) denotes the origin of the voxel grid in world coordinates.

Because each voxel represents a finite volume rather than an infinitesimal point, the stored 

value 𝜇{𝑖,𝑗,𝑘} approximates the average 𝜇 over that voxel. This discretisation introduces an approxi

mation error that depends on both the voxel size and the local geometric complexity of the object, 

as seen in Figure 4.1. For example, the skull voxel model used throughout this thesis uses a voxel 

size (Δ𝑣) of 1 mm.

During simulation, rays traverse the voxel grid and attenuation is accumulated by integrating 

these piecewise-constant voxel values along the ray path. As a result, voxel resolution directly 

influences both numerical accuracy and computational cost, making voxel size a central parameter 

in the evaluation of voxelised models.

4.2 Computing the path attenuation

The physics of X-ray attenuation along a ray path is governed by Eq. (2.6):

− ln 𝐼
𝐼0

= ∫ 𝜇(𝑥) d𝑥 (4.3)

where 𝜇(𝑥) denotes the spatially varying linear attenuation coefficient.

When the object is represented as a voxelised volume, the continuous integral can be approxi

mated by a discrete summation over the voxels intersected by the ray:

− ln 𝐼
𝐼0

= ∑
𝑁

𝑖=0
𝑙𝑖𝜇𝑖 (4.4)

Here, 𝑙𝑖 denotes the length of the ray segment inside the 𝑖th voxel, 𝜇𝑖 is the linear attenuation 

coefficient associated with that voxel, and 𝑁 is the total number of voxels intersected by the ray.

•
p1(px1, py1)

•
p2(px2, py2)

li,j

αc

αxu

αyu

αmin

αmax

0 1 ... Nx − 1

1

..
.

Ny − 1

Figure 4.3:  Illustration of voxel traversal along a ray in 2D where 𝑙𝑖,𝑗  is the length intersected with (i, j)th 

voxel and 𝛼max and 𝛼min denote the line fraction for the entry and exit points respectively [7].

The quantities {𝑙𝑖} and {𝜇𝑖} are obtained by incrementally traversing the voxel grid along the ray 

direction. This traversal is commonly performed using digital differential analyser (DDA)–based 

algorithms in three dimensions or closely related variants, such as the fast voxel traversal algorithm 

by Amanatides and Woo [45], Siddon’s algorithm [46], Jacob’s algorithm [47], as well as later 
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refinements [48,49]. The principle of voxel traversal is illustrated in Figure 4.3 which uses Jacob’s 

algorithm.

4.2.1 The algorithm

Expressing Eq. (4.4) using the notation of Figure 4.3 yields

𝑑uv = ∑
𝑖<𝑁𝑥,𝑗<𝑁𝑦

𝑙uv,{𝑖,𝑗}𝜇{𝑖,𝑗}, (4.5)

where 𝑑uv denotes the accumulated attenuation of ray uv, 𝑙uv,{𝑖,𝑗} is the intersection length inside 

voxel {𝑖, 𝑗}, and 𝑁𝑥, 𝑁𝑦 are the number of voxels along each axis. For clarity the derivation is 

presented in 2D; the 3D extension is direct.

Let the ray start at ⃗𝑝1 = (𝑝x1
𝑝y1

) and end at ⃗𝑝2 = (𝑝x2
𝑝y2

). Its parametric representation is

⃗𝑝(𝛼) ≔ ⃗𝑝1 + 𝛼( ⃗𝑝2 − ⃗𝑝1), 𝛼 ∈ [0, 1]. (4.6)

4.2.1.1 Entry and exit parameters

The parameter values at which the ray intersects vertical and horizontal voxel planes are

𝛼𝑥(𝑖) ≔
𝑖Δ𝑣 − 𝑝x1
𝑝x2 − 𝑝x1

, (4.7)

𝛼𝑦(𝑗) ≔
𝑗Δ𝑣 − 𝑝y1

𝑝y2 − 𝑝y1
, (4.8)

for 𝑖 ∈ [0, 𝑁𝑥] and 𝑗 ∈ [0, 𝑁𝑦] and where Δ𝑣 is the voxel size.

The entry and exit parameters are obtained by restricting the ray to the intersection of the 𝑥- 

and 𝑦-slabs:

𝛼entry ≔ max(min(𝛼𝑥(0), 𝛼𝑥(𝑁𝑥)), min(𝛼𝑦(0), 𝛼𝑦(𝑁𝑦))), (4.9)

𝛼exit ≔ min(max(𝛼𝑥(0), 𝛼𝑥(𝑁𝑥)), max(𝛼𝑦(0), 𝛼𝑦(𝑁𝑦))). (4.10)

If 𝛼exit ≤ 𝛼entry, the ray does not intersect the grid.

4.2.1.2 Initialisation

The total ray length 𝑙tot ≔ ‖
 ⃗𝑝2 − ⃗𝑝1‖


2
, voxel step direction Δ⃗ ≔ sign( ⃗𝑝2 − ⃗𝑝1), and parameter incre

ments per voxel crossing are

𝛼xu ≔ 1
|𝑝x2 − 𝑝x1| , 𝛼yu ≔ 1

|𝑝y2 − 𝑝y1|
. (4.11)

Initial voxel index at the entry point:

𝑖 ≔ ⌊𝑝𝑥(𝛼entry)⌋, 𝑗 ≔ ⌊𝑝𝑦(𝛼entry)⌋ (4.12)

Initialize the traversal state:

𝛼𝑐 ≔ 𝛼entry, 𝑑ray ≔ 0 (4.13)

The next intersection parameters 𝛼𝑥 and 𝛼𝑦 are initialized to the first grid crossings beyond 𝛼entry.

4.2.1.3 Iterative traversal

At each step, the next crossed plane is determined by comparing 𝛼𝑥 and 𝛼𝑦.

If 𝛼𝑥 < 𝛼𝑦:
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𝑑ray += (𝛼𝑥 − 𝛼𝑐)𝑙tot𝜇{𝑖,𝑗} (4.14)

𝑖 += Δ𝑥 (4.15)

𝛼𝑐 = 𝛼𝑥 (4.16)

𝛼𝑥 += 𝛼xu (4.17)
Otherwise:

𝑑ray += (𝛼𝑦 − 𝛼𝑐)𝑙tot𝐼(𝑖, 𝑗) (4.18)

𝑗 += 𝑗Δ𝑦 (4.19)

𝛼𝑐 = 𝛼𝑦 (4.20)

𝛼𝑦 += 𝛼yu (4.21)

The procedure continues until 𝛼𝑐 ≥ 𝛼exit. Simultaneous crossings naturally produce zero-length 

updates and require no special handling.

Extension to 3D follows directly by introducing the 𝑧-direction and selecting the minimum 

among 𝛼𝑥, 𝛼𝑦, and 𝛼𝑧 at each iteration.

4.3 GPU implementation

The renderer was developed over a span of several iterations through profile guided optimisation 

principles using Nsight Compute. These iterations are detailed below.

4.3.1 Baseline

The baseline rendering pipeline proceeds as follows:

1. Allocate a tile buffer of fixed size (16 × 16 pixels) on the GPU.

2. Project the model’s bounding box onto the image plane to identify the tiles that intersect the 

volume, marking these tiles as active.

3. Process each active tile sequentially29:

1. Dispatch the tile buffer, along with the relevant volume and geometry data, to the GPU kernel.

2. Compute the contributions for each pixel in the tile on the GPU.

3. Copy the completed tile back to the CPU, insert it into the corresponding location in the final 

image, and launch the kernel for the next tile.

Attenuation along each ray is computed using the algorithm described in Section 4.2.

4.3.1.1 Metrics

Table 1:  Frame render times (ms) for the baseline implementation30.

Projection 𝟎° 𝟑𝟎° 𝟒𝟓° 𝟔𝟎° 𝟗𝟎° 𝟏𝟐𝟎° 𝟏𝟑𝟓° 𝟏𝟓𝟎° 𝟏𝟖𝟎° Average

Time 931.88 1132.57 1148.59 1102.2 796.03 1098.41 1147.19 1112.56 777.27 1027.41 ± 151.33

Running the baseline implementation yields the execution times listed in Table 4.1. The measured 

performance is only marginally better than the single-core CPU implementation, which renders a 

frame in approximately 1.3 ms. This indicates that the GPU is not being effectively utilised.

29In Philips’ codebase, tiling was handled on the CPU to reduce memory footprint and enable multithreading. 
Early design decisions made it difficult to implement a GPU pipeline without tiling, so this approach was used even 
if it was less efficient for GPU execution.

30These times are not measured using Nsight Compute since the baseline implementation spawns too many 
kernels.
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Figure 4.4:  Timeline view from NVIDIA Nsight Systems for the baseline implementation. Frequent 

cudaMemcpy() calls (thin red strips) dominate execution time.

Figure 4.5:  CUDA API summary from Nsight Systems indicating that ≈ 50 ms is spent on host-device 

memory transfers.

Profiling with NVIDIA Nsight Systems reveals that the majority of execution time is spent in 

repeated cudaMemcpy() calls, as shown in Figure 4.4 and summarised in Figure 4.5. Approximately 

50 ms of runtime is attributed to host–device memory transfers, dwarfing the actual kernel execu

tion time.

This behaviour is expected: in the baseline design, tiling and orchestration logic remain on 

the CPU. As a result, intermediate data must be repeatedly transferred between host and device 

memory, incurring significant PCIe latency and bandwidth overhead. Because these transfers are 

synchronous and frequent, they effectively serialise execution and prevent the GPU from operating 

at high throughput.

The primary bottleneck is therefore not arithmetic performance, but data movement across 

the CPU–GPU boundary. The most direct optimisation is to eliminate unnecessary memory copies 

by migrating tiling and control logic to the GPU. By keeping intermediate data resident in device 

memory and allowing CUDA kernels to handle tile scheduling directly, host–device transfers can 

be minimised, enabling substantially higher effective performance.

4.3.2 Move tiling logic to CUDA

To eliminate slow CPU ↔ GPU transfers over the PCIe bus, the library was restructured to support 

algorithms without tiling. In the CUDA implementation, the following changes were applied:

Tiling was removed entirely. A single kernel now renders the entire image.

Projection logic was removed to simplify the initial implementation; it can be reintroduced later 

if needed.

CPU↔GPU traffic is reduced to just two transfers: the volume data (CPU → GPU) and the final 

image (GPU → CPU), significantly improving throughput.
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4.3.2.1 Metrics

Figure 4.6:  Timeline view from NVIDIA Nsight Systems for the CUDA tiling implementation. Excess 

cudaMemcpy() calls have been eliminated.

Figure 4.7:  CUDA API summary for Nsight Systems confirming that only two cudaMemcpy() calls happen 

now.

Running the profiler (see Figure 4.6 and Figure 4.7) revealts that only two cudaMemcpy() transfers 

take place now instead of 3138 calls from before. This is well reflected in the kernel runtime 

resulting in a 16.74x speedup.

Table 2:  Kernel runtime (ms) before and after moving tiling logic to CUDA.

Projection 𝟎° 𝟑𝟎° 𝟒𝟓° 𝟔𝟎° 𝟗𝟎° 𝟏𝟐𝟎° 𝟏𝟑𝟓° 𝟏𝟓𝟎° 𝟏𝟖𝟎° Average

Before 931.88 1132.57 1148.59 1102.2 796.03 1098.41 1147.19 1112.56 777.27 1027.41 ± 151.33

After 46.66 68.99 71.79 68 46.52 67.99 71.79 68.98 46.66 61.93 ± 11.57

Speedup 19.97 16.42 16 16.21 17.11 16.15 15.98 16.13 16.66 16.74 ± 1.27

4.3.3 Use single-precision floating point (FP32) numbers

On the NVIDIA RTX A1000 GPU (Ampere architecture), the peak throughput for single-precision 

floating point (FP32) arithmetic is 64 times higher than that of double-precision floating point 

(FP64) arithmetic [50]. This disparity reflects a broader architectural trend across NVIDIA GPUs, 

where significantly more execution resources are allocated to single-precision arithmetic than to 

double-precision arithmetic. Given this, it was natural to evaluate how rendering performance 

changes when switching from FP64 to FP32.

To perform this optimisation, the kernel was modified as follows:

All double variables were replaced with float.

Floating-point literals such as 1.0 were replaced with 1.0f, since the C and C++ standards treat 

unsuffixed floating-point constants as double by default [51].
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4.3.3.1 Metrics

Table 3:  kernel runtime (ms) before and after switching to FP32 arithmetic.

Projection 𝟎° 𝟑𝟎° 𝟒𝟓° 𝟔𝟎° 𝟗𝟎° 𝟏𝟐𝟎° 𝟏𝟑𝟓° 𝟏𝟓𝟎° 𝟏𝟖𝟎° Average

Before 46.66 68.99 71.79 68 46.52 67.99 71.79 68.98 46.66 61.93 ± 11.57

After 4.21 5.65 5.85 5.59 4.16 5.58 5.85 5.64 4.21 5.19 ± 0.76

Speedup 11.08 12.21 12.26 12.18 11.19 12.18 12.27 12.23 11.08 11.85 ± 0.55

Switching to FP32 resulted in a substantial reduction in kernel runtime. Averaged across all projec

tion angles, the kernel achieved an approximate speedup of ≈ 12x, as shown in Table 4.3.

Several factors explain this performance improvement:

The number of registers per thread (launch__registers_per_thread) decreased from 66 to 48, 

significantly reducing register pressure.

Reduced register usage enabled higher occupancy, with achieved occupancy 

(sm__warps_active.avg.pct_of_peak_sustained_active) increasing from 47.82% to 81.22%.

The elimination of FP64 arithmetic, confirmed by the pipeline utilisation data in Figure 4.8, 

shifted execution toward FP32 units. On Turing GPUs, each SM provides 64 FP32 units but 

only 2 FP64 units, leading to significantly higher instruction throughput for single-precision 

arithmetic [52].

Table 4:  SSIM and PSNR metrics compar

ing FP32 renders against the baseline.

Angle (°) SSIM PSNR (dB)

0 1.0000 87.84
30 1.0000 75.16
45 1.0000 73.77
60 1.0000 73.87
90 1.0000 83.99

120 1.0000 74.68
135 1.0000 74.68
150 1.0000 74.02
180 1.0000 87.84

0 10 20 30 40 50 60 70 80 90 100

ALU

FMA

FP64

Before
After

Figure 4.8:  Pipeline utilisation (% of elapsed cycles) before and 

after switching to FP32 for the 0° projection. The total elapsed 

cycles decreased from 57746707.5 to 5209277, corresponding to 

a reduction of −90.98%.

Finally, image quality metrics indicate that the use of FP32 precision does not introduce any 

measurable degradation in visual fidelity. As shown in Table 4.4, the PSNR exceeds 70 dB for all 

projection angles, which is substantially higher than the 40 dB threshold for excellent image quality 

defined in Subsection 2.5.1. This margin suggests that numerical differences between precisions are 

negligible in practical terms.

Similarly, the SSIM values remain consistently close to 1, indicating near-perfect structural 

similarity between the reference and reduced-precision projections. Together, these results confirm 

that single-precision computation provides sufficient numerical accuracy for forward projection in 

this setting, while offering the associated performance benefits.



Chapter 4: Simulation: Voxelised models 49

4.3.4 Reduce branching

As discussed in Subsection 2.4.3, GPU performance strongly depends on uniform and predictable 

control flow. On NVIDIA GPUs, threads within a warp execute in lockstep, and any control-flow 

divergence forces the warp to serialise execution paths. This directly reduces effective throughput.

This effect is visible in the warp execution efficiency metrics, that is, 

smsp__thread_inst_executed_per_inst_executed ≈ 24.9 instead of the ideal value of 32. Such 

values indicate frequent divergence within warps, primarily caused by axis-dependent branching 

in the ray traversal and intersection logic.

4.3.4.1 Initial implementation

// Get the index of the minimum element in a 3D vector.

template <typename T, glm::qualifier Q>

__host__ __device__ uint8_t arg_min(const glm::vec<3, T, Q> v) {

    const uint8_t xy = v.y < v.x;

    const uint8_t xz = v.z < v.x;

    const uint8_t yz = v.z < v.y;

    return (xy & ~yz) + ((xz & yz) << 1);

}

// Get the index of the maximum element in a 3D vector.

template <typename T, glm::qualifier Q>

__host__ __device__ uint8_t arg_max(const glm::vec<3, T, Q> v) {

    const uint8_t xy = v.y > v.x;

    const uint8_t xz = v.z > v.x;

    const uint8_t yz = v.z > v.y;

    return (xy & ~yz) + ((xz & yz) << 1);

}

Listing 1:  Branchless helper functions arg_min() and arg_max() that return the axis containing the 

minimum or maximum component of a 3D vector.

// Before 

=================================

if (a.x >= a.y && a.x >= a.z) {

  // X-axis handling

} else if (a.y >= a.z) {

  // Y-axis handling

} else {

  // Z-axis handling

}

// After 

==================================

const uint8_t hit_axis = arg_max(a);

do_something_for_axis(hit_axis);

Listing 2:  Replacing axis-dependent branching with 

branchless axis selection.

// Before 

=================================

if (a.x > 0.0f) {

  b.x = -c.x / a.x;

} else if (a.x < 0.0f) {

  b.x =  c.x / a.x;

} else {

  b.x = FLT_MAX;

}

// Repeated for other axes

// After 

==================================

b = -glm::sign(a) * c / a;

Listing 3:  Eliminating conditional assignments us

ing arithmetic identities.
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To mitigate this, the kernel was refactored to eliminate most conditional branches. Since the kernel 

is not compute-bound, additional arithmetic operations were preferred over divergent control flow. 

The refactoring applied the following transformations:

Axis selection logic was rewritten using branchless arg_min() and arg_max() functions (see 

Listing 4.1).

All axis-dependent operations were rewritten to use indexed vector access, e.g. 

next_beam_fractions[hit_axis], instead of explicit if–else chains (see Listing 4.2).

Conditional assignments were made branchless using arithmetic identities (see Listing 4.3).

4.3.4.1.1 Metrics

Table 5:  Kernel runtime (ms) before and after reducing branching (v1).

Projection 𝟎° 𝟑𝟎° 𝟒𝟓° 𝟔𝟎° 𝟗𝟎° 𝟏𝟐𝟎° 𝟏𝟑𝟓° 𝟏𝟓𝟎° 𝟏𝟖𝟎° Average

Before 4.21 5.65 5.85 5.59 4.16 5.58 5.85 5.64 4.21 5.19 ± 0.76

After 7.45 10.35 10.61 9.99 7.43 9.97 10.57 10.32 7.44 9.35 ± 1.45

Speedup 0.57 0.55 0.55 0.56 0.56 0.56 0.55 0.55 0.57 0.56 ± 0.01

Examining the runtimes in Table  4.5 reveals an unexpected result: the branch-reduced kernel 

actually shows a slowdown of approximately 1.8x.

Profiling reports clarify the cause. On NVIDIA GPUs, registers are extremely fast but not 

dynamically addressable[53]. When a variable must be indexed dynamically, the compiler cannot 

place it in registers and instead allocates it in thread-private local memory. Despite its name, local 

memory is backed by global memory, making it roughly 500x slower than registers [54].

Figure 4.9:  Nsight Compute source inspector where lines containing local-memory backed variables are 

selected.

This behaviour is also reflected in the metrics. Local memory loads 

(l1tex__t_requests_pipe_lsu_mem_local_op_ld.sum) increased from 0 to 30657588 following the 

branchless transformation. These additional local memory accesses explain why the kernel ran 

slower despite reducing branching.
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4.3.4.2 Eliminating the local memory accesses

Figure 4.10:  Roofline model for the first attempt at branch reduction. The lower roofline is for FP64 and 

must be ignored.

Knowing the cause of the slowdown also points to the remedy, that is, avoid dynamically indexing 

variables that must reside in registers.

In the original kernel, dynamic indexing was used to reduce the number of computations along 

certain axes. However, since the kernel is not compute-bound (see Figure 4.10), it is preferable to 

trade a few extra arithmetic operations again for register-friendly code. This will avoid slow local 

memory accesses.

// Before ==============================

const uint8_t axis = arg_min(a);

a[axis] = b[axis];

// After ===============================

const uint8_t axis = arg_min(a);

const auto axis_mask = glm::bvec3(

                        axis == 0,

                        axis == 1,

                        axis == 2);

a = axis_mask * b + (1 - axis_mask) * a;

// Before ==============================

bool axis_in_bounds =

  voxel[axis] >= 0 &&

    voxel[axis] < bounds[axis]

// After ===============================

const auto axis_mask = glm::bvec3(

                        axis == 0,

                        axis == 1,

                        axis == 2);

const glm::bvec3 in_bounds =

  glm::greaterThanEqual(voxel,

    glm::ivec3(0)) *

      glm::lessThan(voxel,

        glm::ivec3(bounds));

bool axis_in_bounds =

  (in_bounds.x * axis_mask.x +

    in_bounds.y * axis_mask.y +

    in_bounds.z * axis_mask.z);

Listing 4:  Arithmetic transforms using vector interpolation and masking to avoid dynamic indexing of 

variables.

To implement this, assignments and bounds checks were rewritten using vector interpolation and 

masking, as shown in Listing 4.4. These transformations preserve the original logic while elimi

nating dynamic indexing, allowing the compiler to keep variables in registers and thereby improve 

throughput.
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4.3.4.2.1 Metrics

Table 6:  Kernel runtime (ms) before (using FP32) and after reducing branching (v2).

Projection 𝟎° 𝟑𝟎° 𝟒𝟓° 𝟔𝟎° 𝟗𝟎° 𝟏𝟐𝟎° 𝟏𝟑𝟓° 𝟏𝟓𝟎° 𝟏𝟖𝟎° Average

Before 4.21 5.65 5.85 5.59 4.16 5.58 5.85 5.64 4.21 5.19 ± 0.76

After 2.66 3.31 3.9 3.27 2.64 3.27 3.4 3.31 4.19 3.33 ± 0.5

Speedup 1.58 1.71 1.5 1.71 1.57 1.71 1.72 1.7 1.01 1.58 ± 0.23

As shown in Table 4.6, the results are now much more promising. The kernel achieves a speedup 

of 1.58x compared to the baseline using FP32.

Furthermore, local memory accesses have returned to 0, confirming that the branch reduction 

and vector masking optimisations successfully eliminated the local memory accesses.

4.3.5 Using look-up tables (LUTs)

Figure 4.11:  Distribution of linear attenuation coefficient (𝜇) values in the skull voxel model. Only seven 

distinct values are present and their materials have been labelled using NIST’s X-ray mass attenuation 

database [8].

Voxelised models that represent biological anatomy often exhibit a highly sparse distribution of 

linear attenuation coefficients (𝜇). This sparsity arises because biological volumes are composed of 

a finite and typically small set of constituent materials (e.g. air, soft tissue, bone). As a result, large 

spatial regions share identical attenuation properties.

This behaviour is clearly visible in the skull model used throughout this thesis. As shown in 

Figure 4.11, the entire volume contains only seven distinct 𝜇 values.
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This observation motivated the use of a small look-up table (LUT) to compress the voxel repre

sentation. Instead of storing a full-precision floating-point attenuation coefficient per voxel, each 

voxel stores an index into a LUT containing the corresponding material coefficient. A LUT of 256 

entries was used, enabling the voxel data to be stored as uint8_t values. This reduces the memory 

footprint by a factor of four compared to the original float representation (1 byte versus 4 bytes 

per voxel).

The LUT itself was placed in constant memory to exploit caching and broadcast behaviour, 

since many neighbouring voxels reference the same material entry.

It is important to note that this optimisation primarily targets memory capacity rather than 

execution speed. The dominant performance bottleneck of the voxel ray casting kernel, that is, 

uncoalesced global memory accesses, remains unchanged. Consequently, no substantial runtime 

improvement is expected from this approach. The principal benefit is the reduced memory foot

print, which enables significantly larger volumes to fit within the available GPU memory.

4.3.5.1 Metrics

Table 7:  Kernel runtime (ms) before and after using look-up tables (LUTs).

Projection 𝟎° 𝟑𝟎° 𝟒𝟓° 𝟔𝟎° 𝟗𝟎° 𝟏𝟐𝟎° 𝟏𝟑𝟓° 𝟏𝟓𝟎° 𝟏𝟖𝟎° Average

Before 2.66 3.31 3.9 3.27 2.64 3.27 3.4 3.31 4.19 3.33 ± 0.5

After 2.77 3.47 3.57 3.42 2.74 3.43 3.57 3.47 2.77 3.24 ± 0.37

Speedup 0.96 0.96 1.09 0.95 0.97 0.95 0.95 0.95 1.51 1.03 ± 0.18

As expected, the use of a LUT does not yield a statistically significant speedup. However, the reduced 

memory footprint allows rendering of voxel models up to four times larger than before, which is a 

practical and meaningful improvement when working with high-resolution anatomical data.

4.4 Limitations

Even after implementing the final iteration, this approach suffers from the following limitations 

inherent to the data format.
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4.4.1 Non-uniform render times
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Figure 4.12:  Kernel runtime (ms) for each projection angle. They are view-dependent and symmetric around 

90°.

As discussed in Subsection  2.4.2, GPU performance strongly benefits from coalesced memory 

accesses, where consecutive threads access consecutive memory locations. In the voxel-based ren

dering kernel, however, this condition is not always satisfied. The sequence of voxels intersected by 

a ray depends on the viewing direction and the orientation of the object, which can lead to irregular 

and strided memory access patterns.

This view-dependent access skew is reflected in the kernel execution times reported in Table 6.1 

and Figure 4.12. Performance is highest for projection angles close to 0 degree, where memory 

accesses are largely coalesced and fewer voxels are intersected. In contrast performance degrades as 

the rays hit the model diagonally (45 °), where voxel-ray intersections increase and memory access 

patterns become increasingly irregular.
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4.4.2 Inefficient memory usage

Figure 4.13:  Illustration of hierarchical digital differential analyser (DDA) in OpenVDB. Note how uniform 

regions are clustered into a single datapoint. Courtesy: NVIDIA Technical Blog31.

Using voxelised models directly for X-ray simulation consumes significantly more memory than 

necessary. In a dense voxel grid, every voxel occupies storage regardless of whether the region 

contains meaningful variation. Large homogeneous regions, such as a chunk of soft tissue or bone, 

are redundantly replicated across many voxels. This lack of compression leads to wasteful memory 

usage and can make large anatomical models, like a full human body, extremely costly to store.

Furthermore, raw voxel grids do not support level of detail. To faithfully capture fine anatomical 

features, every voxel must be as small as the finest detail in the model. As a result, the memory 

requirement grows cubically with the desired resolution, quickly becoming infeasible for high-

resolution simulations.

More advanced data structures such as octrees or bounded volume heirarchies (BVHs) can 

mitigate these issues by encoding empty or homogeneous regions efficiently and enabling multi-

resolution traversal. Libraries like OpenVDB [55] or NanoVDB [56] implement these strategies, 

compressing sparse voxel data and providing fast access for ray-based simulation. As shown in 

Figure 4.13, leveraging such sparse representations is a natural avenue for improving both memory 

usage and computational performance.

31https://developer.nvidia.com/blog/accelerating-openvdb-on-gpus-with-nanovdb/

https://developer.nvidia.com/blog/accelerating-openvdb-on-gpus-with-nanovdb/


5
Simulation: Gaussian mixture models 

(GMMs)

Figure 5.1:  An illustration comparing GMMs to voxelised models. Courtesy: Adapted from R2-Gaussian [9].

As discussed in Subsection 4.4.2, voxelised models, particularly the raw voxel grids used throughout 

this thesis and still prevalent in industrial pipelines, encode volumetric data very inefficiently. Large 

regions of uniform or slowly varying material properties are represented using dense, regularly 

sampled grids, leading to excessive memory usage and bandwidth pressure during rendering.

An intuitive analogy can be drawn from image storage formats. Using a raw voxel grid to repre

sent a volume is akin to storing images as uncompressed bitmaps, even when lossless formats such 

as PNG or TIFF can represent the same visual information far more compactly. While voxel grids 

are simple and convenient, they fail to exploit the underlying structure and redundancy present in 

real-world data.

Since the performance of the baseline renderer is largely limited by memory access rather 

than arithmetic throughput, adopting a more compact data representation is a natural direction for 

optimisation. A representation that encodes the same volumetric information using fewer memory 

accesses can directly translate into higher rendering performance.

This observation motivates the use of Gaussian primitives, and more generally, GMM, as an 

alternative volume representation. Gaussian functions offer several properties that make them well 

suited for this task:

56
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They naturally support level-of-detail control, as individual Gaussians can vary in scale and 

spatial extent.

They provide a continuous representation of matter, in contrast to the discrete sampling imposed 

by voxel grids, making them better aligned with the underlying physical interpretation of volu

metric attenuation32.

They allow large homogeneous or smoothly varying regions to be represented compactly using 

a small number of primitives.

The remainder of this chapter explores how Gaussian mixture models can be used to encode volu

metric data efficiently, and how such representations can be integrated into the rendering pipeline 

to reduce memory traffic while preserving image quality.

5.1 Converting voxelised models to GMMs

GMMs are a relatively recent development in computer graphics [57] and are even more novel in 

medical imaging and CT applications [38]. To date, no published work proposes their use as a first-

class storage representation for CT reconstruction models or for DRR generation. Instead, existing 

approaches employ GMMs as an intermediate representation within reconstruction pipelines 

[5,9,38].

In these pipelines, a limited number of projections are first generated from a voxelised model. 

A GMM is subsequently fitted to the projection data through an optimisation or training procedure. 

Once trained, the GMM becomes the primary representation for subsequent rendering or recon

struction tasks. The resulting models are typically exported as point clouds33 consisting of Gaussian 

primitives each parameterised by position, density, scale, and rotation.

Training such models constitutes a substantial research topic in its own right and lies beyond 

the scope of this thesis. Consequently, this work assumes that a Gaussian point cloud33 has been 

trained using methods available in the literature (e.g., R2-Gaussian). The trained model is then 

converted into a custom binary format tailored to the rendering pipeline developed in this thesis 

using the provided conversion scripts.

The binary layout of the resulting .gmm file is defined as follows:

/// The file must be stored in little-endian byte order.

struct GaussianMixtureModel {

    size_t count = 0;  ///< Number of Gaussians.

    glm::vec3* positions;  ///< Gaussian positions (means) in world space.

    float* densities;      ///< Pre-activated scalar density for each Gaussian.

    glm::vec3* scales;     ///< Pre-activated per-axis scales for each Gaussian.

    glm::quat* rotations;  ///< Normalized rotation quaternions (w, x, y, z).

};

Listing 1:  C struct defining the data layout of the GMM file format (.gmm) used for rendering.

32Gaussians impose smooth basis functions, which makes modelling sharp attenuation discontinuities (e.g., organ 
or bone interfaces) inherently challenging compared to piecewise-constant voxel grids. However, they may capture 
fine-scale structure more compactly and offer stronger perceptual compression, so whether they constitute a superior 
anatomical representation remains an open question.

33The term “point cloud” is used because the models are commonly stored in .ply format, even though each 
element represents an anisotropic Gaussian primitive rather than a geometric point.
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5.2 Data encoding
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Figure 5.2:  An overview of the forward pass of the R2-Gaussian algorithm. Courtesy: R2-Gaussian [9].

Unlike voxelised models, where the Beer–Lambert law Eq. (2.2) manifests as a discrete summation 

of voxel contributions along a ray, GMMs do not require explicit numerical evaluation of a line 

integral through a sampled grid.

Given a set of Gaussian primitives, each Gaussian is first splatted onto the projection plane, 

analogous to the procedure in 3DGS. The contribution of each projected Gaussian, modulated by 

its density or opacity, is accumulated in image space to determine the final pixel intensity. Rather 

than stepping along a ray and sampling attenuation values at discrete voxel locations, rendering 

with Gaussian primitives evaluates the analytic projection of continuous volumetric functions.

This constitutes a fundamental difference in the rendering process. Voxel-based methods 

approximate the volume integral through discrete sampling, whereas Gaussian-based approaches 

exploit the continuous nature of the primitives and their closed-form projection behaviour. 

Figure 5.2 illustrates this rendering pipeline in detail.

5.3 GPU implementation

Figure 5.3:  An overview of the forward pass of the 3DGS algorithm. Courtesy: FlashGS [10].

The rendering pipeline used in this work is based on the R2-Gaussian algorithm [9], which itself 

builds upon X-Gaussian [38]. X-Gaussian was the first work to adapt the 3DGS framework [57] for 

X-ray computed tomography.

As in 3DGS, the forward pass of the pipeline (see Figure 5.3) can be decomposed into three 

high-level stages:
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Preprocessing

Sorting

Rendering

However, while 3DGS is designed for conventional optical rendering, where light reflects off 

surfaces and radiance is view-dependent, R2-Gaussian models X-ray transmission, where radiation 

penetrates the volume and is attenuated along the ray path. This fundamental difference in imaging 

physics leads to several important deviations from the original 3DGS pipeline, beyond the structural 

overview shown in Figure 5.3:

View-dependent appearance modeling via spherical harmonics is omitted, as X-ray attenuation 

is isotropic and independent of viewing direction [38].

Gaussian primitives represent radiative attenuation rather than surface radiance, and therefore 

contribute additively along the ray according to a transmission model instead of alpha composit

ing.

The rendering stage integrates contributions from all intersected Gaussians along each ray, 

rather than terminating at the first visible surface.

Camera and ray geometry are defined by known CT scanner parameters, eliminating the need 

for learned camera poses or structure-from-motion initialisation.

The rasterisation step is adapted to compute line integrals of attenuation, aligning the forward 

pass with the physics of X-ray image formation.

These differences give rise to the algorithm illustrated in Figure 5.2.

5.3.1 Baseline

For the baseline implementation, the existing code from R2-Gaussian algorithm was extracted out 

from the project and ran as it is with the trained skull model.

5.3.1.1 Metrics

Table 1:  Kernel runtime (ms) for each projection angle in the baseline implementation.

𝟎° 𝟑𝟎° 𝟒𝟓° 𝟔𝟎° 𝟗𝟎° 𝟏𝟐𝟎° 𝟏𝟑𝟓° 𝟏𝟓𝟎° 𝟏𝟖𝟎° Average

70.99 71.67 73.54 73.68 73.67 74.76 75.22 76.61 76.33 74.05 ± 1.91
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5.3.2 Remove depth sorting
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Figure 5.4:  An illustration of the final accumulation step. Since it is just a sum, it is commutative, and 

hence, order-independent. Courtesy: R2-Gaussian [9].

Unlike 3DGS, tile contributions in R2-Gaussian do not require depth sorting prior to accumulation 

(see Figure 5.4). Since the formulation models purely transmissive radiative transport rather than 

alpha compositing of semi-transparent surfaces, the ordering of primitives along the ray does not 

affect the final result. Although the original authors were aware of this property, as indicated by 

a TODO comment in the implementation, they retained the depth-sorting step to remain closely 

aligned with the 3DGS pipeline.

For the performance-critical use case considered in this thesis, this additional ordering step 

introduces unnecessary overhead. Consequently, depth sorting was removed (see Listing 5.2), sim

plifying the pipeline and reducing per-tile computation without affecting numerical correctness.
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  // Before ================================================================

  // For each tile that the bounding rect overlaps, emit a key/value pair

  // Key is |  tile ID  |      depth      |

  // Sorting yields Gaussians sorted by tile, then by depth

  for (int y = rect_min.y; y < rect_max.y; y++) {

      for (int x = rect_min.x; x < rect_max.x; x++) {

          uint64_t key = y * grid.x + x;

          key <<= 32;

          key |= *((uint32_t*)&depths[idx]);

          gaussian_keys_unsorted[off] = key;

          gaussian_values_unsorted[off] = idx;

          off++;

      }

  }

  // After =================================================================

  // For each tile that the bounding rect overlaps, emit a key/value pair

  // Key contains only tile ID – no depth sorting within tiles

  for (int y = rect_min.y; y < rect_max.y; y++) {

      for (int x = rect_min.x; x < rect_max.x; x++) {

          uint64_t key = y * grid.x + x;

          key <<= 32;

          // No depth in key – Gaussians within tile are unsorted

          gaussian_keys_unsorted[off] = key;

          gaussian_values_unsorted[off] = idx;

          off++;

      }

  }

Listing 2:  Changes made to duplicate_with_keys for depth sorting removal.

5.3.2.1 Metrics
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Figure 5.5:  Runtime breakdown for each kernel before and after depth sorting removal.

As shown in Figure 5.5, the duplicate_with_keys now runs faster while the other kernels remain 

unaffected. This is expected because the only the depth bookkeeping was removed from this 

duplicate_with_keys. Table 5.2 shows that this optimisation helps speed up the application by 

1.04x.
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Table 2:  Kernel runtime (ms) before and after removing depth sorting.

Projection 𝟎° 𝟑𝟎° 𝟒𝟓° 𝟔𝟎° 𝟗𝟎° 𝟏𝟐𝟎° 𝟏𝟑𝟓° 𝟏𝟓𝟎° 𝟏𝟖𝟎° Average

Before 70.99 71.67 73.54 73.68 73.67 74.76 75.22 76.61 76.33 74.05 ± 1.91

After 67.82 68.02 69.34 69.59 73.74 74.88 72.13 73.3 72.73 71.28 ± 2.63

Speedup 1.05 1.05 1.06 1.06 1 1 1.04 1.05 1.05 1.04 ± 0.02

5.3.3 Coalesce duplicate_with_keys() global accesses

Figure 5.6:  NSight Compute’s suggestion to improve the kernel’s memroy access pattern.

Looking at the profile for the previous iteration revealed theat the duplicate_with_keys() kernel, 

was performing a huge amount of uncoalesced memory accesses (see Figure  5.6). The original 

3DGS duplicate_with_keys() kernel assigns one thread per Gaussian. Each thread emits 𝑁𝑔 output 

entries, where 𝑁𝑔 is the number of tiles overlapped by that Gaussian. Because different Gaussians 

overlap different numbers of tiles, the number of writes per thread varies significantly. As a result, 

adjacent threads within a warp write to non-contiguous memory locations. For example, thread 

0 may write to indices 0–5, while thread 1 writes to 6–20. Across a full warp, this leads to highly 

scattered global memory writes and poor coalescing.

This issue can be resolved by inverting the parallelisation strategy. Instead of launching one 

thread per Gaussian that produces many output entries, we launch one thread per output entry. 

Thread 𝑖 writes exclusively to output[i], ensuring that adjacent threads in a warp write to consec

utive memory addresses. This guarantees fully coalesced global memory stores.

To determine which Gaussian owns a given output entry, each thread performs a binary search 

over the prefix-sum offsets of per-Gaussian tile counts. This requires 𝑂(log 𝐺) reads, where 𝐺 is the 

number of Gaussians, followed by simple arithmetic to compute the tile index within the Gaussian’s 

bounding region. Although this introduces additional reads, they are highly cache-friendly: neigh

bouring threads typically search similar regions of the prefix-sum array, leading to strong spatial 

locality.

This transformation effectively trades scattered global writes for coalesced writes combined 

with cached read operations. On modern GPUs, where global memory bandwidth is often the 

dominant bottleneck, this exchange is advantageous. The result is improved memory efficiency, 

higher effective throughput, and better overall kernel performance.
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5.3.3.1 Metrics
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Figure 5.7:  Runtime breakdown of different kernels before and after coalescing global memory accesses.

Figure  5.7 shows a significant speedup of 8.87x for duplicate_with_keys, while the remaining 

kernels are unaffected, as expected. As summarised in Table 5.3, this optimisation yields an average 

speedup of approximately 1.27x compared to the previous iteration.

The performance improvement is directly attributable to the revised memory access pattern. By 

replacing scattered global writes with fully coalesced stores, global memory latency is reduced and 

effective bandwidth utilisation increases. Consequently, kernel execution time decreases substan

tially without introducing additional computational overhead.

Table 3:  Kernel runtime (ms) before and after coalescing duplicate_with_keys() lookups.

Projection 𝟎° 𝟑𝟎° 𝟒𝟓° 𝟔𝟎° 𝟗𝟎° 𝟏𝟐𝟎° 𝟏𝟑𝟓° 𝟏𝟓𝟎° 𝟏𝟖𝟎° Average

Before 67.82 68.02 69.34 69.59 73.74 74.88 72.13 73.3 72.73 71.28 ± 2.63

After 54.1 54.32 55.17 55.27 56.11 57.03 57.38 58.73 58.28 56.26 ± 1.68

Speedup 1.25 1.25 1.26 1.26 1.31 1.31 1.26 1.25 1.25 1.27 ± 0.03
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5.3.4 Use AccuTile

(a) Tile–Gaussian intersection test used in 

3DGS.

A
B

C D

(b) AccuTile intersection test from SpeedySplat 

[11].

Figure 5.8:  Comparison between the tile intersection strategy in 3DGS and the AccuTile method proposed 

in SpeedySplat [11].

During rendering, a tile-to-Gaussian mapping is constructed to determine which Gaussians con

tribute to which screen-space tiles. This mapping phase is critical, as it determines the workload of 

all subsequent rasterisation stages.

Inspection of the 3DGS implementation revealed that tile intersection is determined by 

approximating each projected Gaussian as a circle in screen space (see Figure 5.9). While simple 

and computationally inexpensive, this approach is conservative: the circular bound overestimates 

the true footprint of an anisotropic 2D Gaussian. Consequently, many tiles are marked as active 

even though their actual contribution is negligible. This overestimation increases the number of 

tile–Gaussian pairs, inflates memory traffic, and negatively impacts rendering performance.

To address this inefficiency, existing optimisation work on 3DGS was considered. A more 

accurate alternative is provided by the AccuTile algorithm introduced in SpeedySplat [11] (see 

Figure  5.9). Instead of relying on a coarse circular approximation, AccuTile performs a tighter 

intersection test based on the elliptical support of the projected Gaussian. This reduces the number 

of falsely activated tiles, leading to a smaller working set and improved computational efficiency.
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5.3.4.1 Metrics
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Figure 5.9:  Runtime (ms) breakdown across kernels before and after the AccuTile optimisation.

As shown in Figure  5.9, the AccuTile optimisation substantially reduces the overall rendering 

workload, decreasing the time spent in render from 39.49 ms to 15.92 ms. This reduction is primarily 

due to the aggressive pruning of tile–Gaussian pairs, which lowers the number of primitives 

processed in subsequent rasterisation stages, i.e. sorting and render.

The additional pruning logic introduces a modest overhead of approximately 1 ms in 

duplicate_with_keys. However, this cost is negligible compared to the downstream savings 

achieved by reducing the working set size.

Table  5.4 corroborates this observation, showing that the optimisation yields an average 

speedup of 2.19x relative to the previous iteration.

Table 4:  Kernel runtime (ms) before and after applying AccuTile for tile–Gaussian intersection.

Projection 𝟎° 𝟑𝟎° 𝟒𝟓° 𝟔𝟎° 𝟗𝟎° 𝟏𝟐𝟎° 𝟏𝟑𝟓° 𝟏𝟓𝟎° 𝟏𝟖𝟎° Average

Before 54.1 54.32 55.17 55.27 56.11 57.03 57.38 58.73 58.28 56.26 ± 1.68

After 24.73 23.85 24.95 25.09 27.03 26.09 26.3 26.8 26.62 25.72 ± 1.1

Speedup 2.19 2.28 2.21 2.2 2.08 2.19 2.18 2.19 2.19 2.19 ± 0.05

5.4 Limitations

Even after implementing the final iteratinon of the algorithm, some limitations still remain.

5.4.1 Sorting and binning overhead
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Figure 5.10:  An overview of the 3DGS rendering pipeline. The sorting step is necessary to convert the 

Gaussian→Tile mapping to Tile→Gaussian mapping. Courtesy: Sort Free Gaussians [12].
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Although the proposed implementation removes explicit depth sorting, the method still inherits 

a strctural sorting step from 3DGS as shown in Figure 5.10. In tile-based rasterisation, Gaussians 

are first assigned to screen-space tiles. This typically requires sorting or reordering primitives and 

computing prefix sums to determine tile ranges before rasterisation.

While this operation is parallelisable on the GPU, it introduces non-negligible overhead and 

additional memory traffic, particularly for large numbers of Gaussians or high-resolution projec

tions. Thus, even without depth ordering, a global reorganisation of primitives per view remains 

necessary.

Recent work such as Sort-free Gaussian Splatting via Weighted Sum Rendering [12] suggests 

alternative accumulation strategies that reduce or remove sorting-based dependencies. Adapting 

similar ideas to this work may further improve scalability.



6
Results

Table 6.1 shows the kernel runtimes for each iteration of the voxel-based renderer, along with the 

average runtime and speedup compared to the baseline. The results indicate that each optimisation 

step contributed to a significant reduction in rendering time, culminating in a final speedup of 

approximately 316x compared to the original baseline implementation. As shown in Figure 6.1, the 

presented algorithm also outperforms the state-of-the-art TIGRE implementations, with a 10.07x 

speedup when compared to its Siddon implementation and a 7.75x speedup when compared to 

its interpolated algorithm with an accuracy of 0.5 voxels per sample34. Moreover, the presented 

algorithm allows rendering of volumes 4 times larger than what TIGRE does by using a LUT.

Table 1:  A summary of kernel runtimes (ms) of various projection angles and speedup for each iteration.

Iteration 𝟎° 𝟑𝟎° 𝟒𝟓° 𝟔𝟎° 𝟗𝟎° 𝟏𝟐𝟎° 𝟏𝟑𝟓° 𝟏𝟓𝟎° 𝟏𝟖𝟎° Average Speedup

TIGRE 

(Siddon)

22.65 36.63 41.54 36.16 23.15 36.25 38.38 36.6 22.65 32.67 ± 7.57 N/A

TIGRE 

(Interpolated)

24.97 25.05 25.08 25.1 25.05 25.09 26.1 25.05 24.97 25.16 ± 0.36 N/A

Baseline 931.88 1132.57 1148.59 1102.2 796.03 1098.41 1147.19 1112.56 777.27 1027.41 ± 151.33 N/A

Move tiling 

logic to CUDA

46.66 68.99 71.79 68 46.52 67.99 71.79 68.98 46.66 61.93 ± 11.57 16.74 ± 1.27

Use FP32 

numbers

4.21 5.65 5.85 5.59 4.16 5.58 5.85 5.64 4.21 5.19 ± 0.76 11.85 ± 0.55

Reduce 

branching

2.66 3.31 3.9 3.27 2.64 3.27 3.4 3.31 4.19 3.33 ± 0.5 1.58 ± 0.23

Use LUTs 2.77 3.47 3.57 3.42 2.74 3.43 3.57 3.47 2.77 3.24 ± 0.37 1.03 ± 0.18

34Subsequent discussions only consider the Siddon algorithm from TIGRE since it algorithmically similar to the 
voxel rendering algorithm in this thesis. Additionally, the interpolated variant is not a fair comparison since it does 
not work with LUTs and also trades off image quality for render times through the accuracy parameter.
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Figure 6.1:  Comparing our voxelised algorithm with the state of the art implementation: TIGRE.

Table 2:  Image fidelity metrics compared to the baseline and TIGRE.

Projection 

(°)

0 ° 45 ° 90 ° 135 ° 180 °

TIGRE (Sid

don)

Our algo

rithm

SSIM 1.00 1.00 1.00 1.00 1.00
PSNR 86.78 dB 75.69 dB 85.62 dB 76.29 dB 86.01 dB

Table 6.2 shows that the proposed voxel rendering algorithm achieves image quality equivalent to 

TIGRE, the state of the art, as indicated by an SSIM of 1 (structurally identical images) and PSNR 

values well above 45 dB, which corresponds to excellent visual fidelity.
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Figure 6.2:  Comparing our GMM algorithm with the state of the art implementation: R2 Gaussian.

On the Gaussian side of things, the results are also promising. As shown in Figure  6.2, our 

implementation of the R2-Gaussian algorithm achieves real-time performance on the trained skull 

model, with frame rates in the 40 FPS regime, which is a 2.88x improvement over the reference 

implementation, as shown in Table 6.3. The use of Gaussian primitives allows for a more compact 

representation of the volume, reducing memory bandwidth requirements and enabling faster 

rendering.

Table 3:  A summary of kernel runtimes (ms) for different stages of the GMM rendering pipeline for each 

optimisation.

Iteration Preprocess DuplicateWithKeys Sorting Render Total

R2 Gaussian (Baseline) 0.1 18.02 12.26 40.01 70.99

Remove depth sorting 0.09 15.42 12.2 39.49 67.82

Coalesce DuplicateWith

Keys

0.09 1.74 12.17 39.49 54.1

Use AccuTile 0.12 2.35 6.09 15.92 24.73

As shown in Figure 6.2, GMMs eliminate the pronounced view-dependent runtime skew observed 

in the voxel-based implementation. The voxel renderer exhibits significant angle-dependent varia

tion, with projections near 90° taking considerably longer due to increased voxel–ray intersections 

and reduced memory coherence. In contrast, the Gaussian representation yields nearly uniform 

rendering times across projection angles, as the workload depends on a fixed set of primitives rather 

than direction-dependent grid traversal.

This is achieved while providing an approximately 26x compression ratio compared to the 

original dense voxel grid, substantially reducing memory bandwidth requirements and contributing 

to the overall performance gains.

The optimisation techniques introduced in this work, that is, coalescing duplicate_with_keys, 

removal of depth sorting, and tighter tile–primitive intersection testing, are not limited to a single 
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implementation. They directly apply to related Gaussian-based frameworks such as X-Field [5] and 

Radiative Gaussian Splatting [38], which share similar rendering pipelines.

Table 4:  Image fidelity metrics comparing TIGRE with our GMM algorithm.

Projection 

(°)

0 ° 45 ° 90 ° 135 ° 180 °

TIGRE (Sid

don)

Our algo

rithm

SSIM 0.87 0.84 0.86 0.86 0.84
PSNR 24.07 dB 24.04 dB 22.28 dB 22.81 dB 22.66 dB

Table 5:  Image fidelity metrics comparing the final GMM algorithm with R2 Gaussian.

Projection 

(°)

0 ° 45 ° 90 ° 135 ° 180 °

R2 Gaus

sians

Our algo

rithm

SSIM 1.00 1.00 1.00 1.00 1.00
PSNR 71.00 dB 71.67 dB 71.79 dB 72.02 dB 71.67 dB

Table 6.4 compares renders produced by the proposed Gaussian-based renderer with those gener

ated by TIGRE. The quantitative metrics indicate a reduction in fidelity in this direct comparison, 

confirming the presence of a quality gap relative to the voxel-based reference.

To assess whether this loss originates from the rendering implementation itself, the proposed 

renderer is additionally compared against the baseline R2-Gaussian implementation (see Table 6.5). 

In this case, no measurable difference is observed: SSIM = 1 and PSNR values well above 45 dB 

indicate structurally identical images and excellent numerical agreement. This demonstrates that 

the proposed renderer introduces no additional fidelity loss beyond that inherent to the trained 

Gaussian model.
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The R2-Gaussian paper [9] reports SSIM values of approximately 0.959 and PSNR values of 

38.88 dB for models trained on synthetic datasets with 75 views, indicating that reconstruction 

quality depends strongly on training configuration. The observed fidelity gap relative to TIGRE can 

therefore be attributed to the limitations of the trained Gaussian model and may be reduced through 

improved training strategies, increased view coverage, or enhanced optimisation procedures.



7
Conclusion

7.1 Addressing the research questions

The research questions posed in Section  1.3 aimed to evaluate both the feasibility and broader 

impact of GPU-accelerated X-ray simulation. Based on the results presented in this thesis, they can 

now be addressed as follows.

7.1.1 What maximum performance can be achieved when porting the 

existing CPU-based X-ray simulation algorithm to the graphics processing 

unit (GPU)?

(a) CUDA Tiling; FP32 (green) operations are memory bound but FP64 (yellow) operations are 

compute bound.

(b) Use LUTs The kernel is only having FP32 operations and is compute bound.

Figure 7.1:  Roofline charts for initial and final iterations showing rooflines for FP32 (higher) and FP64 

(lower).

72
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Porting the voxel-based ray traversal algorithm from CPU to CUDA resulted in an acceleration of 

approximately 317x over the single-core baseline. At typical projection resolutions, the implemen

tation achieves more than the requirement for real-time performance, even outpacing the state of 

the art forward projection algorith TIGRE by ≈ 10x.

Importantly, this acceleration was achieved without modifying the physical image formation 

model. The discrete voxel traversal and Beer-Lambert attenuation formulation were preserved, 

yielding numerically equivalent results up to floating-point precision differences. The observed 

performance gain therefore reflects architectural acceleration rather than approximation.

As shown in Figure 7.1, Nsight Compute profiling indicates that kernel execution lies in the 

compute-bound region of the roofline model. However, achieved memory throughput reaches only 

a small fraction of the device peak. This discrepancy arises from irregular, view-dependent voxel 

access during ray traversal, which prevents effective memory coalescing. As a result, performance 

is limited by inefficient global memory transactions and memory access latency. Consequently, 

further low-level tuning yields diminishing returns without altering the underlying data access 

pattern.

7.1.2 What are the bottlenecks this approach suffers from, and how can 

better algorithms be designed to alleviate them?

Figure 7.2:  Truncated view of the warp state statistics from Nsight Compute showing the number of cycles 

per instruction the state the warp was in.

Performance analysis indicates that the dominant limitation arises from irregular global memory 

accesses caused by ray-dependent voxel traversal. These accesses introduce latency due to reduced 

coalescing. Since this behaviour is intrinsic to ray-based traversal, it cannot be fundamentally 

eliminated within the current representation.

Alternative plane-wise attenuation accumulation schemes were attempted to improve memory 

coherence. However, these approaches required usage of shared memory which hurt the occupancy, 

and resulted in approximately 20x slower execution.

Although the kernel exhibits high ALU pipeline utilisation, the warp state statistics in 

Figure 7.2 show that warps are not stalled by pipeline back-pressure. The kernel therefore remains 

compute-bound, with latency largely hidden by available parallelism.

Given these structural characteristics, further performance gains are unlikely to result from 

incremental kernel refinements alone. Instead, representational changes that improve traversal 

coherence or reduce per-ray work appear more promising.

Two algorithmic directions emerge:

Hierarchical sparse voxel representations (e.g., NanoVDB [56] with HVDB path traversal) to 

enable empty-space skipping and reduce unnecessary traversal.
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Continuous Gaussian mixture representations to replace discrete voxel stepping with analytic 

primitive evaluation.

7.1.3 What are the trade-offs for each approach in terms of performance, 

memory usage, and visual fidelity?

The voxel-based representation offers:

Exact correspondence to discretised CT data

Direct physical interpretability

No preprocessing or training requirement

However, it requires dense memory storage, high bandwidth, and exhibits projection-angle-depen

dent runtime skew.

The Gaussian mixture representation achieves approximately 26x compression on the skull 

dataset while maintaining high visual fidelity. Rendering times become more consistent across 

projection angles, and optimisations such as coalesced output writes and AccuTile pruning substan

tially reduce kernel runtime.

The trade-offs include:

Additional preprocessing or training cost

Approximation error dependent on mixture complexity

Increased implementation complexity

Overall, the voxel method remains preferable when exact discretised fidelity is mandatory. The 

Gaussian representation is advantageous when scalability, memory efficiency, and architectural 

alignment with modern GPU hardware are primary concerns.

These results demonstrate that substantial performance gains arise not only from accelerating 

existing kernels, but from selecting representations that reduce memory pressure and increase 

arithmetic intensity.

7.2 Contributions

The main contributions of this thesis can be summarised as follows:

A GPU-accelerated voxel-based X-ray rendering pipeline achieving approximately 316x speedup 

over the single-core CPU baseline while preserving numerical fidelity.

A detailed performance analysis demonstrating that voxel-based simulation is fundamentally 

memory-bound, with global memory bandwidth and irregular access patterns constituting the 

primary bottlenecks.

The introduction of a Gaussian mixture representation for X-ray simulation, reducing the limi

tations of dense voxel storage and achieving at least ≈ 26x compression on the skull dataset with 

a minimal loss in image quality.

A GPU-accelerated rendering pipeline for GMMs that outperforms prior state-of-the-art imple

mentations by 2.88x.

A complete C++ implementation with Python bindings28, released as open source and inte

grated into industrial workflows at Philips.

With these considerations, the proposed approach may also accelerate iterative CT reconstruction, 

where forward projection accounts for a substantial fraction of runtime. Any improvement in 

forward model efficiency therefore directly reduces overall reconstruction time.
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7.3 Conclusion and outlook

This thesis demonstrates that substantial performance gains in X-ray simulation can be achieved 

through both architectural acceleration and representational redesign. The voxel-based CUDA 

implementation establishes a strong real-time baseline, but profiling shows that it is fundamentally 

memory-bound, limiting further gains from low-level kernel optimisation alone.

For voxel rendering, the most immediate improvement lies in adopting sparse hierarchical 

structures such as NanoVDB [56] with HVDB traversal. Since memory bandwidth and unnecessary 

voxel accesses were identified as the primary bottlenecks, enabling empty-space skipping via hier

archical traversal represents a clear low-hanging optimisation that could yield significant additional 

speedups with moderate implementation effort.

The Gaussian mixture representation explored in this work highlights a complementary 

direction: improving performance through more efficient scene representations. By replacing dense 

grid traversal with analytic primitives, rendering becomes more coherent and less view-dependent. 

Within this paradigm, integrating physically grounded formulations such as X-Field [5] represents 

the most direct next step toward more realistic rendering while retaining the performance advan

tages of primitive-based approaches.

Future work should also target the training process itself. Current Gaussian models are often 

over-parameterised; improved optimisation, pruning, or regularisation could produce leaner mod

els with lower memory and runtime costs. Additionally, GMMs demonstrated an approximately 

26x compression ratio for the skull dataset with acceptable image quality. While not yet a practical 

replacement for large-scale clinical storage, this suggests potential for compact dataset representa

tion in simulation and research contexts.

Overall, the results indicate that meaningful advances in GPU-accelerated X-ray simulation 

arise not only from faster kernels, but from choosing representations that reduce memory pressure, 

exploit sparsity, and better align with modern hardware.
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