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Abstract

Recommender systems focus on automatically surfacing suitable items for users from digital collections that
are too large for the user to oversee themselves. A considerable body of work exists on surfacing items that
match what a user liked in the past; this way, the recommender system will exploit its knowledge of a user’s
comfort zone. However, application scenarios exist in which it is explicitly important to offer the user oppor-
tunities to explore items beyond their existing comfort zones. In such cases, the recommender should include
items for which there is less existing evidence that the user will like them. This calls for the recommender to
explore to what extent a user would be tolerant to exploration.

In this thesis, we consider that different users will likely have different preferences with respect to item
exploration. We propose personalized item filtering techniques for this, modeled under a multi-armed ban-
dit framework, that consider (1) how and where exploration vs. exploitation items should be distributed in a
result overview and (2) how adventurous exploration items can be, considering a user’s general willingness to
explore and existing familiarity with item categories in the collection. We present the results of a survey and
an online quantitative experiment with 43 users of Muziekweb, a public music library that encourages taste
broadening in the Netherlands, demonstrating the effectiveness of both our proposed filtering techniques
that aim for personalized exploration.

Keywords
Recommender systems; Exploration; Personalization; Filtering; User preferences; Taste broadening; Multi-
armed bandits
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1
Introduction

In many digital multimedia consumption scenarios, the size of digital collections has grown so large that au-
tomatic filtering methods have become indispensable to users. In particular, personalized recommendations
are considered to be good means to get the right content to the right users. Many commercial recommender
applications may most obviously benefit from getting users the items they explicitly want, in a way that is
as frictionless as possible. This criterion is reflected in common success metrics, such as engagement and
click-through rates. At the same time, other scenarios exist in which a more serendipitous perspective is im-
portant, and the recommender system should assist users in broadening their horizons and making them
discover items they did not yet know they liked. Such a perspective is increasingly becoming important to the
positioning of public libraries. While online search engines may offer easy at-home access to a broader body
of information, libraries can offer users trusted, curated, and locally approachable ways to also engage with
more specialized content in the long tail.

One domain in which discovering new content (and possibly, new tastes and interests) is natural, is music.
However, a system that solely would provide items outside of a user’s known comfort zone will likely hamper
the user experience. Therefore, proposals have been presented to balance recommendations that exploit
known user preferences with recommendations that explore what acceptable recommendations may exist
beyond these known preferences [42, 54]. The exploration-exploitation paradigm has more broadly been
proposed as a means to increase utility beyond relevance, both in the recommender systems and Information
Retrieval (IR) communities [9, 36, 82].

In this thesis, we consider that different users will likely have different preferences with respect to item
exploration. Therefore, we explore exploration. That is, we try to include the user through item exploration
preferences in the algorithmic exploration process to personalize it. Also, we try to capture the preferences
through an interactive user interface. Our aims are to deal with the questions of “Where?”, “How much?”, and
“For whom?” to let the recommender explore. To this end, we will propose methodology that aims for user-
aware exploration by the recommender. The answers to these questions will benefit any recommendation
type – especially taste broadening recommendation. This chapter introduces our research in detail.

1.1. A High-Level Introduction to the Problem
Recommendation is in mankind’s nature; each conversation can lead to a recommendation. For example, if
you meet someone for the first time, during the conversation, you typically try to gather information about
the person. Based on what the person tells you, if relevant, you can do a recommendation. You could derive
familiarity and relevancy of subjects, as well as of any of their categories. Besides, to do so, you could combine
this information with the person’s appearance and body language. Conversations with someone you have
met before, are based on the same principle, but during these you can use information that you have gathered
during earlier conversations. Also, for the sake of completeness, experiences obtained during conversations
with other people can influence the recommendations you do.

A method to improve the recommendations you do in terms of diversity and novelty, is to introduce items,
during the conversation, of which you have less evidence that your conversation partner will like them. As a
result, even if the person does not like the recommended item, you learn something. Where, how much, for
whom, and when to apply this technique is not always trivial; you apply it based on your gut feeling. ‘Where’

1



2 1. Introduction

here refers to the question that, if you are recommending some set of items, where do you introduce an item
that the conversation partner will like with less certainty in your enumeration? If you rely on the method too
much, your recommendations may become unreliable, if not irrelevant. To determine the way in which you
want to apply this technique, you could inter alia take into account the person’s familiarity on the subject. For
example, imagine that you want to recommend some new movies to a movie expert; indeed, this is difficult.
For the expert you probably need to come up with a smarter way of applying this technique, than in the case
of someone with less expertise in the movie domain.

Because of the utility of recommendations and the rise of automation, recommender systems have been
introduced, motivated by the fact that they can be very powerful if fed with lots of data. Of course, building
the ‘perfect’ recommender system is at least very difficult, if not impossible. The most important characteris-
tics of recommendations through the ‘old-fashioned’ way of conversations are still applicable for automated
recommendation. During sessions with the user, recommender systems are programmed to try to gather as
much as possible user preference data to optimize their recommendations for the user on request. Gather-
ing information from verbal communication, body language, and appearance has been replaced by activity
tracking during sessions. Meeting a person for the first time, is for recommender systems referred to as the
‘cold start’ problem. Whereas you can use, for example, the person’s appearance and experience from pre-
vious conversations, a recommender system also requires some tricks to build an information foundation.
Solving the problem is, however, not trivial; it is tightly connected to the context of the recommender system.

Similarly, the technique of introducing items of which you are less certain that the conversation partner
will like them can also be applied by recommenders. Within the recommender system and IR domains, it is
actually a well-known and important method termed ‘exploration’, as mentioned at the start of this chapter.
Since where, how much, for whom, and when to apply this technique is not trivial within conversations, as
you apply it based on your gut feeling, this is at least as difficult for recommenders.

1.2. The Exploration-Exploitation Paradigm
Nowadays, it no longer comes as a surprise that the use of recommender systems cannot only be judged based
on their accuracy. In modern recommendation and IR, diversity and novelty have made their entrance for
assessing usefulness and are becoming increasingly important [20, 33, 41, 44, 69, 83]. The difference between
these two properties is subtle. Whereas diversity is the internal difference within parts of an experience,
novelty is the difference between present and past experience [69]. In IR, diversity is the need to resolve
ambiguity and novelty is the need to avoid redundancy [20]. A lack of diversity and novelty could result in a
filter bubble, which is caused by too much content personalization [61, 63]. Aside from preventing the system
to overfit, together these concepts enrich user experience, which can help to broaden the user’s horizon.
However, modelling them is not trivial, as different users perceive diversity and novelty differently. Thus, this
problem heavily depends on human-oriented involvement.

A well-established concept in recommender systems and IR that allows for increasing the use of systems
beyond relevance is the exploration-exploitation paradigm [9, 36, 54, 82]. This Reinforcement Learning (RL)
idea aims for balancing content that the user likes with high certainty (exploitation) versus content with less
certainty (exploration). Whereas exploration focuses on recommendation diversification, exploitation leads
to recommendation intensification. Without exploration, users will miss out on diverse and novel content.
On the other hand, without exploitation, users will miss out on relevant content. This balancing dilemma is
known as the exploration-exploitation trade-off [77].

In this thesis, we focus on horizon broadening recommendation, while guarding accuracy. Therefore,
we work from the exploration-exploitation paradigm. From this perspective, we interpret exploration to be
recommendation of items outside the user’s comfort zone. Similarly, we interpret exploitation to be recom-
mendation of items inside the user’s comfort zone. These interpretations will help us to set up our methods.
Moreover, we work from Multi-Armed Bandits (MABs), as these are a classical formalism for studying the
explore-exploit dilemma [77]. We elaborate on this in Section 1.5. Since exploration focuses on diverse and
novel content, exploring exploration will be worth it to improve the overall use of recommender systems.

1.3. Diving a Little Deeper
We explore exploration to make recommendation more user-aware. More specifically, we deal with the ques-
tions of where, how much, and for whom to let the recommender explore. Let’s dive a little deeper. In any
recommendation setting, we deal with a problem in which we have to generate a recommendation item result
overview (e.g., a list) of size k ∈ N. The usual procedure is to first select a candidate pool, from which items
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are chosen. As explained in the previous section, we work from the exploration-exploitation paradigm. To
illustrate, using a rather basic RL random exploration algorithm termed ε-greedy, the following procedure is
applied: given a fixed ε ∈ [0,1], generate some value p between 0 and 1 randomly. If p > ε, exploit by selecting
the best candidate from the candidate pool. Else, explore by choosing a random item from the pool (or a
totally random item). RL methods are all about finding a balance between exploitation and exploration to get
to an optimal solution.

In practice and literature, this ε is usually considered to be fixed over the result overview. In other words,
one could state that a uniform probability distribution is assumed over the result overview. In this thesis, we
research whether we can tweak the probability distribution to make it suitable to the user. This means that
we aim for personalizing the explore-exploit item placement of the output. For a list, for example, would it be
preferable to explore at the start, the end, or somewhere in between? Another example is a mosaic. We extend
this to any human-interpretable result overview. This preference could depend on the setting of the problem.
For instance, it could differ for different types of items (e.g., a song versus a movie). Figure 1.1 illustrates this,
where two users prefer different exploration values for the third position in a list.

Figure 1.1: Different Exploration Preferences of Two Users for a List of Songs From Genre x. In Reality, Users Are Not This Direct!

Moreover, the fixed parameter ε does not allow for differentiation between users. Consider Figure 1.1 and
imagine that Bob is a very adventurous person, who tries everything new that appears on his path, while Alice
is a rather conservative person, who rarely tries something new. In other words, the two users prefer different
exploration rates. This implies for Alice that the εi values that she would assign ∀i , are on average lower than
the values Bob would assign. Therefore, aside from the preferred item placement, by integrating the preferred
exploration rate, we can tweak the probability distribution further to optimize the fit.

In the context of taste broadening recommendation, we assume that a digital collection can be parti-
tioned into different categories (e.g., musical genres). Within a category, we consider two personalization
opportunities related to exploration: (1) a user’s natural willingness towards exploration, as well as (2) the
user’s familiarity with the category. The different characters of Alice and Bob illustrate the need to consider
their exploration willingness. Although Bob would be able to pick the most random exploration items that
are presented to him, Alice would only carefully pick the ones that are closest to her familiarity spectrum.
We consider that for a given user, items within a particular category can be ranked on the user’s familiarity
with them, as expressed in the form of a familiarity score. Multiple items may be equally (un)familiar to a
user; generally, the further away we will move out of a user’s existing consumption profile, the more items are
expected to be equally (un)familiar. Alice and Bob are familiar with their own ‘tip of the iceberg’ of genre x.
Imagine that this iceberg is conelike shaped. If we would merge the cones of all genres, where each cone has
some overlap with another cone, we would end up with a spherelike object that represents the entire music
domain. Such a cone is finite in volume, as there are a limited number of items that belong to a genre. The
cones of Alice and Bob are visualized in Figure 1.2a, which shows their different exploration willingness levels.

Differences in category familiarity between users call for adjusting the way in which the recommender
explores as well. Imagine that Alice and Bob have a friend called Cynthia. Cynthia is a music expert, special-
ized in genre x. Also, she is very eager to learn everything there is (left) to learn about genre x. Thus, when
compared to Alice and Bob, Cynthia already knows a lot more about items from genre x. As a consequence,
the border of her familiarity spectrum for genre x is further away. The cone of Cynthia is visualized in Figure
1.2b, which shows a different familiarity level of genre x. Therefore, from the cones of Figure 1.2, by integrat-
ing user preferences with respect to exploration willingness and category familiarity in exploration, we can
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(a) Different Exploration Willingness Levels
of Two Users.

(b) Different Familiarity Level of Genre x,
When Compared to the Users from Figure 1.2a.

Figure 1.2: In the Context of Taste Broadening, Different Exploration Willingness and Genre Familiarity Levels Between Users.

tweak the way in which we explore to optimize the fit. Note that over time, when interacting with our imagi-
nary adapted taste broadening recommender system, the borders of the familiarity spectra of Alice and Bob
grow towards Cynthia’s current border, and eventually further, in a way that is comfortable to each of them.

1.4. Motivation
The research conducted in this thesis is motivated by a user-centered and a research motive. Let’s begin with
the former motive. We stated in the previous section that we explore exploration from a user perspective to
enhance user awareness in exploration. The research is shaped by the questions of where, how much, and for
whom to let the recommender explore. Therefore, our research focuses on improving the user experience of
exploration in recommendation. This holds for any recommendation context, especially for taste broadening
recommendation, since exploration is fundamental in this context. To further explain this motive, based on
the previous section, it can be divided into two submotives.

Firstly, our research aims for an explore-exploit item placement in recommendation result overviews (e.g.,
lists and mosaics) that suits the user. It leads to result overviews where users better like the item placement of
the recommended exploitation items. Likewise, it leads to result overviews where users feel more comfortable
with the item placement of the recommended exploration items. The latter result could also yield a better
horizon broadening process. If users are in the mood to try something new, they could be more tempted to
explore when exploration items are at comfortable positions. Moreover, the placement strategy takes into
account a suitable exploration rate, so that neither too few nor too many exploration items are included.

Secondly, in the context of taste broadening recommendation, aside from a suitable explore-exploit item
result overview, our research aims for a suitable exploration approach for the user. It results in an approach
that takes into account the item category familiarity of the user. The familiarity of different users differs for
the relevant recommendation domain (e.g., movies and music) of a recommender system. This means that
some appropriate way of exploration for one user may not be equally appropriate for another. For instance,
a music expert is familiar with a relatively wider range of music genres and, for at least most genres, familiar
with a relatively larger set of songs than an average human. Therefore, when a music expert is in the mood
to broaden his/her taste, a different way of exploration is preferred. Moreover, the exploration approach
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takes into account the user’s exploration willingness, so that neither too random nor too familiar content is
explored. Based on the user-aware explore-exploit item placement and exploration approach, we see that
the main motive helps to tackle the filter bubble. This is a self-reinforcing pattern of narrowing exposure that
reduces user creativity, learning, and connection [61, 63].

Furthermore, the research motive can also be divided in two submotives. Firstly, our research contributes
to the taste broadening recommendation research field, which is relatively in its infancy [49]. Secondly, our
research contributes to the research field that studies the integration of explore-exploit strategies in ranking
approaches, which is almost an empty field [32]. In other words, this thesis enters relatively little explored
research fields, which positively affects the value of its contribution. While this is true, the fields are very much
relevant for the recommender system and IR research domains. To illustrate relevancy, this research covers
several main topics that are of interest to CHIIR, RecSys, and Special Interest Group on Information Retrieval
(SIGIR)1, based on their “Call for Contributions” pages over the last three years [2–4]. In the case of RecSys,
for example, hot topics like “Personalization” and “Novel machine learning approaches to recommendation
algorithms (e.g., RL )” are two important ones that our research covers.

1.5. Research Goal and Scope
The main research goal of this thesis is to explore exploration to deal with the questions of “Where?”, “How
much?”, and “For whom?” to let the recommender explore. Section 1.3 explained how and Section 1.4 ex-
plained why we want to achieve this. In short, we are convinced that users should have a say in how to let the
recommender explore. We study the user preference integration of explore-exploit item placement, explo-
ration, and familiarity to answer the questions of where, how much, and for whom to explore, respectively.
To do so, we aim to propose methodology that makes exploration more user-aware and design an interactive
user interface. We then aim to evaluate the methodology’s effectiveness by means of a quantitative user study.

The observant reader might have detected that Section 1.1 poses one additional question, aside from
the questions that we study. This question is about “When?” to let the recommender explore, which covers
the temporal aspect of the problem. In our research, one could change the user-aware explore-exploit item
placement and exploration approach over time. For instance, during the first sessions with a new user, the
recommender system could emphasize exploration and decrease it over time. This could be interesting, since
it could help to deal with the cold start problem. On the other hand, one could argue that, to some extent, the
temporal aspect could be taken into account by recommender system updates of the user preferences over
time. However, we will not evaluate this aspect in the thesis experiments or further investigate it, as it adds
another complexity layer. In this thesis we aim to lay the foundations for the research fields covered in the
previous section. Therefore, this aspect will be considered to be out of scope and future work.

Moreover, for the thesis experiments we choose to work from MAB-based recommender systems. How-
ever, this can be considered to be merely an implementation detail. In fact, we could have chosen any other
kind of recommender system. MABs are closely related to RL. One of the main challenges that arises in RL,
and not in other kinds of learning, is the exploration-exploitation trade-off [77]. The main reason for im-
plementing a MAB-based recommender system, is the fact that MAB serves as a natural framework for the
recommendation and personalization of content [28, 76]. When compared to RL problems, we only need one
state to do so. Yet another approach could be to apply Evolutionary Algorithms (EAs), from the evolutionary
computation domain. However, the fundamental concepts of exploration and exploitation are not that well
understood and developed for the EA domain. Besides, it suffers from some important internal weaknesses
like premature convergence and low computational efficiency – although research is done on this and im-
provements are proposed [37, 84]. Also, MAB has been studied for almost a century and picked up by a large
research community, meaning it is interesting and we relatively know a lot about the theory by now [46, 76].
A more precise description of the relation between MABs and RL is provided later, as described in Section 1.8.

1.6. Research Questions
We research exploration by the recommender system from a user perspective to make it more user-aware.
More specifically, we study the user preference integration of explore-exploit item placement, exploration,
and familiarity to answer the questions of “Where?”, “How much?”, and “For whom?” to let the recom-
mender explore, respectively. Based on this, we define the following research questions, which we refine
as we progress through the chapters.

1CHIIR, RecSys, and SIGIR are conferences that are yearly organized by ACM, which are respectively on: computer-human information
interaction and retrieval, recommender systems, and information retrieval.
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RQ1 How much do users prefer our recommendations that integrate user preferences with respect to:

• explore-exploit item placement;

• exploration; and

• familiarity?

RQ2 How do the preferences of RQ1 individually contribute?

RQ3 Where do users draw the line between items fit and unfit for broadening their horizon from our recom-
mendations?

To help answer the research questions and structure the thesis, we define the following subquestions:

Q1 What state-of-the-art methods have already been proposed to integrate user preferences in recom-
mender systems and how do they work?

Q2 Based on the state-of-the-art literature about MAB-based recommender systems, how does exploration
work with MABs?

Q3 How do we integrate user preferences with respect to explore-exploit item placement, exploration, and
familiarity in exploration?

Q4 How do we design and set up our experiments to answer our research questions?

Q5 How can the effectiveness of our proposed methodology be evaluated?

To each of these subquestions we dedicate a chapter, which further breaks down its question and answers it.

1.7. Muziekweb
At the start of this chapter, we sketched how the assisting ability of recommenders in broadening the users
their horizons and making them discover items they did not yet know they liked, becomes increasingly im-
portant to the positioning of public libraries. Muziekweb is aware of this perspective and takes a leading role
in encouraging music taste broadening in the Netherlands. The public music library is part of the Centrale
Discotheek Rotterdam (CDR) and has since 1961 built a collection of 600,000 CDs, 300,000 LPs, and 30,000
music DVDs [56]. Items from its collection are catalogued and can be borrowed both physically at the library
and virtually through its website. Its website is a source of information about music that has been released in
the Netherlands during the past fifty years. This digital information has been gathered by processing the mu-
sic collection. Muziekweb’s primary mission, since 1961, is “to make it possible to expand taste and musical
development for everyone in the Netherlands” [57]. Indeed, its mission perfectly fits the motivation of this
research (see Section 1.4). Therefore, we decided to team up for the thesis experiments. The nature of this
cooperation is strictly scientific.

Over the years, Muziekweb shifted the focus of its main task from lending out LPs to maintaining and de-
veloping its digital services. Nowadays, Muziekweb offers three main ‘Explore’ features on its website to assist
users in broadening their tastes. Each feature has been composed by music experts of Muziekweb. Supple-
mentary to the following explanation, Appendix B contains impressions of the features. With Muziekweb
Intro’s, users can make ‘exploration journeys’ to 100 different music genres [59]. Each of these journeys in-
troduces the user to a specific music genre through a slide show containing plenty of relevant songs. Besides,
with Muziekweb Playlist, users can broaden their music tastes around specific themes through composed
playlists, like travel or feel good music [60]. Such playlists are added on a regular basis.

Moreover, Muziekweb’s third Explore feature is automated music advice generation [58]. With this feature,
users can request artist advice by providing several artist names, or music album advice by proving several
album names. The latter recommendation setting is most interesting for our thesis experiments, as it involves
music recommendation in a taste broadening setting. Figure 1.3 provides an impression of Muziekweb’s
albums advice generation page. The recommender system of this page accepts at least three input albums
and, based on these, generates an output advice, which is presented as a 2-dimensional album mosaic. The
user can use a slider to indicate the preferred popularity of the albums. This is an interesting feature for our
research, as it is an explicit way for users to indicate their preference with respect to music album exploration.
The recommender itself is not yet mature. The recommendations are determined using a greedy algorithm
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Figure 1.3: Muziekweb’s Album Advice Generation Page.

that works with the album borrowing data and takes into account the album popularity preference. We will
use the ideas of the slider and the 2-dimensional mosaic as inspiration for our experiments.

To support the experiments, Muziekweb provided a sufficient part of its data, an unlimited number of API
requests, and special API access. The provided data was allowed to be used for the developed recommender
system and, to a certain level, to be displayed during the experiments. Furthermore, Muziekweb promoted
the research through its homepage and social media to encourage its users to participate in the experiments.
Also, the music genre experts working at Muziekweb offered their knowledge and participation.

1.8. Thesis Outline
To complete the research introduction, this section provides an outline of the rest of the thesis report. The
following enumeration defines the goal of each upcoming chapter:

• Chapter 2 presents work related to integrating user preferences in recommender systems;

• Chapter 3 explains how exploration works in the MAB framework;

• Chapter 4 covers our developed filtering methodology to make exploration more user-aware;

• Chapter 5 presents the experiments that have been conducted in cooperation with Muziekweb;

• Chapter 6 presents and discusses the experiment results to evaluate our proposed methodology; and

• Chapter 7 concludes the thesis by answering the research questions, summarizing the contributions,
and presenting future work directions.

To support these chapters, several appendices have been added. Therefore, throughout the thesis report,
we will refer several times to these appendices.

• Appendix A contains a paper created based on this thesis and submitted to SIGIR ’20;

• Appendix B contains impressions of Muziekweb Explore features;

• Appendix C covers the technologies used to set up the Exploration Explorer website;

• Appendix D contains a walkthrough of Exploration Explorer; and

• Appendix E contains the research approval by TU Delft’s Human Research Ethics Committee (HREC),
considering our thesis experiments.

For acronyms and technical jargon, the reader is referred back to page xv. Note that acronyms are only
written in full the first time that they are introduced in the thesis report.



(This page has been intentionally left blank.)



2
Related Work

Knees et al. (2019) conclude their literature review on user awareness in music recommender systems with
the following statement: “User awareness is an essential aspect to adapt and balance systems between ex-
ploitation and exploration settings and not only identify the ‘right music at the right time’, but also help in
discovering new artists and styles, deepening knowledge, refining tastes, broadening horizons — and gener-
ally be a catalyst to enable people to enjoy listening to music.” [42]. This conclusion directly motivates the
need for our research in the music domain and indirectly in any item domain.

In this chapter, we cover related work to present state-of-the-art methods that have been proposed to
integrate user preferences in recommender systems. Section 2.1 covers work that discusses how to describe
users to integrate user preferences in recommender systems. Section 2.2 then covers work related to explore–
exploit item placement. State-of-the-art work related to the MAB framework is covered in Section 2.3. Finally,
Section 2.4 discusses evaluation for user-aware exploration.

2.1. Describing Users
In this thesis, we consider user preferences with respect to exploration by recommender systems. In general,
the question of how to describe users to serve them for recommendation has been widely studied. By means
of a literature review, Laplante shows in the music domain that there are associations between music pref-
erences and demographic characteristics, personality traits, personal values, and beliefs [45]. By exploiting
these for recommender system design, one could improve the prediction ability of recommender systems
[81]. Each of the aforementioned human factors has been shown to be a valid construct to describe people
in psychology [45]. Based on state-of-the-art literature on recommendation, the focus has been so far on the
development of personality-based systems [53, 69].

A widely accepted theory to describe personality in psychology is the five-factor OCEAN model [23]. Table
2.1 shows the five factors that it establishes. These can be assessed explicitly, using questionnaires for which
a five-point Likert scale is often used, or implicitly, by means of data analysis [22]. Cantador et al. use the
model to study the relations between personality types and user preferences in movies, TV shows, music, and
books [17].

Schwartz proposes a model to describe values [74]. Roccas et al. relate the factors to personal values [71].
They conclude that the relations found help to clarify some issues regarding the meaning of the factors, which
were previously debated. Furthermore, their findings support the idea that the influence of values on behav-
ior depends more on cognitive control than the influence of traits. Using Netflix data, Golbeck and Norris are
the first to apply the model to relate personality with movie rating and viewing history [31]. Adamopoulos and
Todri automatically infer personality traits, needs, and values from social media content and build different
recommender system models [5]. Using Amazon data, they find that the under-explored models of needs and
values result in an improved predictive performance when compared to the more popular five-factor model.
Manolios et al. (2019) hypothesize that value awareness in recommendation could especially be of interest
for broadening the user’s horizon, as it challenges the user to look beyond what is intuitively preferable [53].
Whereas personality defines who people are at the present moment, personal values define who people want
to be in the future. Based on a qualitative study, they conclude that openness to change, self-transcendence,
and self-enhancement were the values that appeared most frequently.

9
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Table 2.1: The Five Factors From the Five-Factor OCEAN Model

Factor Range Reflects a person’s tendency to

Openness from cautious/consistent intellectual curiosity, creativity, and preference
to curious/inventive for novelty and variety of experiences

Conscientiousness from careless/easy-going show self-discipline, aim for personal achievements,
to organized/efficient and to have an organized and dependable behavior

Extraversion from solitary/reserved seek stimulation in the company of others
to outgoing/energetic and to put energy in finding positive emotions

Agreeableness from cold/unkind be kind, concerned, truthful,
to friendly/compassionate and cooperative towards others

Neuroticism from secure/calm experience unpleasant emotions and refers to the
to unconfident/nervous degree of emotional stability and impulse control

Based on these works, we conclude that certain traits and values relate to exploration by recommender
systems, and thus will be relevant in assessing to what degree a user will be inclined towards exploration. To
us, the most important personality trait is ‘openness to experience’ (see Table 2.1) [23] and the most important
personal value is ‘openness to change’ [74].

2.2. Explore–Exploit Item Placement
Although explore–exploit strategies are widely researched in sequential contexts, their integration in ranking
approaches is almost an empty field, according to Guillou (2016) [32]. To date, not much has changed since
then. Therefore, we contribute to a rather unexplored research area. The most notable work on personalized
ranking is by Rendle et al., which presents from a Bayesian analysis a generic optimization criterion BPR-
OPT for Bayesian Personalized Ranking (BPR) [68]. Also, it presents a generic pairwise learning algorithm for
optimizing models with respect to BPR-OPT.

Hofmann et al. are the first to propose methodology for pairwise and listwise online learning to rank
that balances exploration and exploitation by recommender systems in implicit feedback settings [36]. Their
methodology is inspired by the ε-greedy algorithm. In their pairwise approach, they generate an exploitative
and an exploratory list. For each rank, their algorithm picks the corresponding item from the exploratory
list with a fixed probability ε. Else, it picks the corresponding item from the exploitative list. In their listwise
approach, they introduce a probabilistic interleave comparison function to allow Dueling Bandit Gradient
Descent to learn a ranking function that balances exploration and exploitation. Radlinski et al. are the first to
propose methodology to learn diverse rankings online based on clicking behavior [66]. They propose a greedy
algorithm and an algorithm that uses a MAB on each rank, where each MAB instance is treated independently.
Only the MAB that corresponds to the clicked item is updated.

Deep learning approaches have recently been applied to personalize ranking. He and McAuley work upon
Rendle et al.’s work to propose Visual BPR, a scalable method that incorporates visual features extracted from
product images into matrix factorization to uncover what visually most influences people’s behavior [34].
Their model is trained with BPR using stochastic gradient ascent. He et al. propose Adversarial Personalized
Ranking that enhances BPR by performing adversarial training [35]. Pei et al. propose a personalized re-
ranking model to refine the initial list that is produced by state-of-the-art learning to rank methods [64]. They
apply a Transformer network to encode the dependencies among items themselves as well as the interactions
between the user and items. Using a pre-trained embedding to learn personalized encoding functions for
different users, the performance of the re-ranking model can be further improved. Liu et al. propose a deep
generative ranking model to enhance the accuracy and generalization of recommender systems [50]. Their
experiments show significant ranking estimation improvements, especially for near-cold-start-users.

We have decided to not take a deep learning approach for our methodology. Firstly, because in our appli-
cation context, we simply will not have the amounts of data such an approach demands. Secondly, for our
purposes, where exploration vs. exploitation items are globally concentrated will be a more relevant question
than devising an explicit ordered ranking of these items. In other words, we do not optimize against a spe-
cific ranking criterion, hence we speak of item ‘placement’. Instead, we want our method to find a balance
that suits the user in terms of the exploration–exploitation trade-off. For our item placement strategies, we
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want to introduce an exploration gradient over the result overview that behaves like the user wishes. This is
strengthened by user experience constraints of Muziekweb; music album suggestions will be presented in a
2-dimensional mosaic, rather than a 1-dimensional ordered list. Therefore, we have decided to stay close to
reinforcement learning and multi-armed bandits, as these concepts are all about finding such a balance [77].

2.3. Multi-Armed Bandits
To address the exploration–exploitation dilemma, Li et al. propose an adaptive bandit clustering algorithm
that can perform collaborative filtering [48]. Efficiency is achieved through the use of sparse graph represen-
tations. McInerney et al. propose Bart for jointly personalizing recommendations and associated explana-
tions to provide more transparent and understandable suggestions to users [54]. Bart learns how items and
explanations interact within any provided context to estimate user satisfaction. Yet the authors would like
to consider different exploration methodologies for more efficient exploration by the recommender. Sanz-
Cruzado et al. propose nearest-neighbor bandits that consider users to be the arms, which can be chosen as
potential neighbors [73]. Recommendations are produced based on the advice from a neighbor of the target
user, where neighbor selection is based on a stochastic choice.

Pereira et al. propose Counterfactual Dueling Bandits (CDB) that take an online learning to rank (OL2R)
approach for sequential music recommendation suited for scarce-feedback problems [65]. CDB continuously
learns from the user’s listening feedback with a reward model that requires a single implicit feedback signal
from the user at each interaction. Wang et al. propose Document Space Projection (DSP) for OL2R to reduce
variance in gradient estimation and to improve performance [85]. They propose DSP Dueling Bandit Gradient
Descent as an example of their general method.

These recent works tackle the exploration–exploitation dilemma with fairly diverse approaches to in-
crease the use of recommender systems. Our work contributes to this with methodology that makes explo-
ration by recommenders more user-aware through integration of user preferences with respect to explore–
exploit item placement, exploration, and familiarity.

2.4. Measuring the Effect of User Awareness
To evaluate our methodology, we want to measure the effect of the increase in user awareness in our recom-
mendations. In Section 2.2, we stated that we do not want to optimize against a ranking criterion. Instead, we
want our methodology to find a balance that suits the user in terms of the exploration–exploitation trade-off.
In other words, aside from data-centric measurement, we want to measure the effect on user experience.

“Being accurate is not enough” for recommender systems, argue McNee et al. [55]. They state that rec-
ommenders should not only be accurate and helpful, but also a pleasure to use. To this end, we need metrics
that act on the recommendation result overview, instead of on the items appearing in the overview. Fazeli et
al. demonstrate that data-centric and user-centric evaluations results are not necessarily in line [24]. They
assess recommenders based on five quality metrics: usefulness, accuracy, novelty, diversity, and serendipity.
These findings reflect what we stated in Section 1.2. We take these warnings into account for the design of
our thesis experiments.
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3
Exploring (With) Multi-Armed Bandits

In this chapter, we formally introduce the MAB framework and zoom in on exploration algorithms. Section
3.1 covers key concepts in RL and Section 3.2 explains the MAB framework.

3.1. Some Notes on Reinforcement Learning
In Section 1.5, we stated that the exploration-exploitation trade-off is one of the main challenges that arise
in RL and that it makes RL different from other types of ML. In general, as an abstract definition, RL is learn-
ing what to do. In other words, it is about learning a mapping from situations to actions that maximizes a
numerical reward [77]. Given the current situation, the learning agent discovers which actions yield which
rewards by simply trying an action in the environment, which is termed ‘trial-and-error search’. This becomes
even more interesting as actions influence future actions and their corresponding rewards, which is termed
‘delayed reward’. These two terms are the most important distinguishing features of RL [77]. Indeed, it could
take a long time before the learner gets close to an optimal mapping.

With respect to the exploration-exploitation dilemma, the trade-off lies at the agent and is about the con-
cern that, on the one hand, focusing on the best options seen so far is preferable to maximize its performance
(need for exploitation), while on the other hand, focusing on the best options seen so far might make it miss
out on some better options, possibly discarded due to unlucky trials (need for exploration) [28]. In general,
it is at the core of optimal decision making under uncertainty. Also, historically related, it is at the core of the
‘sequential design of experiments’ field of the statistics domain, in which the MAB problem was originally
formulated by Thompson (1933, [79]) and Robbins (1952, [70]) [28, 77].

Aside from the agent and environment, an RL system consists of four main elements: policy π, reward
signal R, value function V , and, optionally, a model of the environment [77]. Policy π defines the learning
agent’s way of behaving at a given time step. Besides, reward signal R defines the goal in an RL problem,
where for each time step the environment sends the relevant reward to the learner. In relation to this, the
objective of the agent is to maximize the cumulative reward over the long run. Note that reward signals may
be stochastic functions of the state of the environment and the actions taken. Furthermore, value function V
specifies what is good in the long run. In other words, for a given state, it returns the best total reward obtained
by performing the best known future steps based on previously gained experience. Lastly, the model allows
inferences to be made about how the environment will behave. Models can be used for planning, as they
may be used to predict the next state and next reward. Methods for solving RL problems that use a model are
called model-based methods. Similarly, methods that do not are called model-free methods.

The rewards obtained by the actions taken for the given situations serve as evaluative feedback, instead
of instructive feedback, which again distinguishes RL from other types of ML. Whereas evaluative feedback
indicates how ‘good’ an action was, instructive feedback indicates the correct action to take, independent of
the action taken [77]. As evaluative feedback does not indicate whether the action taken was the worst or best
possible, it calls for active exploration. That is, to obtain a ‘good’ performance, a thorough search is needed.
Indeed, efficiently obtaining a performance close to the optimal one, therefore, demands a clever approach.

13
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3.2. Multi-Armed Bandits
Until now, we have been a bit vague about the precise relation between MABs and RL. The reason for this is
that literature, in general, is as well. With respect to the previous section, bandit problems could be consid-
ered as unique settings of RL problems with the argument that they only have one state. This implies that the
learner does not have to learn how to act in more than one situation. In other words, there is no need to plan
for the future [46]. Therefore, one could argue that these problems are simplified settings of RL problems [77].
However, there is no consensus in literature; there is a large body of work that considers MAB to be a domain
on its own, instead of a subdomain of RL. The main reason for this is the assumption that for a problem to
fall into the RL realm, it does require long-term planning [46]. The goal of this section is to formalize the MAB
framework, present bandit models, and explain exploration strategies.

3.2.1. A Formalization of the Basics
The term ‘multi-armed bandit’ is derived from slot machines, which are also known as one-armed bandits in
American slang. A one-armed bandit has one lever, which implies that, considering bandit problems, it has
an action set A that consists of one element. In general, for a bandit problem with a fixed number of arms,
Definition 3.1 holds. Indeed, from this we can deduce Remark 3.2. For MABs, Definition 3.3 applies [46].

Definition 3.1. A K-armed bandit problem is a bandit problem with K ∈N+ arms.

Remark 3.2. For a K -armed bandit, it holds that: |A | = K .

Definition 3.3. A multi-armed bandit problem is a bandit problem of which, aside from the fact that it has at
least two arms, the number of arms is irrelevant.

Moreover, Definition 3.4 formalizes bandit problems. To make a decision, we are primarily interested in
mean rewards {µ1,µ2, . . . ,µK } of the bandits’ reward distributions [76]. If the agent observes a reward, it does
not observe the rewards of other arms that could have been pulled. This type of feedback is known as ‘bandit
feedback’ [46, 76]. For simplicity, the rewards are often restricted to the interval [0,1]. In the most basic for-
mulation of a bandit problem, it is assumed that the arms set A is finite and the rewards are independent and
identically distributed (iid), according to an unknown law with an unknown expectation [12]. Independence
includes the independence of rewards across bandits.

Definition 3.4. In the bandit problem, a learner has access to an arms set {a1, a2, . . . , aK } that corresponds
with a set of real reward distributions {R1,R2, . . . ,RK }, where K ∈N+. The learner and the environment interact
sequentially over T ∈ N+ rounds. In each round t ∈ {1,2, . . . ,T }, the learner pulls some arm i , observes the
reward, and obtains reward Ri ,t as a result. The learner’s goal is to maximize the sum of the obtained rewards.

The objective to maximize the cumulative reward is given by Definition 3.5 [16]. To analyze the behavior
of a learner, one could look at the learner’s regret for not always behaving optimally [16]. Thus, the regret is
defined as the difference of the cumulative optimal rewards and the cumulative obtained rewards over the
time horizon. Definition 3.6 shows the relevant formula. For evaluation, expected regret E[regretT ] is often
used [16, 76]. Remark 3.7 follows from these definitions.

Definition 3.5. Given a horizon of T time steps and each time step t pulled arm It , the cumulative reward is
given by: cumulative_rewardT =∑T

t=1 RIt ,t .

Definition 3.6. Given a horizon of T time steps, an arms set of size k, and each time step t pulled arm It , the
cumulative regret is given by: regretT = maxi=1,2,...,K

∑T
t=1 RIt ,t −cumulative_rewardT .

Remark 3.7. Maximizing the learner’s cumulative reward is equivalent to minimizing the learner’s regret.

3.2.2. Bandit Models
Many bandit models have been proposed over the past few decades and each model works with a different
set of problem assumptions. The enumeration below provides an overview of the most popular bandit model
types, including their main characteristics [46] and pointers to recent applications.

• Stochastic bandits. These are the most basic bandits and assume that each action has an iid sequence
of rewards drawn from some distribution. Despite their relatively old age, researchers still come up
with inventive ways to improve them, like with protection against adversarial attacks [1, 21, 40, 51, 80].
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• Adversarial bandits [11]. These abandon almost all assumptions on how rewards are generated. The
environment is often called the adversary. Strategies include randomization to deal with the adversary.
Recent developments include the introduction of adversarial bandits with knapsack [10, 30, 38, 67].

• Contextual bandits. These include contextual information, which is dealt with by assuming that the
mean reward of an action is a function of both the action and context features. Recent developments
widely involve personalized recommendation, including fairness and explainability [39, 47, 54, 78].

Bandit models can also be non-stationary, which implies that the mean rewards of the arms change over
time [29]. This can be the case for stochastic bandits as well, which assume stationarity by default [8]. More-
over, although the models above all work with a finite set of arms, there are also models that work with an
infinite amount of arms. These may seem unattractive, as the term ‘infinite’ is often associated with ‘in-
tractable’. However, continuum-based bandits do so and, in fact, work with continuously many arms [6].
Here, the set of arms is A = [0,1] and expected rewards µ(·) satisfy the following Lipschitz condition:

|µ(a)−µ(b)| ≤ L · |a −b| ∀a,b ∈A ,

given a Lipschitz constant L. The Lipschitz condition is what makes them tractable. Such bandits are part of
the Lipschitz bandits, which make no assumptions on the metric and allow for A to be a finite set [52].

Furthermore, several bandit models have recently been proposed that are gaining popularity, namely:

• Combinatorial bandits (2010) [19, 26, 62]. These demand the agent at each time step to choose multiple
discrete variables, instead of a single one. Each arm represents a possible combination of the values.
The number of arms to choose from is exponential in the number of variables.

• Dueling bandits (2012) [87]. These introduce the notion of relative feedback, where at each time step the
agent chooses two arms. The feedback is a binary value that indicates which arm returned the highest
reward. Researchers have recently translated existing algorithms for dueling bandits [27, 43, 86, 88, 89].

• Collaborative bandits (2016) [48]. These were also covered in Section 2.3. They extend contextual ban-
dits to try to find preference related patterns, like collaborative filtering methods aim for. These bandits
use adaptive clustering procedures at both the user and the item sides.

Another important bandit is the Bayesian bandit, for which the popular Thompson Sampling method can
be applied [75, 79]. We explain this method in the Subsection 3.2.4. These bandits extend stochastic bandits
with the Bayesian assumption. This is the assumption that the problem instance I is drawn initially from
a known distribution P, which is called the Bayesian prior [76]. Considering Definition 3.6, the goal of these
bandits is to optimize the Bayesian regret, which starts from the expected regret:

bayesian_regretT = E
I∼ P

[E[regretT |I ]]

3.2.3. Choosing the Right Bandit

“Your assumptions are your windows on the world.
Scrub them off every once in a while,

or the light won’t come in."

— Isaac Asimov

Although the preceding quote was originally used in a different context, it is applicable to choosing a
bandit model for a given problem as well. In practice, problems can be dynamic, which implies that holding
on to assumptions can be unrealistic. As seen in the previous subsection, many different types of bandit
models exist, each built on a different set of assumptions.

Given a problem, a model can fail in two fundamentally different ways [46]. It can be too specific; that is,
it makes assumptions that together are too strict and thus detach the model from reality, causing a mismatch
in actual and predicted performance. On the other hand, it can be too general; that is, the assumptions of the
model are too loose, which hurts the performance. A ‘good’ model should be somewhere in between, making
assumptions that are specific for the problem, yet not too specific such that variance is allowed for.

One should also note that not all assumptions made by a model are equally important. For example,
stochastic bandits assume that the mean reward of an arm does not significantly change over time, if not
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change at all. Also, they assume that rewards are drawn from an arm-dependent probability distribution.
The former assumption is much more significant than the latter for the performance. Therefore, even though
a model makes an assumption that is not in line with the problem, it may still be an appropriate model, if the
assumption is not too important and other assumptions are.

To summarize, choosing the ‘right’ bandit is not trivial. However, in general, we should not worry too
much about finding the perfect bandit model. To quote statistician George E. P. Box: “All models are wrong,
but some are useful”. In other words, we should pick the models that seem most useful. Therefore, before
trying a bandit model, a careful analysis of the problem already gives a head start.

3.2.4. Exploration Strategies
Like there are many proposed bandit models, many bandit algorithms have been proposed to deal with the
exploration-exploitation trade-off. We cover the most popular ones in this subsection. One could perform
no exploration at all; however, this is the most naive approach. In general, one could argue that there are two
types of exploration strategies: random exploration and uncertainty-based exploration.

There also exist exploration algorithms that perform exploration and exploitation in phases. Such algo-
rithms usually explore in the exploration phase by trying all arms at least once. For instance, the Explore-
First algorithm, as the name suggests, first explores during a fixed number of rounds and then exploits in
the remaining rounds. However, the performance of this method is rather bad, as its performance in the
exploration phase is bad. In general, such methods are hardly ever used, because it is usually better for the
performance to spread exploration over time.

Random Exploration
In Section 1.3, we informally explained the ε-greedy algorithm, which is an algorithm that spreads exploration
over time. This is a random exploration method, as it explores with probability εt , given time step t . Algorithm
1 formally defines the method, where each εt ∈ [0,1] and T is defined as in Subsection 3.2.1.

Algorithm 1 ε-greedy

1: function epsilon_greedy(ε, T )
2: for each time step t = 1,2, . . . ,T do
3: Toss a coin with success probability εt

4: if success then
5: Explore: pull an arm uniformly at random
6: else
7: Exploit: pull the arm of the action with the highest obtained average reward

For adversarial bandits, the simplest algorithm is Exponential-weight algorithm for Exploration and Ex-
ploitation (Exp3) [13], for which a family of variant algorithms is proposed. It is given by Algorithm 2, where
γ ∈ (0,1], and K and T are defined as in Subsection 3.2.1. This method is a random exploration method too
and a variant of the popular Hedge algorithm for dynamic resource allocation [25]. Based on the probability
mixtures, Exp3 explores uniformly randomly with probability γ. Moreover, it exploits with probability 1−γ,
where it prefers arms with high weights. If the reward is received, the weights are updated accordingly. The
method assigns significantly higher weights to arms that were pulled and obtained relatively high rewards.

Algorithm 2 Exp3

1: function exp3(γ, K , T )
2: Initialize wi (1) = 1 for i = 1,2, . . . ,K
3: for each time step t = 1,2, . . . ,T do
4: pi (t ) = (1−γ) wi (t )∑K

j=1 w j (t )
+ γ

K for i = 1,2, . . . ,K

5: Draw action it randomly accordingly to the probabilities p1(t ), p2(t ), . . . , pK (t )
6: Receive reward xit (t ) ∈ [0,1]
7: for each action j = 1,2, . . . ,K do

8: x̂ j (t ) =
{ x j (t )

p j (t ) , if j = it

0, otherwise
9: w j (t +1) = w j (t )exp(γx̂ j (t )/K )
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A simple algorithm for contextual bandits is Exponential-weight algorithm for Exploration and Exploita-
tion using Expert advice (Exp4) [13, 46], for which a family of variant algorithms is proposed as well. As the
name suggests, it extends the Exp3 algorithm, namely with expert advice. In general, these experts could
represent simple decision rules and, depending on the context, could be literal human beings [18]. The pseu-
docode is given by Algorithm 3, where N ∈ N+ is the number of experts and γ, K, and T are the same as in
Exp3. Also, y(t ) ∈ [0,1]N is the vector that corresponds to the gains of the experts. No assumptions are made
about the quality of the experts beforehand, as line 2 of Algorithm 3 shows. As in Exp3, Exp4 explores uni-
formly randomly with probability γ and exploits with probability 1−γ. However, for exploitation, it is not
the actions that compete, but the experts. The algorithm exploits with a preference towards the advice of
the experts that are assigned the highest weights, which for each iteration are updated based on the experts’
performances with respect to the drawn action. The most simple expert is the uniform expert, which always
assigns a uniform weight to all actions.

Algorithm 3 Exp4

1: function exp4(γ, K , T , N )
2: Initialize wi (1) = 1 for e = 1,2, . . . , N
3: for each time step t = 1,2, . . . ,T do
4: Get advice vectors ξ1(t ), ξ2(t ), . . . , ξN (t )
5: Set Wt =∑N

i=1 wi (t )

6: Set p j (t ) = (1−γ)
∑N

i=1

wi (t )ξi
j (t )

Wt
+ γ

K for j = 1,2, . . . ,K
7: Draw action it randomly accordingly to the probabilities p1(t ), p2(t ), . . . , pK (t )
8: Receive reward xit (t ) ∈ [0,1]
9: for each action j = 1,2, . . . ,K do

10: x̂ j (t ) =
{ x j (t )

p j (t ) , if j = it

0, otherwise

11: for each expert e = 1,2, . . . , N do
12: ŷe (t ) = ξe (t ) · x̂(t )
13: we (t +1) = we (t )exp(γŷe (t )/K )

Uncertainty-Based Exploration

The previous three presented popular algorithms explore uniformly randomly, which gives us the opportunity
to try out options that we do not know much about. However, it is possible that we end up exploring an item
that we already explored in a previous round and turned out to yield a low reward. There are multiple ways
to prevent this kind of inefficient exploring. One way is to decrease ε over time. Another is to prefer actions
for which we have not obtained a confident value estimation yet. Therefore, in the latter approach, we prefer
exploration of actions with a strong potential to yield high, if not optimal, rewards.

The Upper Confidence Bound (UCB) algorithm measures this potential, as the name suggests, by means
of an upper confidence bound of the true mean reward [12]. A family of UCB algorithms has been proposed,
where each algorithm member works with an upper confidence bound. That is, Xa ≤ X̂a,t +Ûa,t , where, given
action a and time step t , Xa is the true mean reward, X̂a,t is the predicted mean reward, and Ûa,t is the upper
bound. Upper bound Û is computed using the number of times that we have pulled the arm so far. If the
number of pulls increases, the upper confidence bound decreases. UCB selects an action in a greedy fashion:

at = argmax
a∈A

X̂a,t +Ûa,t .

What makes each member of the UCB family different, is the way in which it computes the upper bound Û .

The simplest algorithm member is UCB1, which is derived from index-based policies [7] and derives the
upper bound using Chernoff-Hoeffding bounds. It is given by Algorithm 4, where K and T are the same
as in the previous subsection. Also, X̂ and n contain of each action the average reward and the number of
pulls so far, respectively. We rely on Hoeffding’s inequality to make a very general estimation of each reward
distribution. However, for the sake of efficiency, we could assume a prior on the reward distribution to narrow
the estimated bound. Bayesian UCB allows for such a prior.
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Algorithm 4 UCB1

1: function ucb1(K , T )
2: Initialize X̂ by pulling each action’s arm once
3: Initialize ni = 1 for i = 1,2, . . . ,K
4: for each time step t = 1,2, . . . ,T do

5: Pull the arm of action i = argmaxaction j X̂ j +
√

2ln
∑K

k=1 nk

n j

6: Update X̂i and ni accordingly

A simple algorithm for Bayesian bandits is Thompson Sampling (TS) [46, 72, 76, 79], which employs a
policy according to its action and reward history. It is given by Algorithm 5, where T is defined as before.
Also, H contains the history of the previously performed actions and obtained rewards, and µt ∈ [0,1]K is
the sampled mean reward. For each time step t and action a, it computes the posterior probability that a
is the best action and then chooses the action with the highest mean reward. If we assume the priors to be
independent, line 5 of Algorithm 5 becomes simpler, as we then consider the posterior distribution Pa

H of
each action a separately.

Although TS is mathematically elegantly defined, its computation of and sampling from the posterior dis-
tribution may become intractable. There exist several special bandit cases that allow for a faster computation,
which relax the problem setting. Two well-known cases are the beta-Bernoulli and Gaussian bandit [46, 72].
The beta-Bernoulli bandit assumes Bernoulli rewards and the prior to be the uniform distribution on the [0,1]
interval. The posterior distribution is then the Beta distribution. Furthermore, the Gaussian bandit assumes
a Gaussian reward distribution and a Gaussian prior. The posterior distribution is then also a Gaussian. These
posterior distributions are well-known. The speed-up comes from the facts that they are easy to derive and
there exist time-efficient algorithms to sample from them.

Algorithm 5 Thompson Sampling

1: function thompson_sampling(T )
2: Initialize list H ←;
3: for each time step t = 1,2, . . . ,T do
4: Observe Ht−1 = H , for some feasible (t −1)-history H
5: Sample µt from the posterior distribution PH

6: Pull the best action’s arm according to µt
7: Update H accordingly
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Filtering Methodology

In this chapter, we propose two filtering techniques, which deal with the problem that is stated in Chapter 1.
In Section 4.1, we lay the foundations for our methodology by defining the core of recommender systems that
work from the exploration-exploitation paradigm. The two sections that follow, Section 4.2 and 4.3, present
the methods that build upon these foundations: explore-exploit item placement strategies and a user-aware
exploration algorithm, respectively. Finally, in Section 4.4, the two methods are merged to yield our taste-
broadening recommendation approach. Each of the last three sections introduces the concept, highlights
the architectural implications, provides the pseudocode, and shows time efficiency. In the presented archi-
tectures, Alice from Section 1.3 performs the role of a general user.

4.1. Starting From the Core
As an abstract starting point, we adopt Ricci et al.’s definition of recommenders: “Recommender systems are
software tools and techniques that provide suggestions for items that are most likely of interest to a particular
user” [69]. In other words, this definition assumes the recommender system to be a black box that outputs
useful suggestions to the user. For our methods, we take an RL approach, which assumes that the black box
can perform processes related to exploration and exploitation, and can seek to learn what to do with respect
to user preferences [77].

Figure 4.1 visualizes the minimal architecture of such an abstract recommender that works from the
exploration-exploitation paradigm to make a recommendation. We have not visualized further details, like
how the user’s feedback is handled, to keep the figure as simple as possible. The exploration process pro-
duces item candidates. It is an autonomous process, since it does not have any incoming arrows. The user
preferences gathered by the recommender are used as input for the exploitation process. This process is a
function that outputs item candidates that are optimal to recommend for the user, according to some score
function. The item candidates output by each of the two processes are, upon request of the user, delivered to
the explore-exploit item placement process. This process selects items from the two candidate sets, accord-
ing to some algorithm, and merges these into a single representation. This item overview is then sent to the
user. The user, in turn, interprets the representation and consumes it. The response (e.g., clicks) of the user
serves as feedback to the recommender system.

These processes together form the cycle of actions that represent the recommendation process. Each re-
quest by the user triggers an iteration of this cycle. Throughout the iterations, with some appropriate explore-
exploit balance, the recommender system improves the quality of the recommendations for the user.

For the sake of completeness, as for corner cases, this blueprint allows for each produced candidate set
to be of size zero or one. Moreover, aside from the minimal flow, it does not make any assumptions on the
underlying processes’ algorithms. This implies that the covered recommender systems could recommend
one item, as well as only explore or only exploit. Thus, this blueprint covers the core idea of any recommender
that works from the exploration-exploitation paradigm – even the extreme ones.
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Figure 4.1: The Minimal Recommendation Flow of an Exploration-Exploitation Paradigm Recommender.

4.2. Explore-Exploit Item Placement Strategies
In this section, we build forth on the recommender core that was explained in the previous section by propos-
ing explore-exploit item placement strategies. We introduce the concept in Subsection 4.2.1. Then, we de-
scribe the implication on the architecture in Subsection 4.2.2. Finally, in Subsection 4.2.3, we present the
pseudocode of our algorithm and show its time efficiency.

4.2.1. Concept
We introduce explore-exploit item placement strategies as defined by Definition 4.1. To integrate these in
a recommender system, we need to introduce an explore-exploit item placement strategy generator. The
generator takes as input user preferences with respect to explore-exploit item placement and exploration, and
outputs an explore-exploit item placement strategy that suits the user. As for ε-greedy, which was explained in
Section 1.3, one could interpret this strategy to be a sequence of ε values, where ∀i : εi is tuned using the user
preferences. The produced item placement strategy is then used to place the exploration and exploitation
candidates accordingly, which results in the recommendation. As a result of integrating the strategy, the
placement process becomes user-aware.

Definition 4.1. Explore-exploit item placement strategies are strategies to merge exploration and exploita-
tion item candidates deduced by the recommender system in a single item overview such that the explore-
exploit item placement suits the user.

4.2.2. Architectural Implication
To integrate explore-exploit item placement strategies, a strategy generator should be added to the architec-
ture. It should receive user preferences with respect to explore-exploit item placement (p) and exploration (e)
as input, such that a placement strategy can be generated from it. The generator can be part of the placement
process or a separate process that passes the strategy to the placement process. The difference is subtle; it
depends on the level of detail from which we look at it. For ease of illustration, we assume the former. The
adapted architecture that achieves this, is visualized in Figure 4.2.

Figure 4.2: Minimal Recommendation Flow to Include Explore-Exploit Item Placement Strategies.
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4.2.3. Towards an Optimal Strategy
The goal of the explore-exploit item placement strategy generator is to optimize the fit between the user’s
preferences it receives and the placement strategy it produces. Our generator takes into account user vari-
ables with respect to explore-exploit item placement and exploration rate. As a starting point, we use the
basic RL algorithm ε-greedy, as introduced in Section 1.3. Independent of the output representation, a place-
ment strategy can then be modeled using two factors: a probability distribution and a scaling factor. Whereas
a probability distribution gives shape to the model, the scaling factor corrects for the model’s emphasis to-
wards either exploration or exploitation. The scaling factor allows the area under the eventual distribution
to be unequal to one. Indeed, the model’s distribution is not necessarily a probability distribution. The indi-
vidual values that can be drawn from the distribution require to be accurate with respect to the user’s needs,
which does not introduce any restrictions on the area under the distribution. The question that then remains
is: how to determine the probability distribution and the scaling factor?

Determining the Probability Distribution and the Scaling Factor
For the probability distribution, we choose to use the multivariate skew-normal distribution, proposed by
Azzalini and Dalla Valle [15]. This is a multivariate parametric family of distributions that includes the stan-
dard normal as a special case, where the extra parameter regulates the skewness [14, 15]. This is a promising
probability distribution, as it inherently allows for ‘customizing’ the probability distribution, yet including
the standard normal distribution, to an extent that is useful for our problem. For this reason, our developed
method uses the multivariate skew-normal distribution. We term the skew-normal Probability Density Func-
tion (PDF) ‘skewnormal_pdf(x, a)’, which returns the probability of representation position-based value
x, for a skew-normal distribution skewed with parameter a.

In 1D, if the skewness value decreases, the PDF gets skewed relatively more to the left. Similarly, if it
increases, the PDF gets skewed relatively more to the right. If it is zero, the PDF is a standard normal dis-
tribution. In 2D, to realise Muziekweb’s mosaics from Section 1.7, we adopt a simplified version, namely a
skew-normal PDF over the diagonal. Figure 4.3 illustrates this. With this version, we assume that users start
to consume items at the top-left of the mosaic and proceed by moving to the bottom-right. Therefore, in the
figure, the item positions on every k-antidiagonal of the heatmaps are treated the same.

Figure 4.3: Three 3x3 Example Skewness Heatmaps.

To use the skewnormal_pdf function, we come up with a one-to-one function that maps the positions
of the representation to the range of possible x values. This mapping strictly depends on the underlying
representation that the recommender produces. The requirements of this mapping can be simplified further
for our purposes. In practice, we are only interested in representations that are discretized and either 1-
dimensional or 2-dimensional (i.e., lists or mosaics, respectively). A logical starting point for the mapping is
to map the center of the representation to the origin and respect the topological structure accordingly. There
are two reasons for doing this: (1) the standard normal distribution, which is obtained if a = 0, is symmetric
with respect to the origin and (2) the skew-normal distribution obtained using a, corresponds to the skew-
normal distribution mirrored in the y-axis that is obtained using −a. Also, to limit the range that the location
values are mapped upon, in 1D, which is in fact (−∞,∞), a rule of thumb could be to shrink it to [−4, 4] and
distribute the positions accordingly. The reason for doing this, is the fact that from very large to very small
values of a, values outside this range result in probabilities smaller than 0.027%. Note that it is a rather weak
rule of thumb, as depending on the scaling factor and the representation, a larger range might be desirable.
However, it does show the need to define a more practical range.

The parameters that remain to be determined are the scaling parameter and, to use the function, skew-
ness parameter a. These parameters are determined using the input of the strategy generator; the user pref-
erences with respect to explore-exploit item placement and exploration. The user’s preferred explore-exploit
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item placement is used to determine a. It is relatively easy to determine the sign of a, as well as whether a is
zero or non-zero. If the user prefers exploration at the start of the representation, a < 0. Similarly, if the user
prefers exploration at the end of the representation, a > 0. For exploration at the center of the representation,
a = 0. However, the precise value of the a should be tuned. To shrink the possibilities, a rule of thumb could
be to choose a ∈ [−15,15], as values outside of this range will only slightly further affect the skew-normal PDF.
Besides, the user’s preferred exploration rate is used to determine scaling parameter s, which should be tuned
as well. Trivially, the lower bound of the range of s is 0. However, there is no exact upper bound, as proba-
bilities resulting from the skew-normal PDF can be arbitrarily small. For simplicity, we assume the mappings
that compute the skewness and scaling factor to be linear. However, linearity is not a requirement.

Our Algorithm
The pseudocode of our resulting algorithm to generate explore-exploit item placement strategies is given by
Algorithm 6. Table 4.1 summarizes the notation used. Depending on the dimension of the representation, the
positions_to_pdf_input() function maps the item positions of the representation to a list of inputs for
the skew-normal PDF that respects the item position ordering. The hyperparameters are tuned beforehand
to calculate a skewness and scaling factor that suit the user. Assuming that the positions_to_pdf_input()
function runs in O(|X |) time, the algorithm runs in O(|X |) time too, as the for-loop does not exceed this bound.

Table 4.1: Explore-Exploit Item Placement Strategy Summary of Symbols

Symbol Meaning

p Explore-exploit item placement, p ∈ [0,1]
e Exploration rate, e ∈ [0,1]
a Skewness factor, a ∈R
s Scaling factor, s ∈R≥0

α1,α2,β1,β2 Hyperparameters
X List of skew-normal PDF input values
S Produced item placement strategy

Algorithm 6 Item Placement Strategy Generation

1: function generate_item_placement_strategy(p, e)
2: Initialize list S ←;
3: Determine list X ← positions_to_pdf_input( )
4: a ←α1 ·p +β1

5: s ←α2 ·e +β2

6: for i = 1,2, . . . , |X | do
7: S(i ) = s · skewnormal_pdf(X (i ), a)

8: return S

4.3. A User-Aware Exploration Algorithm
In this section, we build forth on the recommender core that was explained in Section 4.1 by proposing a user-
aware exploration algorithm for taste broadening recommendation. We introduce the concept in Subsection
4.3.1. Then, we describe the implication on the architecture in Subsection 4.3.2. Finally, in Subsection 4.3.3,
we present the pseudocode of our algorithm and show its time efficiency.

4.3.1. Concept
For taste broadening recommendation, we propose a user-aware exploration algorithm that integrates user
preferences with respect to exploration willingness and familiarity. Figure 4.4 visualizes the concept for three
different users. The figure is analogous to Figure 1.2 and is its practical version. It shows three user Familiarity
Profiles (FPs) for items that are fit for their taste broadening, which fan out in a 2D conelike shape. We assume
that a user’s exploration willingness and category familiarity will influence from what part of the FPs we can
draw recommender items. The exploration willingness and category familiarity are mapped to familiarity
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border b and exploration range r , respectively. For Alice, who is a rather conservative person, suitable items
should remain close to her existing familiarity boundaries. For Bob, who is more adventurous, we can afford
searching in a wider range. For Cynthia, who is an expert in category x, only truly unfamiliar items will
allow for exploration. Therefore, the FPs can be used to search for taste broadening items. An FP is built
and maintained based on the familiarity scores of the items in the available category item set, as opposed to
relevance scores. These values are computed using a familiarity score function.

Figure 4.4: Different Taste Broadening Recommendation User Requirements.

4.3.2. Architectural Implication
To implement a user-aware exploration algorithm, the exploration process should receive user preferences.
Our algorithm receives user preferences with respect to category familiarity ( f ) and exploration willingness
(w) as input, such that exploration item candidates that are fit for taste broadening can be generated from it.
The adapted architecture that achieves this, is visualized in Figure 4.5.

Figure 4.5: Minimal Recommendation Flow for a User-Aware Exploration Algorithm, in the Context of Taste Broadening.

4.3.3. Our User-Aware Exploration Algorithm
For taste broadening recommendation, the goal of a user-aware exploration algorithm is to optimize the fit
between the user’s taste broadening preferences and the exploration item candidates. Our algorithm takes
into account user variables with respect to category familiarity and exploration willingness. It uses these
variables to search the user’s FP, which was introduced in Subsection 4.3.1. To build an FP, the familiarity
score of each item in the item set needs to be initialized beforehand.
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The Preprocessing Step
The pseudocode to initialize the user’s FP is given by Algorithm 7. Table 4.2 summarizes the notation used.
Note that A is only a temporary list. The items from the item set are sorted on familiarity score in nonincreas-
ing order and are added to the FP, depending on the familiarity score range, respecting their order. Depending
on the familiarity score function, a familiarity score range is picked. The range serves as a measure to gen-
erally have a sufficient number of taste broadening items to choose from, as we move away from the user’s
comfort zone. Depending on the familiarity score function, a balance should be found for δ by choosing it
between the minimum and maximum value that correspond to the following two conditions: (1) there exists
a reset of A, where before the reset: |A| > 1 and (2) before the first reset of A: A 6= I , respectively. If the familiar-
ity score function allows it, for ease, the range could be set to 0. Assuming that an efficient sorting algorithm
is used, the algorithm runs in O(|I | log|I |) time. As the algorithm to initialize the FP is now presented, we can
proceed to our user-aware exploration algorithm.

Table 4.2: FP Initialization Summary of Symbols

Symbol Meaning

j The first in-order item that falls outside of range δ, j ∈N
fi Familiarity score of i , fi ∈R
di Identifier of i , di ∈N
δ Familiarity score range, δ ∈R≥0

I Category item set
F Produced Familiarity Profile

Algorithm 7 Familiarity Profile Initialization

1: function initialize_familiarity_profile(I )
2: Sort list I on familiarity score in nonincreasing order
3: Initialize list F ←;
4: Initialize list A ←;
5: j ← 1
6: for i = 1,2, . . . , |I | do
7: if fi +δ≥ f j then
8: Append di to A
9: else

10: Append A to F
11: A ←;
12: j ← i +1

13: return F

Our Algorithm
The FPs can be used to search for taste broadening items. To do so in a way that suits the user, the user’s
category familiarity and exploration willingness are mapped to a suitable familiarity border and exploration
range, respectively. This mapping is done beforehand for the sake of efficiency. For every request from the
user to make a recommendation, before the exploration process is called, these mappings are executed. We
introduce the mappings in the following section, which serves as an overview section to combine our two
proposed filtering techniques.

The pseudocode for our user-aware exploration algorithm is given by Algorithm 8 and 9, which together
define three cooperating functions. Table 4.3 summarizes the notation used. Note that F was defined earlier.
Algorithm 9 serves as a helper function that gets the taste broadening exploration subspace of the FP for
Algorithm 8. To ensure the absence of duplicates in the recommendation, the items in the recommendation
so far are excluded (see line 8 of Algorithm 9). Algorithm 8 is a recursive function that draws a random item
from the retrieved subspace. A recursive call is performed if the retrieved subspace is empty. These algorithms
do not update the FP, as the taste broadening item is not yet consumed by the user.



4.3. A User-Aware Exploration Algorithm 25

Moreover, we define three corner cases that can occur:

(1) Negative exploration range. For the sake of generality, we take into account that a user could have a
negative attitude towards exploration, which means that the user prefers to stay inside the own comfort
zone.

(2) Empty taste broadening subspace. As line 8 of Algorithm 9 takes a set difference , the taste broadening
subspace could be empty. This requires an exploration range change.

(3) Start or end FP index reached. At initialization or on the fly, the start or the end index of the FP could
be reached. If the retrieved taste broadening subspace is empty, the exploration range direction is
inverted.

If we assume the size of the retrieved taste broadening subspace to be at least equal to the number of item
positions in the representation (i.e., we are not in corner case 2), Algorithm 8 and 9 run in O(|F |) time, where
|F | refers to the number of lists in the FP. Under this assumption, the worst-case is reached if |K | from line 7
in Algorithm 9 equals |F |, which implies that the familiarity border is at the start or end index of the FP and
the exploration range covers the full length of the FP.

Table 4.3: FP-Based Exploration Summary of Symbols

Symbol Meaning

b Familiarity border, b ∈N
r Exploration range, r ∈Z
B Taste broadening subspace of F
K Taste broadening indices subset of F
O So far generated recommendation output

Algorithm 8 Familiarity Profile Based Exploration

1: function explore(F , b, r , O) . Corner case 1
2: Determine B ← get_tb_subspace(F , b, r , O)
3: return explore(F , b, r , O, B)

4: function explore(F , b, r , O, B)
5: if |B | > 0 then
6: return draw a random item from B
7: else . Corner case 2
8: if r ≥ 0 then
9: if b + r ≥ |F | then . Corner case 3a

10: r =−1
11: else
12: r += 1
13: else
14: if b + r ≤ 1 then . Corner case 3b
15: r = 0
16: else
17: r -= 1
18: B = get_tb_subspace(F , b, r , O)
19: return explore(F , b, r , O, B)
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Algorithm 9 Taste Broadening Subspace Retrieval

1: function get_tb_subspace(F , b, r , O)
2: Initialize K ←;
3: if r ≥ 0 then
4: K ← the indices from b to b + r
5: else
6: K ← the indices from b + r to b −1
7: B ← the flat list of F (k) ∀k ∈ K
8: return B −O

For the sake of completeness, if user feedback is received of the recommendation consumption, it could
be used to update the FP. Consumed items are then given the highest possible familiarity score. Firstly, a
database update is required to guarantee an up-to-date category item set when it is queried. Secondly, we
use the familiarity score range and the old familiarity score to efficiently determine the location of the item in
the FP. Based on the old familiarity score, if we have found the item’s list in the FP using the familiarity score
range, we use an efficient search algorithm (e.g., binary search) to locate the item. We move the located item
to the start of the FP. Finally, we remove empty lists from the FP. An update runs in O(log|I |) time, where in
the worst-case the length of the FP is one. However, the familiarity score range tries to prevent this.

4.4. Merging the Two Methods
The two proposed filtering techniques can be merged to construct our overall recommender for taste broad-
ening recommendation. In other words, the architectural changes required for the recommendation system
can be merged without any conflicts. The union of the architectural changes is presented by Figure 4.6.

We propose Algorithm 10 for taste broadening recommendation. Table 4.4 summarizes the notation in-
troduced. The algorithm calls Algorithm 6 to generate the item placement strategy and, based on it, decides
whether to explore with Algorithm 8 or to exploit. Aside from returning an item, we do not make any assump-
tions about the exploit() function, which implies that any exploit algorithm can be implemented. The
hyperparameters are tuned beforehand to calculate a familiarity border and an exploration range that suit
the user. For simplicity, we assume the mappings that compute the familiarity border and exploration range
to be linear. However, linearity is not a requirement. Leaving out the underlying exploit() algorithm, the
algorithm runs in O(|S| · |F |) time, because the dominant part of the algorithm is the for-loop, for which the
explore algorithm that runs in O(|F |) time, is called at most |S| times. Based on the derived time-complexities,
the proposed algorithms are time-efficient by definition, which is of great value for recommendation.

Figure 4.6: Minimal Recommendation Flow for Both Filtering Techniques, in the Context of Taste Broadening.
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Table 4.4: Taste Broadening Recommendation Summary of Symbols

Symbol Meaning

f Category familiarity, f ∈ [0,1]
w Exploration willingness, w ∈ [−1,1]

α3,α4,β3,β4 Hyperparameters

Algorithm 10 Taste Broadening Recommendation

1: function recommend_tb_representation(F , p, e, f , w)
2: Initialize O ←;
3: Determine S ← generate_ranking_strategy(p, e)
4: b ←α3 · f · |F |+β3

5: r ←α4 ·w · |F |+β4

6: for i = 1,2, . . . , |S| do
7: Toss a coin with success probability S(i )
8: if success then
9: O(i ) = explore(F , b, r , O)

10: else
11: O(i ) = exploit( )

12: return O
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5
Experiments

In this chapter, we frame the experiments to measure the effect of the filtering methodology proposed in the
previous chapter. That is, the goal of the experiments is to measure the effect of including the user through
item exploration preferences in the algorithmic exploration process. However, there are many effects that
we can measure, as well as many metrics that we can use to measure. Therefore, framing the experiment
is not straightforward. As we believe that users should have a say in how to let the recommender explore,
we decide to test our belief through our experiments by conducting a user study in a taste broadening rec-
ommendation setting. We aim to allow the user to influence the algoritmic exploration process through an
interactive user interface, as we believe that users are especially willing to personalize the exploration pro-
cess when broadening their tastes. In our study, we measure the user’s tendency to prefer recommendations
from recommenders that include our filtering methodology. Because user studies inevitably introduce time
constraints, the implemented recommender is pre-trained and does not perform any updates. (Although the
filtering methodology could allow for updates, as supported at the end of Subsection 4.3.3.) We divide the
user study in two parts: participants will sequentially fill out (1) a survey and (2) an experiment during which
our filtering methodology is tested. We run our filtering methodology based on a user profile that is built
using the gathered survey answers.

In Section 5.1, we introduce the details of the study setting. After that, we explain how we pre-train our
recommender in Section 5.2. Then, we cover the survey and experiment design in Section 5.3 and Section 5.4,
respectively. Finally, Section 5.5 presents Exploration Explorer – the realisation of the survey and experiment.

5.1. User Study Setting
Our user study focuses on music taste broadening recommendation. Participants of the study are users of
Muziekweb, which we presented in Section 1.7. In short, Muziekweb is the Dutch national music library that
focuses on encouraging music taste broadening and has an online platform through which users can explore
their music taste and borrow music albums.

From an internal online customer survey, conducted with 691 participants in November 2019, several in-
teresting data skews emerged. We take these skews into account for our study. The survey was filled out by 691
participants. The following enumeration summarizes relevant demographics related findings. Moreover, 413
out of 529 participants indicated to borrow music from the library. Therefore, the presented demographics
information is highly indicative for users that borrow music.

• 80% are male, 14% female, and the rest preferred not to say.

• 82% are at least 50 years old (5% preferred not to say). More specifically, the age of 27% is between 50
and 59, 38% is between 60 and 69, and the remaining 17% is at least 70.

• 60% hold a higher education degree (9% preferred not to say).

As introduced in Section 1.7, for online music taste broadening recommendation, Muziekweb employs
mosaics as result overviews. These are a compact way to suggest albums and are also used by large com-
mercial music platforms, like Spotify. Moreover, mosaics help us to put our explore-exploit item placement
strategies to an interesting test. Therefore, we have decided to implement mosaics for recommendation in
our study, as visualized in Figure 5.1.

29
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5.2. Pre-Training
To pre-train the recommender system used in the experiment, Muziekweb allowed us access to anonymized
borrower data of 1,956 albums that were entered into their database between January and August 2018, and
have been borrowed at least thrice. The data consists of 17,528 borrowing records, traced back to 2,721 unique
borrowers. As borrowing an album requires the payment of a fee and considers a physical transaction, we
assume that users will only borrow albums of which they have strong expectations they will like them. Thus,
borrowing behavior may be indicative of a user’s comfort zone. Therefore, we use the data for pre-training
the exploitation algorithm of the recommender. Our exploration algorithm does not require any pre-training.

For each genre, we pre-train a finite-armed stochastic MAB with our dataset’s borrowing records for that
genre, to recommend an album based on a target album. For the bandit, the context is the target album, the
arms are the albums in the item collection, the reward function equals the familiarity score function, and the
arms are updated after each recommendation. We define the familiarity score function as:

familiarity(s, t ) = n(s)+1n(s,t )≥1 · (m +n(s, t ))+1s=t ·m,

where, from the genre’s collection, n(·) computes the number of times its input albums appear together in
each borrower’s record and m is the maximum number of times an album has been borrowed. As we com-
pute familiarity using each borrower’s records, this means that the policy that the MAB learns corresponds to
exploitation for a ‘prototypical genre fan’. We use the random exploration method ε-greedy (see Subsection
3.2.4) to train it, until the policy converges, which mostly happens between 1,000 and 5,000 iterations with
ε= 0.1. We assume that the policy converged if it does not change during 150 consecutive iterations.

5.3. Survey Design
Through the answers of the survey, we build a user profile. The aims of the survey are twofold, namely to
gather information to (1) take into account any participant profile skews during evaluation and (2) make
item exploration preference predictions for the experiment. The questions are ordered in the same manner.
Firstly, we ask the participants for their age, gender, nationality, country of current residency, and country of
formative years. Secondly, we pose questions to determine the user variables covered in Chapter 4 explicitly.

More specifically, given a preferred category, we estimate the item exploration preferences formally in-
troduced in the previous chapter for our filtering methodology. That is, explore-exploit item placement p,
exploration rate e, category familiarity f , and exploration willingness w . Table 5.1 shows the three relevant
questions. The multi-select options of questions 1a. and 1c. are derived from our borrower data covered in
the previous subsection. The top 40 most occurring genres, of which we have at least 30 albums, are pre-
sented to the participants to choose from. We also allow participants to add missing genres to their list. For
each of the picked genres from the top 40, participants choose their familiarity and, if at least rather familiar
(2 on the Likert scale), pick at least one familiar artist from our data’s musicians of the genre.

We normalize the filled out 5-point Likert scale score with the following formula: n5(s) = s−1
4 . We com-

pute category familiarity f as: f = n5(s1b), where the subscript of s corresponds to the question number of
Table 5.1. A 9-point scale that ranges from −1 to 7 is used for question 2d. to determine the personal value
‘openness to change’, as introduced by Schwartz [74]. Likewise, we normalize the 9-point scale score with
the following formula: n9(s) = s

7 . To predict exploration rate e and exploration willingness ŵ , we average

the filled out scores of the two particular questions, as these positively correlate. That is, e = n5(s2a )+n9(s2b )
2

and ŵ = n5(s2c )+n9(s2d )
2 , respectively, where ŵ ∈ [−1,1] is our w prediction. The multiple choice options of

question 3. are limited to ‘At the beginning’, ‘Around the middle’, ‘At the end’, and ‘No specific preference’, for
which we assign the values 0, 0.5, 1, and null to explore-exploit item placement p, respectively. If p is null,
we apply a uniform distribution. Based on p and e, we generate an explore-exploit ranking strategy. Besides,
based on f and ŵ , we determine where in the FP to initially draw exploration items from.
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Table 5.1: User Preference Related Survey Questions

No. Assignment/Question/Statement Format User variable

1 a. Which music genres do you prefer? Multi-select Preferred category
b. For each of your given music genres: how familiar are you with the 5-point Likert Category familiarity f

genre?
c. For each of the genres you are minimally ‘Rather familiar’ with: select Multi-select -

at least 1 artist you know already
2 a. I browse on a recommender system, like Youtube or Netflix, actively 5-point Likert Exploration rate e

for something new with the following frequency:
b. In the same context as before, if I stumble upon something new, then 5-point Likert Exploration rate e

I try it
c. In general, I see myself as someone who is curious about many 5-point Likert Exploration willingness ŵ

different things
d. As a guiding principle in my life, I rate ’being curious’ to be a personal 9-point scale Exploration willingness ŵ

value on a nine-point scale as
3. In the context of taste broadening: given a list of recommendations, Multiple choice Item placement p

where do you prefer the emphasis of taste broadening items to be?

Figure 5.1: An Impression of the Album Recommendation Experiment.

5.4. Experiment Design
In this section, we introduce the experiment design. The experiments are composed of three assignments
and has three rounds. Our aims are to answer our research questions. In Section 5.4.1, we introduce the
assignments. Section 5.4.2 then presents the trained MAB that we have implemented. After that, Section
5.4.3 covers limitations of the experiments. Finally, in Section 5.4.4, we cover our hypotheses that we defined
beforehand. For the sake of completeness, the following enumeration refines the research questions defined
in Chapter 1, based on the user preference variables that our filtering methodology uses.

RQ1 To what extent do users prefer recommendations that take into account user preferences that consider:

• explore-exploit item placement;

• exploration rate;

• exploration willingness; and

• category familiarity?

RQ2 How do the preferences of RQ1 individually contribute?

RQ3 Where do users draw the line between items fit and unfit for their taste broadening from our recom-
mendations?

5.4.1. Assignments
In each round, three album mosaics are presented, as visualized in Figure 5.1, which are produced by different
methods and ordered randomly. Participants can listen to an album by clicking on it; this opens a modal that
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contains the album information and songs. The chosen genres depend on the number of indicated preferred
genres in the survey. If one genre is given, it is used for each round. Else, if two are given, either one of
them is assigned twice. Else, three unique genres are picked at random. In the three rounds, we separately
test the performance contribution of the explore-exploit item placement p, exploration rate e, and category
familiarity f , respectively. The performance contribution of the exploration willingness w is tested through
the adventurousness slider at the top of the page.

Participants sequentially complete the following assignments:

A1 Using the slider, choose the adventure value in the blue area that suits you best for taste broadening.

A2 Using the selectbox below, choose the mosaic that suits you best for taste broadening.

A3 Select the albums that you find unfit for taste broadening.

Figure 5.2: The Two Different Slider Settings.

Assignment 1
In A1, the participant can tune the recommendation adventurousness. The value at the center of the slider
corresponds to our exploration willingness prediction ŵ . The slider’s value is initialized at its center and,
depending on the round, can either be moved to the left or right. Figure 5.2 illustrates this. More specifically,
in round 1 it can only be moved to the left (the upper setting), round 2 only to the right (the lower setting),
and round 3 to either side at random. This procedure encourages participants to look for an adventurousness
value away from the center, to both the left and right of it. Also, it helps to answer RQ2, since results that are
consistent over the rounds and have low variance over the participants likely indicate a high contribution.
Given adventurousness value n ∈ {0,1, . . . ,100}, we compute the exploration willingness as: w = 2n

100 · ŵ .

Assignment 2
In A2, the participant chooses one mosaic out of three that suits best for his/her taste broadening. These are
the following mosaics:

• Our prediction mosaic. It is generated using our methods and the determined user variables.

• A mutation mosaic. It is generated like the prediction mosaic, except for the fact that exactly one of
the determined user variables is mutated beforehand. A variable is mutated in the following way. The
relatively large value changes help to determine the user variable’s contribution.

– If the original value is left of its range’s center, assign the range’s maximum value.

– Else if the original value is right of its range’s center, assign the range’s minimum value.

– Else, assign either extreme at random.

• A random mosaic. It contains randomly drawn items from the category’s item collection.

The mutation mosaics help to answer RQ2, as results that show the prediction mosaic is generally picked
over the mutation mosaic for the same mutated variable demonstrate the contribution of the individual user
preference. As for the mutation types, we mutate in round 1 explore-exploit item placement, round 2 explo-
ration rate, and round 3 category familiarity. In general, this assignment helps to answer RQ1, as results that
show the prediction mosaic is generally picked over the others demonstrate the usefulness of our methods.

Assignment 3
In A3, the participant labels the albums unfit for his/her taste broadening of the mosaic chosen in A2. This
assignment serves as a sanity check and helps to answer RQ3. If the mutation or random mosaic is chosen,
we determine which labeled albums are outside of the FP’s taste broadening subspace. Else, we determine
where users draw the line for user-aware recommendation.
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5.4.2. Trained Multi-Armed Bandit
After pre-training, which was discussed in Section 5.2, we construct the experiment’s MAB. This MAB adopts
the pre-learned policies of each genre for its exploitation algorithm. These policies correspond to exploita-
tion for a ‘prototypical genre fan’ and are used by the experiment’s MAB to determine exploitation items for
an individual participant. For the sake of completeness, we do not know whether any borrowers from the
training data are participants of the experiment. As a sanity check, we will check whether our sample is rep-
resentative in the next chapter. Furthermore, the experiment’s MAB implements our proposed algorithms for
explore-exploit item placement strategy generation and FP-based exploration. For our proposed algorithms,
we require predictions of the item exploration preferences and do not require pre-training.

We adopt the familiarity score function that was defined in Section 5.2. Recall that it was defined as:

familiarity(s, t ) = n(s)+1n(s,t )≥1 · (m +n(s, t ))+1s=t ·m,

where, from the genre’s collection, n(·) computes the number of times its input albums appear together in
each borrower’s record and m is the maximum number of times an album has been borrowed. Our familiarity
score function guarantees that the beginning of each FP will contain several items that are rather familiar, if
not familiar, while the end will contain relatively many albums that are irrelevant to the target and borrowed
only a few times. Therefore, we set familiarity score range δ to 0.

In the experiment, the target albums are the albums of the indicated familiar artists in the survey. Each
time the bandit explores, it picks a random target from the target albums and then initializes the user’s FP.
We cannot pre-initialize FPs, as we do not know the target albums provided by the user beforehand, which
is required by our familiarity score function. However, this way of defining the familiarity score simplifies its
definition for the experiment, as is reflected by the fact that we can set familiarity score range δ to 0. For this
experiment, our familiarity score function suffices to measure the effect of including the user’s exploration
preferences during one recommendation ‘time step’.

As for our remaining hyperparameters, based on an analysis of the skew-normal distribution, we set α1 =
3, α2 = 2, β1 = −1.5, and β2 = 0. We set β3 = 0.05 to slightly encourage taste broadening. Lastly, for ease, we
set α3 =α4 = 1 and β4 = 0. Our pilot study, which is presented in the next chapter, serves as a sanity check.

5.4.3. Limitations
There are two experiment limitations that we consider to be important. The first one is related to the decision
that we set the number of rounds of the experiment to three. Like there is a round for the explore-exploit item
placement, exploration rate, and category familiarity, we could also have included a fourth round for explo-
ration willingness. We decided not to, because the adventurousness slider allows for evaluation of this user
variable’s contribution, as explained in Section 5.4.1. Also, our collaboration partner, Muziekweb, advised to
not make the experiment lengthy, especially because users participate completely voluntarily. Trivially, the
risk of a lengthy experiment is that participants may not find the motivation to complete it. However, if we
take this decision into account for RQ2, we can not analyze the relative contribution of exploration willing-
ness as precise as we can do with the other user variables.

The second limitation is related to hyperparameter tuning. In Section 2.2, we explained that we do not
want to optimize against a single ranking criterion. Instead, as explained in Section 2.4, we want our method-
ology to find a balance that suits the user in terms of the exploration-exploitation trade-off and measure the
effect of the introduced user awareness. This decision makes hyperparameter optimization more difficult
and rather time-consuming, as the optimization requires human-oriented involvement. However, we hy-
pothesize that the hyperparameters are not sensitive to small value changes. Confirmation would allow us to
relax the optimization. In the next chapter, the results of a post hoc hyperparameter evaluation are presented
to verify this.

5.4.4. Hypotheses
With respect to the research questions, we hypothesize beforehand that:

RQ1 To what extent do users prefer recommendations that take into account user preferences that consider:

• explore-exploit item placement;

• exploration rate;

• exploration willingness; and

• category familiarity?
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H1 Overall, users will prefer mosaics based on our personalized recommendations.

RQ2 How do the preferences of RQ1 individually contribute?

H2 The integration of each user preference variable will contribute positively.

RQ3 Where do users draw the line between items fit and unfit for their taste broadening from our recom-
mendations?

H3 For mosaics with our personalized recommendations, fewer items will be marked unfit. Also, the items
marked as unfit will mostly be outside of the FP’s taste broadening subspace.

5.5. Experiment Realisation: Exploration Explorer
In this section, “Exploration Explorer” is presented, which is the name of the experiments website that we
have developed for the thesis. In Subsection 5.5.1, the website is introduced. After that, Subsection 5.5.2
discusses the design choices that have been made. The flow of the experiment data is then explained in
Subsection 5.5.3. Finally, we discuss ethical implications of our research for participants and the measures
that we have taken in Subsection 5.5.4. Moreover, supplementary to this section, Appendix C covers the
technologies that have been used to set up the website and Appendix D includes a walkthrough of the website.

5.5.1. Introduction
We conduct our thesis experiments online through Exploration Explorer. Figure 5.3 provides an impression
of the website. We refer to Appendix D for an impression of the entire website. The visitors (i.e., participants)
are primarily Muziekweb users. Because Muziekweb is internationalizing and to allow for a wide audience,
the website is available in both Dutch and English. Aside from the possible languages that visitors are com-
fortable with, we do not make any further visitor related assumptions. In other words, the website has to be
understandable and comfortable to everyone, regardless of, for instance, their age or education degree.

Aside from a welcome and closing page, the website consists of three parts, namely an informed consent,
survey, and experiment. Because the experiment involves on-demand audio previews, the website is desktop
only. We zoom in on the informed consent in Subsection 5.5.4. The goal of the survey is to gather user data
that can be used in the experiment to make predictions. Through the experiment, we gather data to evalu-
ate the methods that we introduced in the previous chapter. Our website supports these goals by providing
participants with an intuitive website design and guiding them step-by-step through the process with clear
instructions. The most challenging part for obtaining the website’s goal was the experiment, as we will see in
Subsection 5.5.2.

Figure 5.3: Exploration Explorer’s Landing Page (English Version).
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5.5.2. Frontend Design Choices
Because we work with React, as explained in Appendix C, for the sake of simplicity, we have decided to imple-
ment only one page and update its Document Object Model (DOM) as the user progresses. This unburdens
the client and server of more page related communication. Furthermore, it prevents the possibility of users
navigating to parts of the website that they should not (yet) access. Also, upon receipt of the page, it allows
users to work offline until data is needed from the server for the experiments; thus, an internet disconnection
will do no harm to the user’s progress. Therefore, it also simplifies the data flow, as we will elaborate on in
Subsection 5.5.3.

Also, we allow users to navigate back to adjust their answers until the experiment starts. Figure 5.4 gives
an impression of the navigation buttons. After that, their data gets processed for recommendation and we
will not allow them to return, because it adds complexity and may interfere with the results. We mention this
clearly on the website before proceeding to the experiment.

Moreover, we have decided to deliver information step-by-step to the participant to prevent confusion
and keep the information load easy to digest. Before proceeding to the survey and the experiment, we also
prepare the participant for what is to be expected. Figure 5.4 illustrates the small information loads by means
of examples. The informed consent is split into three parts to make sure the user has the opportunity to
read the different subjects and lower the information load, as Figure 5.4a shows. In the survey, we only pose
one question at a time. Figure 5.4b illustrates this. Also, it illustrates that subquestions can be navigated to
through the orange navigation buttons, at the left part of the screen. In the experiment, we pose one question
at a time as well. Figure 5.4c illustrates this. We disable, instead of hide, the few elements that are irrelevant
for the active experiment instruction (i.e., the slider or select box) so that users can take them into account.

Furthermore, to inform the users about their progress, we have implemented progress bars in the in-
formed consent and the survey. We also present the current round and assignment at the top of the page
during the experiment. These progress trackers can be seen in Figure 5.4. The informed consent also informs
the users about how much time is approximately required to complete their submission.

(a) Informed Consent Example Part

(b) Questionnaire Example Part

Figure 5.4: Easy to Digest Information Loads.
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(c) Experiment Example Part

Figure 5.4: Easy to Digest Information Loads.

5.5.3. Data Flow

The fact that the website consists of only one page, simplifies the data flow. Also, we do not save any data to
the database until the experiment is completed, because we only want to accept complete submissions. A
sequence diagram of the data flow is given by Figure 5.5, where n equals the number of slider changes plus
the number of rounds. If the participant navigates to the Exploration Explorer, the server sends the webpage
to the client. The participant then has the time to complete the informed consent and the survey. During
the experiment, the client and server will communicate to send the mosaics to the client for each of the
three experiment rounds. At the beginning of each experiment round and for each slider change, the client
sends a POST request to the server that includes the data from the survey. If the participant completes the
experiment, the gathered survey and experiment data is sent through a POST request to the server, which in
turn saves the data to the database. Aside from the information given by the participant, this data includes
for evaluative purposes the generated mosaics, round genres, and duration of filling out each part. From the
data, we can reconstruct the explore-exploit item placement strategy and the FP of each round for analysis.

Figure 5.5: Sequence Diagram of the Communication Between Client, Server, and Database.
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5.5.4. Ethical Implications
As with every online related activity, the risk of a data breach is always possible. That is why there are is an
ethical implication related to participation. Our research has been approved by TU Delft’s Human Research
Ethics Committee, which implies that, according to them, the measures we have taken to limit the ethical im-
plications are sufficient. We refer to Appendix E for the HREC approval. To obtain this approval, we informed
them about our experiments in detail and submitted a Data Management Plan, as well as a draft version of
the informed consent.

To minimize the risks of a breach, (1) the client and server communicate through an https certified web-
site, (2) we process the data on a private server connected to a private database, and (3) we store back-ups
on a TU Delft assigned private storage. We informed the participants that, on publication, it could be that
anonymous data is published. We only share the research data with researchers who have substantially sim-
ilar research questions. Without publication, at the end of the research period, we will immediately destroy
the data.
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6
Results and Discussion

In this chapter, we present the experiment results. Section 6.1 and 6.2 present the results of our pilot and live
study, respectively. These studies sequentially ran during October and November 2019. We then discuss the
results in Section 6.3. Finally, Section 6.4 provides a post hoc hyperparameter evaluation.

6.1. Pilot Study
The aims of the pilot study are to check whether the instructions in the online user study are clear to partici-
pants, the UI design is intuitive, and the overall functionality works as planned in a real-user setting. For the
study, we recruited eight participants. These people were excluded from the live experiments. Together with
each participant, we went through the survey and experiment. We asked the participants beforehand to think
aloud, to enable us to follow their thought process. They could only pose us urgent questions.

Based on the outcomes of the user profile study presented in Subsection 5.1, we consider our sample to
be representative. The following enumeration summarizes the participant profiles:

• 75% are male and 25% female.

• the average age is 46 and 50% are at least 50 years old.

• 62.5% hold a higher education degree.

During the evaluative talks at the end of the sessions, the participants consistently confirmed that they
broadened their taste. Each participant found artists or songs that they recognized, if not vaguely recognized,
and based on these, successfully found a mosaic that suited them best. To quote one participant, “I learned
to appreciate new songs of artists I did not know, who are close to my favorite artists.” Overall, we received
positive feedback.

6.2. Live Study
35 users participated in our live study. Based on the existing customer statistics of the user profile study
presented in Section 5.1, we consider this sample to be representative. Although no education degree data
was gathered, we have the following profile statistics:

• 86% are male and 14% are female.

• the average age is 50 and 66% are at least 50 years old. More specifically, the age of 23% is between 50
and 59, 32% is between 60 and 69, and the remaining 11% is at least 70.

• 94% live in the library’s country and 6% live in a neighboring country.

Table 6.1 shows the means and Standard Deviations (SDs) of the user variables deduced from the survey.
Recall that exploration willingness is defined on [−1,1], whereas the other user variables are defined on [0,1].
Participants picked a remarkably large number of preferred genres and familiar artists. Moreover, there is no
consensus on the preferred explore-exploit item placement.
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We would like to emphasize that participation was completely voluntary. By this, we mean that no rewards
to encourage participation were attached, as monetary incentives may diminish the quality of the responses.
On average, participants spent 45.2 minutes (SD = 56.0) on their response. Their committed participation is
also visible from Table 6.1, which shows a high number of indicated genres and artists. Therefore, participants
put much effort in doing the experiments, which resulted in a valuable dataset.

Based on our training data, on average, users borrow albums from 6.1 different genres (SD = 5.5), filtered
on our genre top 40. If we compare this average with the average number of preferred genres from Table
6.1, we find that these are close. The strengthens the confirmation that the user sample is representative. In
Section 5.1 we stated that the albums borrowed are probably close to, if not inside, the customers’ comfort
zones, because of borrowing costs. The fact that these averages are close confirms that the training data
should be used for exploitation, in taste broadening recommendation. Moreover, on average, the borrowed
albums per user are from 5.9 different artists (SD = 12.0). Table 6.1 shows a larger average, since the number
is related to familiarity and familiarity does not imply preference.

Table 6.1: User Variable Statistics

Variable Mean SD

Number of preferred genres 5.5 4.4
Category familiarity f 0.59 0.18

Number of familiar artists per genre 9.2 10.7
Exploration rate e 0.52 0.25

Exploration willingness ŵ 0.19 0.14
Explore-exploit item placement p 0.53 0.43

Relating to RQ1, we analyze the experiment results visualized in Figure 6.1a. We find that our prediction
mosaic was significantly preferred, χ2(2, N = 105) = 35.89, p < .001. Furthermore, relating to RQ2, we analyze
the results visualized in Figure 6.1b. We find that our prediction mosaic was significantly preferred in the
explore-exploit item placement, χ2

p (2, N = 35) = 14.11, and category familiarity, χ2
f (2, N = 35) = 23.03, muta-

tion rounds, p < .001. However, this does not hold for the exploration rate mutation rounds, χ2
e (2, N = 35) =

5.89, p ≈ .053.

(a) Overall (b) Individual Preferences

Figure 6.1: Histograms of the Chosen Album Mosaics
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Relating to RQ3, Table 6.2 shows statistics of the albums that users marked as unfit for their taste broad-
ening. For our prediction mosaics, all exploration items are strictly from the FP’s taste broadening subspace.
This does not hold for the other mosaic types. The familiarity border distance is measured as the absolute
difference between the FP indices of the (unfit) item and familiarity border b. The relatively high distance SDs
for the prediction and mutation mosaics are mostly caused by the marked mix of extreme low (exploration)
and high distance (exploitation) items. We use a Linear Model analysis to test the difference between the
mosaic types on the number of marked unfit albums. We find a significant effect (F (2,102) = 12.35, p < .001)
for the mosaic types on the number of unfit marked items. Post hoc comparisons using the Tukey HSD test
show that the random mosaics and each other group differ significantly at p < .05. However, they show no
significant difference between the prediction mosaics and the mutation mosaics.

Relating to RQ2, we analyze the contribution of exploration willingness by studying the values that partic-
ipants chose with the adventurousness slider. These are visualized in Figure 6.2. We find that the participants
significantly preferred adventurousness values that are relatively more to the right (M = 55, SD = 17.4) of the
slider’s center, t (104) = 32.53, p < .001. We find that the values on the same side of the slider are consistently
chosen by the participants over the rounds (M = 3.62, SD = 5.02).

Table 6.2: Items Marked as Unfit Statistics

Mosaic Mean SD Exploration Familiarity Border b Familiarity Border b
Items (%) Distance Mean Distance SD

Prediction 1.16 1.15 71.9 5.33 7.15
Mutation 1.79 1.77 70.4 8.59 7.58
Random 3.54 1.92 - 10.12 5.65

Figure 6.2: Boxplots of the Adventurousness Values.

6.3. Discussion
We find that our hypotheses, as defined in Subsection 5.4.4, are mostly in line with our results. As for RQ1 and
RQ2, we found that our mosaic is overall, and in two out of the three types of mutation rounds, significantly
preferred. We expected the exploration rate to be the least contributing user variable, as it affects the content
of the recommendation least, namely only through the exploration probability. Also, we expected the genre
familiarity to be the most contributing variable, as it directly influences the connection between the user and
the recommendation content. However, although we found that our mosaic was significantly preferred in
the explore-exploit item placement mutation rounds, we expected the influence of this user variable to be
bigger. One reason for this is the fact that five participants indicated to not have a specific item placement
preference.

Based on Figure 6.2, participants significantly preferred values to the right of the slider’s center. An in-
fluential factor that could explain this, is the fact that it is natural for humans to be curious about what is
beyond the default value, especially in the context of adventurousness. This implies that participants will
anyway choose a value that is relatively right to the slider’s center. As we also found that participants chose
adventurousness values that are consistent over the rounds, we conclude that the exploration willingness
contributes positively to our recommendations as well.
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As for RQ3, we found that for our recommendations, participants labeled significantly fewer items as
unfit. Table 6.2 shows that, on average, approximately one item is marked as unfit for our recommendations.
An influential factor could be that participants have the urge to mark at least one item as unfit – the item that
least suits their taste broadening. Also, pilot study participants marked items from our mosaic as unfit mostly
by comparison with the other albums inside the mosaic. This suggests that participants look in our mosaics
for the item that relatively least contributes to their taste broadening. The table also shows a relatively high
SD for the mutation mosaics. These deviations mainly result from the category familiarity mutation rounds,
which show a relatively large number of unfit marked mosaics (M = 4.60, SD = 1.36). The exploration items
of these rounds also have an increased distance to the actual familiarity border because of their mutation,
which is reflected by the table. The unfit items from the random mosaics show a relatively high mean distance
and a low distance SD, as the items come from anywhere in the FP, in contrast to the other mosaics that are
produced from subspaces. Moreover, we found that items outside of the FP’s taste broadening subspace are
less likely to be fit for taste broadening. However, based on this research, we cannot give a precise answer
of where to draw the line between items fit and unfit for taste broadening in the FP itself. To advance to this
level, the question deserves separate qualitative research.

6.4. Post Hoc Hyperparameter Evaluation
In Section 5.4.3, we argued that a stability evaluation of the hyperparameters is needed. We perform an
evaluation for each hyperparameter in the following way. We start from our initial hyperparameter settings
(see 5.4.2) and then first repeatedly increase the value of the hyperparameter by .05. Afterwards, we reset the
value and decrease its value by .05 repeatedly. At each value change, we observe the changes in the mosaic.

We find that small changes to hyperparameters α1, α2, β1, and β2 are hardly noticeable to the user, be-
cause of the probabilistic nature of our explore-exploit item placement strategies. Small changes to familiar-
ity score range δ are hardly noticeable too, as such changes yield small shape changes to the FP. The effect is
limited by the FP length-based computation of familiarity border b and exploration range r (see Algorithm
10). Therefore, the presented exploration items could be from the neighboring, if not from the same, index of
the original FP. These items could still be fit for taste broadening, because they are at least close to, if not in,
the original taste broadening subspace.

In contrast to the previous hyperparameters, small changes to remaining hyperparameters α3, α4, β3,
and β4 could directly change the size and position of the FP’s taste broadening subspace. Such small changes
likely lead to a slightly increased average distance of the exploration items to the original familiarity border.
Based on the results presented in Table 6.2, our experiments demonstrate that such mutations could lead to
an increased number of items that are marked as unfit for taste broadening. Also, Figure 6.1 shows that such
mosaics could be less preferred. Therefore, the performance is relatively more prone to changes of these
hyperparameters. However, as explained in Section 5.4.1, our mutation mosaics include extreme changes. As
the changes remain small, their effect on the performance remains small as well.
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Conclusion

In this chapter, we wrap up the thesis report. Section 7.1 answers our research questions. Section 7.2 then
summarizes the contributions of the thesis. Finally, Section 7.3 covers promising future work directions.

7.1. Conclusions
In this thesis, we introduced explore-exploit item placement strategies and, in the context of taste broad-
ening, a user-aware exploration algorithm. These filtering techniques integrate user variables with respect
to explore-exploit item placement, exploration, and familiarity to answer the questions of “Where?”, “How
much?”, and “For whom?” to let the recommender explore, respectively. Based on the derived time-complexities
in Chapter 4, our algorithms are time-efficient by definition, which is of great value for recommendation.

To conclude our research, we recap our research questions, hypotheses, and findings.

RQ1 To what extent do users prefer recommendations that take into account user preferences that consider:

• explore-exploit item placement;

• exploration rate;

• exploration willingness; and

• category familiarity?

H1 Overall, users will prefer mosaics based on our personalized recommendations.

C1 We accept H1, based on Figure 6.1a and the results of the corresponding significance tests described in
Section 6.2.

RQ2 How do the preferences of RQ1 individually contribute?

H2 The integration of each user preference variable will contribute positively.

C2 We accept H2, based on Figure 6.1b, Figure 6.2, and the results of the corresponding significance
tests described in Section 6.2. Moreover, based on our variable mutation approach, category familiarity con-
tributes most and exploration rate contributes least.

RQ3 Where do users draw the line between items fit and unfit for their taste broadening from our recom-
mendations?

H3 For mosaics with our personalized recommendations, fewer items will be marked unfit. Also, the items
marked as unfit will mostly be outside of the FP’s taste broadening subspace.

C3 We accept H3, based on Table 6.2 and the results of the corresponding significance tests described in
Section 6.2. For a more precise answer that, for instance, reflects the user’s motivations for marking items as
unfit from the taste broadening subspace, the question deserves separate qualitative research.

Therefore, the experiments demonstrate the effectiveness of our proposed user-aware methods in a taste
broadening recommendation setting. We hope that this work serves as an eye-opener to trigger more research
to be centered around exploration in recommender systems. As shown, there is more ground to be gained.
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7.2. Contributions
This thesis contributes to the recommender systems research domain. Our main contribution is the fact that
we allow users to have a say in how to let the recommender explore, based on item exploration preferences,
through both new filtering methodology and an interactive user interface. This contribution is especially use-
ful for taste broadening recommendation, since exploration is fundamental in this context. Our introduction
of an interactive user interface to influence the algorithmic exploration process is also relevant for interactive
IR. The following enumeration summarizes our most important contributions.

• Our explore-exploit item placement strategy generation method is a new approach to introduce user
awareness in recommendation item placement.

• Our FP-based exploration method is a new approach to introduce user awareness in exploration by the
recommender system. It applies to taste broadening recommendation.

• In general, our filtering methodology is a new approach to personalize the algorithmic exploration pro-
cess for recommender systems that work from the exploration-exploitation paradigm. The methodol-
ogy extends a random exploration method with the integration of item exploration preferences.

• Our interactive user interface design is a new approach to allow the user to influence the algoritmic
exploration process. Also, we demonstrated that users show willingness to invest effort through the
user interface in personalizing exploration for taste broadening recommendation.

• The results of our user study demonstrate the effectiveness of our filtering methodology combined with
the interactive user interface.

7.3. Future Work
In this section, we cover potentially interesting future work directions.

7.3.1. Beyond Where, How Much, and For Whom
In Section 1.5, we posed an interesting future work direction, namely to analyze item placement strategies
and FPs over time. This raises the question “When?” to let the recommender explore. For item placement
strategies, we could research the applications of exploration decay functions that deal with the cold-start
problem. And for FPs, we could research familiarity decay functions that decrease the familiarity score of
items over time. Moreover, the user model that includes item exploration preferences could change over
time, which calls for (efficient) item placement strategy and FP updates. These future work directions could
make the proposed methodology even more useful.

7.3.2. Collaborative Settings
In Subsection 3.2.2, we covered collaborative bandits, which try to find preference related patterns by means
of clustering procedures. Methodology could be designed to introduce our methods in collaborative settings
as well. For instance, explore-exploit item placement strategies and FPs could be compared across users to
find user preference related patterns and exploit these to increase the use of our methods further.

7.3.3. More User-Aware Exploration Algorithms
In Section 3.2.4, we stated that there are three types of exploration strategies for MABs. Our user-aware explo-
ration method extends the basic random exploration method ε-greedy with the integration of user preference
variables. The strongest assumption that our methodology relies on, is that the explore-exploit item place-
ment algorithm probabilistically decides to explore or exploit. Since we do not make any strong assumptions
on the random exploration method itself, other random exploration methods can be extended to work with
our methodology, like Exp3 and Exp4.

Moreover, uncertainty-based exploration methods may be extended to introduce user awareness. An in-
teresting future work direction would be to translate our methodology for such exploration methods, like
UCB and TS. This requires some more effort than for random exploration methods, due to our previously
mentioned strongest assumption. The performance of user-aware versions for both other random explo-
ration methods and, if such a translation is found, uncertainty-based methods, could then be compared with
our findings.
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7.3.4. Processing Recommendation Feedback
In Chapter 4, we invested work in making our methodology open for extension with respect to recommen-
dation feedback. The last paragraph of Subsection 4.3.3 illustrates this. Although we did not dive deeper into
this to limit the scope of our research, we do acknowledge the importance and potential benefit of updat-
ing the explore-exploit placement strategy and FP after each recommendation. For example, if the user has
listened to a recommmended music album, the item position in the FP should be updated accordingly. Our
algorithms could be extended to handle such updates and experiments could be designed to demonstrate
their potential benefits.

7.3.5. Exploring FP Data Structures and Placement Probability Distributions
In Subsection 4.3, we introduced an FP to be a list of lists that by means of a familiarity score function fans
out in a 2-D conelike shape. This feels like a very natural data structure to use for FPs. However, we could
research the use of other data structures. The goal of that research is to find speed-ups for operations on the
FP. Although we found that the operations are efficient by definition, based on the derived time-complexities,
speed-ups are still interesting. As a starting point, tree-based FP implementations could be researched. For
instance, we could analyze self-balancing search tree FPs, which may simplify operations.

We could also research the use of other probability distributions for explore-exploit item placement strate-
gies. In Subsection 4.2, we decided to use the multivariate skew-normal distribution, which we demonstrated
to work well. Additionally, we could ask ourselves: what other distributions would work well and why?

7.3.6. Qualitative Research
In Section 6.3 and 7.1, we stated that a qualitative research could be performed, based on our research. The
goal of this research is to find a more precise answer to what motivations drive users to mark items as unfit
from the FP’s taste broadening subspace. A careful look at the users’ motivations may lead to interesting
insights to improve our methodology further.

7.3.7. Putting Knowledge Into Practice: Improving Muziekweb’s Recommender
Since the findings of this thesis confirm the benefit of user-aware exploration and user-aware explore-exploit
item placement for taste broadening recommendation, we could directly put our methodology into practice.
Therefore, Muziekweb could directly act upon this by implementing the MAB of our experiments. As more
research gets completed on the previously mentioned future work directions, the recommender may be im-
proved even further. The current most important future work direction for practical applications is processing
recommendation feedback (see Subsection 7.3.4), for which we have laid the foundations.
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This appendix contains the paper written during the thesis and submitted to SIGIR 20201, an international
ACM Conference on Research and Development in Information Retrieval. For the submission, we had to
preserve our anonymity.
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1 INTRODUCTION
In many digital multimedia consumption scenarios, the size of digi-
tal collections has grown so large that automatic filtering methods
have become indispensable to users. In particular, personalized rec-
ommendations are considered to be good means to get the right con-
tent to the right users. At the same time, concerns have arisen that
too much content personalization may lead to filter bubbles [21, 22],
confronting users with too narrowly scoped selections. As possible
ways to mitigate this, the notions of diversity and novelty have
become increasingly important in both the recommender systems
and information retrieval (IR) communities [5, 13, 15, 26, 33].

Many commercial recommender applications may most obvi-
ously benefit from getting users the items they explicitly want, in a
way that is as frictionless as possible. This criterion is reflected in
common success metrics, such as engagement and click-through
rates. At the same time, other scenarios exist in which a more
serendipitous perspective is important, and the recommender sys-
tem should assist users in broadening their horizons and making
them discover items they did not yet know they liked. Such a per-
spective is increasingly becoming important to the positioning of
public libraries. While online search engines may offer easy at-
home access to a broader body of information, libraries can offer
users trusted, curated and locally approachable ways to also engage
with more specialized content in the long tail.

One domain in which discovering new content (and possibly,
new tastes and interests) is natural, is music. However, a system
that solely would provide items outside of a user’s known com-
fort zone will likely hamper the user experience. Therefore, pro-
posals have been presented to balance recommendations that ex-
ploit known user preferences with recommendations that explore
what acceptable recommendations may exist beyond these known
preferences [14, 20]. The exploration-exploitation paradigm has
more broadly been proposed as a means to increase utility beyond
relevance, both in the recommender systems and IR communi-
ties [2, 12, 32]. From a technical perspective, reinforcement learning
paradigms and multi-armed bandits offer suitable models to tackle
the corresponding exploration-exploitation trade-off [30].

In this paper, we focus on the challenge of exploration for taste
broadening. Considering user-aware personalization, we consider
that exploration preferences may consist of multiple facets. Focus-
ing on where to physically distribute exploration vs. exploitation
items, general exploration-oriented tendencies of the user, and
category-specific user familiarity, we propose automated filtering
techniques that customize where, how much, and for whom to ex-
plore. In an experiment in collaboration with a public music library,
we focus on the following three research questions:

RQ1 To what extent do users prefer recommendations that take
into account user preferences with respect to:
• explore-exploit item placement;
• exploration; and
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• category familiarity?
RQ2 How do the preferences of RQ1 individually contribute?
RQ3 Where do users draw the line between items fit and unfit for

broadening their horizon from our recommendations?
The rest of the paper is organized as follows. In the next section,

we discuss related work. In Section 3, we propose explore-exploit
item placement strategies and a user-aware exploration algorithm.
We present our user study in Section 4 and 5, which is designed to
answer the research questions above, using our proposed methods.
We present and discuss our results in Section 6. Finally, we conclude
our paper and present future work directions in Section 7.

2 RELATEDWORK
2.1 Describing Users
In our work, we consider user preferences with respect to explo-
ration. In general, the question of how to describe users to serve
them for recommendation has been widely studied. By means of a
literature review, Laplante shows in the music domain that there
are associations between music preferences and demographic char-
acteristics, personality traits, personal values, and beliefs [16]. By
exploiting these for recommender system design, one could im-
prove the prediction ability of recommenders [31]. Although each
of the aforementioned human factors has been shown to be a valid
construct to describe people in psychology [16], the focus has been
so far on personality-based recommenders [19, 26].

A widely accepted theory to describe personality in psychology
is the five-factor OCEANmodel [7]. The five factors can be assessed
explicitly, using surveys for which a five-point Likert scale is often
used, or implicitly, by means of data analysis [6]. Using Netflix
data, Golbeck and Norris are the first to apply the model to relate
personality with movie rating and viewing history [8]. Cantador et
al. use the model to study the relations between personality types
and user preferences in movies, TV shows, music, and books [4].

Schwartz proposes a model to describe values [29]. Roccas et al.
relate the factors to values [27]. They conclude that the relations
found help to clarify some issues regarding the meaning of the
factors, which were previously debated. Furthermore, their findings
support the idea that the influence of values on behavior depends
more on cognitive control than the influence of traits. Adamopoulos
and Todri automatically infer personality traits, needs, and values
from social media content and build different recommender system
models [1]. Using Amazon data, they find that the under-explored
models of needs and values result in an improved predictive per-
formance when compared to the more popular five-factor model.
Manolios et al. hypothesize that value-aware recommendation is
especially of interest for broadening the user’s horizon, as it chal-
lenges the user to look beyond what is intuitively preferable [19].

Based on these works, we conclude that certain traits and values
relate to exploration, and thus will be relevant in assessing to what
degree a user will be inclined towards exploration. More specifically,
we will focus on the ‘openness to experience’ personality trait [7],
and ‘openness to change’ personal value [29].

2.2 Explore-Exploit Item Placement
Although explore-exploit strategies are widely researched in se-
quential contexts, their integration in ranking approaches is almost

an empty field, according to Guillou (2016) [9]. To date, not much
has changed since then. The most notable work on personalized
ranking is by Rendle et al., which presents from a Bayesian analysis
a generic optimization criterion BPR-OPT for personalized ranking
[25]. Also, it presents a generic pairwise learning algorithm for
optimizing models with respect to BPR-OPT.

However, deep learning approaches have recently been applied
to personalize ranking. He and McAuley work upon Rendle et al.’s
work to propose Visual BPR, a scalable method that incorporates
visual features extracted from product images into matrix factor-
ization to uncover what visually most influences people’s behavior
[10]. Their model is trained with BPR using stochastic gradient
ascent. He et al. propose Adversarial Personalized Ranking that
enhances BPR by performing adversarial training [11]. Pei et al. pro-
pose a personalized re-ranking model to refine the initial list that is
produced by state-of-the-art learning to rank methods [23]. They
apply a Transformer network to encode the dependencies among
items themselves as well as the interactions between the user and
items. Using a pre-trained embedding to learn personalized encod-
ing functions for different users, the performance of the re-ranking
model can be further improved. Liu et al. propose a deep generative
rankingmodel to enhance the accuracy and generalization of recom-
mender systems [18]. Their experiments show significant ranking
estimation improvements, especially for near-cold-start-users.

We have decided to not take a deep learning approach for our
method. Firstly, because in our application context, we simply will
not have the amounts of data such an approach demands. Secondly,
for our purposes, where exploration vs. exploitation items are glob-
ally concentrated will be a more relevant question than devising
an explicit ordered ranking of these items. This is strengthened
by user experience constraints of our collaboration partner; music
album suggestions will be presented in a 2-dimensional mosaic,
rather than a 1-dimensional ordered list.

2.3 Multi-Armed Bandits
To address the exploration-exploitation dilemma, Li et al. propose an
adaptive bandit clustering algorithm that can perform collaborative
filtering [17]. Efficiency is achieved through the use of sparse graph
representations. McInerney et al. propose Bart to jointly personalize
recommendations and associated explanations to provide more
transparent and understandable suggestions to users [20]. Bart
learns how items and explanations interact within any provided
context to estimate user satisfaction. Sanz-Cruzado et al. propose
nearest-neighbor bandits that consider users to be the arms, which
can be chosen as potential neighbors [28]. Recommendations are
produced based on the advice from a neighbor of the target user,
where neighbor selection is based on a stochastic choice.

Pereira et al. propose Counterfactual Dueling Bandits (CDB) that
take an online learning to rank (OL2R) approach for sequential
music recommendation suited for scarce-feedback problems [24].
CDB continuously learns from the user’s listening feedback with a
reward model that requires a single implicit feedback signal from
the user at each interaction. Wang et al. propose Document Space
Projection (DSP) for OL2R to reduce variance in gradient estimation
and to improve performance [34]. They propose DSPDueling Bandit
Gradient Descent as an example of their general method.
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These recent works tackle the exploration-exploitation dilemma
with fairly diverse approaches to increase the use of recommender
systems. Our work contributes by proposing explore-exploit item
placement strategies and a user-aware exploration algorithm.

3 METHODS
In this section, we propose two filtering techniques to answer our
research questions. We introduce explore-exploit item placement
strategies in Subsection 3.1 and describe our user-aware exploration
algorithm in Subsection 3.2. Finally, we merge the two proposed
methods to yield our taste-broadening recommendation approach in
Subsection 3.3. Each subsection introduces the concept, highlights
the architectural implications, provides the pseudocode, and shows
time efficiency.

As an abstract starting point, we consider recommender systems,
as defined by Ricci et al., to be software tools and techniques that
provide suggestions for items that are most likely of interest to a
particular user [26]. In other words, this definition assumes the rec-
ommender to be a black box that outputs useful suggestions to the
user. For our methods, we take a reinforcement learning approach,
which assumes that the black box can perform processes related to
exploration, exploitation, and tracking user preferences [30].

3.1 Explore-Exploit Item Placement Strategies
Explore-exploit item placement strategies are strategies to merge ex-
ploration and exploitation candidates deduced by the recommender
system in a single representation such that the explore-exploit
item placement suits the user. To integrate these in a recommender
system, we need to introduce an explore-exploit item placement
strategy generator. The generator takes as input the user prefer-
ences with respect to explore-exploit item placement and explo-
ration, and outputs an explore-exploit item placement strategy that
suits the user. The produced item placement strategy is then used
to merge the exploration and exploitation candidates accordingly,
which results in the recommendation.

By ‘representation’ we mean any human-interpretable represen-
tation. In this paper, we consider lists and mosaics. Whereas lists
position items in a one-dimensional structure, mosaics do so in a
two-dimensional structure. We assume a left-to-right top-to-bottom
ordering of the positions.

Our explore-exploit item placement strategies take into account
user variables with respect to explore-exploit item placement and
exploration rate. As a starting point, we use the basic ϵ-greedy
reinforcement learning algorithm. We can then compose our item
placement strategies using a probability distribution to include the
preferred explore-exploit item placement and a scaling factor to
include the exploration rate. We choose to use the multivariate
skew-normal distribution: a multivariate parametric family of dis-
tributions including the standard normal as a special case, where
the extra parameter regulates the skewness [3]. We use the prob-
ability density function (PDF) and tune the skewness parameter
based on the preferred explore-exploit item placement. In 1-D, if
the skewness value decreases, the PDF gets skewed relatively more
to the left. Similarly, if it increases, the PDF gets skewed relatively
more to the right. If it is zero, the PDF is a standard normal distribu-
tion. In 2-D, we adopt a simplified version, namely a skew-normal

PDF over the diagonal. Figure 1 illustrates this. With this version,
we assume that users search the mosaic from the top-left to the
bottom-right. Therefore, in the figure, the item positions on every
k-antidiagonal of the heatmaps are treated the same.

Figure 1: Three 3x3 Example Skewness Heatmaps

We propose Algorithm 1 to generate explore-exploit item place-
ment strategies. Table 1 summarizes the notation used. Depending
on the dimension of the representation, the positions_to_pdf_-
input() function maps the item positions of the representation
to a list of inputs for the skew-normal PDF that respects the item
position ordering. The hyperparameters are tuned beforehand to
calculate a skewness and scaling factor that suit the user. For sim-
plicity, we assume the mappings that compute the skewness and
scaling factor to be linear. However, linearity is not a requirement.
Assuming that the positions_to_pdf_input() function runs in
O(|X |) time, the algorithm runs in O(|X |) time too, because the
for-loop does not exceed this bound.

Table 1: Item Placement Strategy Summary of Symbols

Symbol Meaning
p Explore-exploit item placement, p ∈ [0, 1]
e Exploration rate, e ∈ [0, 1]
a Skewness factor, a ∈ R
s Scaling factor, s ∈ R≥0

α1,α2, β1, β2 Hyperparameters
X List of skew-normal PDF input values
S Produced item placement strategy

Algorithm 1 Item Placement Strategy Generation
1: function generate_item_placement_strategy(p, e)
2: Initialize list S ← ∅
3: Determine list X ← positions_to_pdf_input( )
4: a ← α1 · p + β1
5: s ← α2 · e + β2
6: for i = 1, 2, . . . , |X | do
7: S(i) = s · skewnormal_pdf(X (i), a)
8: return S

3.2 A User-Aware Exploration Algorithm
In the context of taste broadening, we assume that a digital col-
lection can be partitioned into different categories (e.g., musical
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genres). Within a category, we propose to consider two person-
alization opportunities related to exploration: (1) a user’s natural
willingness towards exploration, as well as (2) the user’s familiarity
with the category. We consider that for a given user, items within
a particular category can be ranked on the user’s familarity with
them, as expressed in the form of a familiarity score. Multiple items
may be equally (un)familiar to a user; generally, the further away
we will move out of a user’s existing consumption profile, the more
items are expected to be equally (un)familiar. Therefore, within a
given category, user-specific familiarity profiles (FPs) can be con-
structed, that fan out in a 2-D conelike shape, as visualized in Figure
2. We assume that a user’s exploration willingness and category
familiarity will influence from what part of the FPs we can draw
recommender items. For Alice, who is a rather conservative person,
suitable items should remain close to her existing familiarity bound-
aries. For Bob, who is more adventurous, we can afford searching
in a wider range. For Cynthia, who is an expert in category x , only
truly unfamiliar items will allow for exploration.

Figure 2: Different Taste Broadening User Requirements

Table 2: FP Initialization Summary of Symbols

Symbol Meaning
j The first in-order item that falls

outside of range δ , j ∈ N
fi Familiarity-score of i , fi ∈ R
di Identifier of i , di ∈ N
δ Familiarity-score range, δ ∈ R≥0
I Category item set
F Produced familiarity profile

We propose Algorithm 2 to initialize FPs. Table 2 summarizes the
notation used. Note that A is only a temporary list. Depending on
the familiarity-score function, a familiarity-score range is picked.
The range serves as a measure to generally have a sufficient number

of taste broadening items to choose from, as we move away from
the user’s comfort zone. If the familiarity-score function allows it,
for ease, the range could be set to 0. Assuming that an efficient
sorting algorithm is used, the algorithm runs in O(|I | log|I |) time.

Algorithm 2 Familiarity Profile Initialization
1: function initialize_familiarity_profile(I )
2: Sort list I on familiarity-score in nonincreasing order
3: Initialize list F ← ∅
4: Initialize list A← ∅
5: j ← 1
6: for i = 1, 2, . . . , |I | do
7: if fi + δ ≥ fj then
8: Append di to A
9: else
10: Append A to F
11: A← ∅
12: j ← i + 1
13: return F

The FPs can be used to search for taste broadening items. To do
so in a way that suits the user, as we will see in the following sub-
section, the user’s category familiarity and exploration willingness
are mapped to a suitable familiarity border and exploration range
beforehand for the sake of efficiency, respectively.

We propose Algorithm 3 and 4 to explore with a user FP in
a way that suits the user. Table 3 summarizes the notation used.
Note that F was defined earlier. Algorithm 4 serves as a helper
function that gets the taste broadening exploration subspace of
the FP for Algorithm 3. To ensure the absence of duplicates in
the recommendation, the items in the recommendation so far are
excluded. Algorithm 3 is a recursive function that draws a random
item from the retrieved subspace. A recursive call is performed if
the retrieved subspace is empty. These algorithms do not update the
FP, as the taste broadening item is not yet consumed by the user.

Moreover, we define three corner cases that can occur:
(1) Negative exploration range. For the sake of generality, we

take into account that a user could have a negative attitude
towards exploration, which means that the user prefers to
stay inside the own comfort zone.

(2) Empty taste broadening subspace. As line 8 of Algorithm 4
takes a set difference , the taste broadening subspace could
be empty. This requires an exploration range change.

(3) Start or end FP index reached. At initialization or on the fly,
the start or the end index of the FP could be reached. If the
retrieved taste broadening subspace is empty, the exploration
range direction is inverted.

If we assume the size of the retrieved taste broadening subspace
to be at least equal to the number of item positions in the repre-
sentation, i.e., we are not in corner case 2, Algorithm 3 and 4 run
in O(|F |) time, where |F | refers to the number of lists in the FP.
Under this assumption, the worst-case is reached if |K | from line 7
in Algorithm 4 equals |F |, which implies that the familiarity border
is at the start or end index of the FP and the exploration range
covers the full length of the FP.
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Table 3: FP-Based Exploration Summary of Symbols

Symbol Meaning
b Familiarity border, b ∈ N
r Exploration range, r ∈ Z
B Taste broadening subspace of F
K Taste broadening indices subset of F
O So far generated recommendation output

Algorithm 3 Familiarity Profile Based Exploration
1: function explore(F , b, r , O) ▷ Corner case 1
2: Determine B ← get_tb_subspace(F , b, r , O)
3: return explore(F , b, r , O , B)

4: function explore(F , b, r , O , B)
5: if |B | > 0 then
6: return draw a random item from B
7: else ▷ Corner case 2
8: if r ≥ 0 then
9: if b + r ≥ |F | then ▷ Corner case 3a
10: r = −1
11: else
12: r += 1
13: else
14: if b + r ≤ 1 then ▷ Corner case 3b
15: r = 0
16: else
17: r -= 1
18: B = get_tb_subspace(F , b, r , O)
19: return explore(F , b, r , O , B)

Algorithm 4 Taste Broadening Subspace Retrieval
1: function get_tb_subspace(F , b, r , O)
2: Initialize K ← ∅
3: if r ≥ 0 then
4: K ← the indices from b to b + r
5: else
6: K ← the indices from b + r to b − 1
7: B ← the flat list of F (k) ∀k ∈ K
8: return B −O

For the sake of completeness, if user feedback is received of the
recommendation consumption, it could be used to update the FP.
Consumed items are then given the highest possible familiarity-
score. Firstly, a database update is required to guarantee an up-
to-date category item set when it is queried. Secondly, we use the
familiarity-score range and the old familiarity-score to efficiently
determine the location of the item in the FP. Based on the old
familiarity-score, if we have found the item’s list in the FP using
the familiarity-score range, we use an efficient search algorithm
(e.g., binary search) to locate the item. We move the located item to
the start of the FP. Finally, we remove empty lists from the FP. An

update runs inO(log|I |) time, where in the worst-case the length of
the FP is 1. However, the familiarity-score range tries to prevent this.

3.3 Merging Our Methods
We merge the both concepts as outlined in the previous sections,
to construct our overall recommender, as described in Algorithm 5.

Table 4 summarizes the notation introduced. The algorithm calls
Algorithm 1 to generate the item placement strategy and, based on
it, decides whether to explore with Algorithm 3 or to exploit. Aside
from returning an item, we do not make any assumptions about
the exploit() function, which implies that any exploit algorithm
can be implemented. The hyperparameters are tuned beforehand
to calculate a familiarity border and exploration range that suit
the user. For simplicity, we assume the mappings that compute the
familiarity border and exploration range to be linear. However, lin-
earity is not a requirement. Leaving out the underlying exploit()
algorithm, the algorithm runs in O(|S | · |F |) time, because the dom-
inant part of the algorithm is the for-loop, for which the explore
algorithm that runs in O(|F |) time, is called at most |S | times.

Table 4: Taste Broadening Rec. Summary of Symbols

Symbol Meaning
f Category familiarity, f ∈ [0, 1]
w Exploration willingness,w ∈ [−1, 1]

α3,α4, β3, β4 Hyperparameters

Algorithm 5 Taste Broadening Recommendation
1: function recommend_tb_representation(F , p, e , f ,w)
2: Initialize O ← ∅
3: Determine S ← generate_ranking_strategy(p, e)
4: b ← α3 · f · |F | + β3
5: r ← α4 ·w · |F | + β4
6: for i = 1, 2, . . . , |S | do
7: Toss a coin with success probability S(i)
8: if success then
9: O(i) = explore(F , b, r , O)
10: else
11: O(i) = exploit( )
12: return O

4 USER STUDY
4.1 Study Setting
Our user study focuses on music taste broadening recommendation.
Participants of the study are users of The Organization, a non-profit
organization that is the national music library in an anonymous
country that focuses on encouraging music taste broadening. The
Organization is part of an anonymous city’s central library and has
an online platform through which users can explore their music
taste and request to borrow music albums.

To train our recommender, The Organization allowed us access
to anonymized borrower data of 1,956 albums that were entered into
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Figure 3: Impression of the Album Recommendation Experiment

their database between January and August 2018 and have been
borrowed at least thrice. The data consists of 17,528 borrowing
records, traced back to 2,721 unique users. As borrowing an album
requires the payment of a fee and considers a physical transaction,
we assume that users will only borrow albums of which they have
strong expectations they will like them. Thus, borrowing behavior
may be indicative of a user’s comfort zone. Section 5 elaborates on
how we will use this information as user profiling training data.

From an internal online customer survey, conducted with 691
participants in November 2019, the following demographics infor-
mation emerged for the users of The Organization. 80% are male,
14% female, and the rest preferred not to say. 82% are at least 50
years old (5% preferred not to say); more specifically, the age of 27%
is between 50 and 59, 38% is between 60 and 69, and the remaining
17% is at least 70. 60% hold a higher education degree (9% preferred
not to say). Moreover, 413 out of 529 participants indicated to bor-
row music from the library. Therefore, the presented demographics
information is highly indicative for users that borrow music.

4.2 Survey
The survey consists of six questions, some of which are composed
of several subquestions. Our aims are twofold, namely to gather
information to (1) take into account any participant profile skews
during evaluation and (2) make predictions in the experiment. The
questions are ordered in the samemanner. Firstly, we ask the partici-
pants for their age, gender, nationality, country of current residency,
and country of formative years. Secondly, we pose questions to
determine the user variables covered in Section 3 explicitly.

More specifically, given a preferred category, we estimate the
preferred explore-exploit item placement, exploration rate, category
familiarity, and exploration willingness. Table 5 shows the three
relevant questions. The multi-select options of questions 1a. and
1c. are derived from our borrower data covered in the previous
subsection. The top 40 most occurring genres, of which we have at
least 30 albums, are presented to the participants to choose from.
We also allow participants to add missing genres to their list. For
each of the picked genres from the top 40, participants choose their

Table 5: User Preference Related Survey Questions

No. Assignment/Question/Statement Format User variable
1 a. Which music genres do you prefer? Multi-select Preferred category

b. For each of your given music genres: how familiar are you with the genre? 5-point Likert Category familiarity f
c. For each of the genres you are minimally ‘Rather familiar’ with: select at Multi-select -

least 1 artist you know already
2 a. I browse on a recommender system, like Youtube or Netflix, actively for 5-point Likert Exploration rate e

something new with the following frequency
b. In the same context as before, if I stumble upon something new, then I try it 5-point Likert Exploration rate e
c. In general, I see myself as someone curious about many different things 5-point Likert Exploration willingness ŵ
d. As a guiding principle in my life, I rate ’being curious’ to be a personal 9-point scale Exploration willingness ŵ

value on a nine-point scale as
3. In the context of taste broadening: given a list of recommendations, where Multiple choice Item placement p

do you prefer the emphasis of taste broadening items to be?

53



Exploring Exploration SIGIR ’20, July 25–30, 2020, Xi’an, China

familiarity and, if at least rather familiar (2 on the Likert scale), pick
at least one familiar artist from our data’s musicians of the genre.

We normalize the filled out Likert scale score with the follow-
ing formula: n5(s) = s−1

4 . We compute the category familiarity as:
f = n5(s1b ), where the subscript of s corresponds to the question
number of Table 5. A 9-point scale that ranges from −1 to 7 is used
for question 2d. to determine the personal value ‘openness to expe-
rience’ [29]. Likewise, we normalize the 9-point scale score with
the following formula: n9(s) = s

7 . To determine the exploration
rate and exploration willingness, we average the filled out scores
of the two particular questions, as these positively correlate. That
is, e = n5(s2a )+n9(s2b )

2 and ŵ = n5(s2c )+n9(s2d )
2 , respectively, where

ŵ ∈ [−1, 1] is ourw prediction. The multiple choice options of ques-
tion 3. are limited to ‘At the beginning’, ‘Around the middle’, ‘At the
end’, and ‘No specific preference’, for which we assign 0, 0.5, 1, and
null to p, respectively. If p is null, we apply a uniform distribution.

5 EXPERIMENTS
The experiment is composed of three assignments and has three
rounds. Our aims are to answer our research questions, as defined in
Section 1. For the sake of completeness, based on Section 3, in RQ1,
exploration refers to exploration rate and exploration willingness,
and familiarity refers to category familiarity.

5.1 Assignments
In each round, three album mosaics are presented, as visualized
in Figure 3, which are produced by different methods and ordered
randomly. Participants can listen to an album by clicking on it; this
opens a modal that contains the album information and songs. The
chosen genres depend on the number of indicated preferred genres
in the survey. If one genre is given, it is used for each round. Else,
if two are given, either one of them is assigned twice. Else, three
unique genres are picked at random. In the three rounds, we sepa-
rately check the performance contribution of explore-exploit item
placement, exploration rate, and category familiarity, respectively.
The performance contribution of the exploration willingness is
adjusted through the adventurousness slider at the top of the page.

Participants sequentially complete the following assignments:
A1 Using the slider, choose the adventure value in the blue area

that suits you best for taste broadening.
A2 Using the selectbox below, choose the mosaic that suits you

best for taste broadening.
A3 Select the albums that you find unfit for taste broadening.

Figure 4: The Two Different Slider Settings

In A1, the participant can tune the recommendation adventur-
ousness. The value at the center of the slider corresponds to our
exploration willingness prediction ŵ . The slider’s value is initialized
at its center and, depending on the round, can either be moved to
the left or right. Figure 4 illustrates this. More specifically, in round
1 it can only be moved to the left (the upper setting), round 2 only

to the right (the lower setting), and round 3 to either side at random.
This procedure encourages participants to look for an adventurous-
ness value away from the center, to both the left and right of it. Also,
it helps to answer RQ2, since results that are consistent over the
rounds and have low variance over the participants likely indicate a
high contribution. Given adventurousness value n ∈ {0, 1, . . . , 100},
we compute the exploration willingness as:w = 2n

100 · ŵ .
In A2, the participant chooses one mosaic out of three that suits

best for his/her taste broadening. These are the following mosaics:
• Our prediction mosaic. It is generated using our methods
and the determined user variables.
• Amutation mosaic. It is generated like the prediction mosaic,
except for the fact that exactly one of the determined user
variables is mutated beforehand. A mutated variable gets the
inverted original value. If the original value is at the center
of the range, it gets the value of an extreme at random.
• A random mosaic. It contains randomly drawn items from
the category’s item collection.

As for the mutations, we mutate in round 1 explore-exploit item
placement, round 2 exploration rate, and round 3 category familiar-
ity. This assignment helps to answer RQ1, as results that show the
prediction mosaic is generally picked over the others demonstrate
the usefulness of our methods. Moreover, it helps to answer RQ2,
as results that show the prediction mosaic is generally picked over
the mutation mosaic for the same mutated variable demonstrate
the contribution of the individual user preference.

In A3, the participant labels the albums unfit for his/her taste
broadening of the mosaic chosen in A2. This assignment serves as
a sanity check and helps to answer RQ3. If the mutation or random
mosaic is chosen, we determine which labeled albums are outside
of the FP’s taste broadening subspace. Else, we determine where
users draw the line for user-aware recommendation.

5.2 Multi-Armed Bandit
For each genre, we train a finite-armed stochastic multi-armed
bandit with our dataset’s borrowing records for that genre, to rec-
ommend an album based on a target album. For the bandit, the
context is the target album, the arms are the albums in the item col-
lection, the reward function equals the familiarity-score function,
and the arms are updated after each recommendation. We define
the familiarity-score function as:

f (s, t) = n(s) + 1n(s ,t )≥1 · (m + n(s, t)) + 1s=t ·m,
where, from the genre’s collection, n(·) computes the number of
times its input albums appear together in a borrower’s record and
m is the maximum number of times an album has been borrowed.
We use ϵ-greedy to train it, until the policy converges.

Moreover, for the experiment, we implement our proposed al-
gorithms for item placement and exploration. The target albums
are the albums of the indicated familiar artists in the survey. Each
time the bandit exploits, it picks a random target from the target
albums. Our familiarity function guarantees that the beginning of
each FP will contain several items that are rather familiar, if not
familiar, while the end will contain relatively many albums that are
irrelevant to the target and borrowed only a few times. Therefore,
we set familiarity-score range δ to 0.
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As for our remaining hyperparameters, based on an analysis of
the skew-normal distribution, we set α1 = 3, α2 = 2, β1 = −1.5, and
β2 = 0. We set β3 = 0.05 to slightly encourage taste broadening.
Lastly, for ease, we set α3 = α4 = 1 and β4 = 0. Our pilot study,
which is presented in the next section, serves as a sanity check.

5.3 Hypotheses
We hypothesize beforehand that:
H1 Overall, users will prefer mosaics based on our personalized

recommendations.
H2 The integration of each user preference variable contributes

positively.
H3 For mosaics with our personalized recommendations, fewer

items are marked unfit. Also, the items marked as unfit are
mostly outside of the FP’s taste broadening subspace.

6 RESULTS AND DISCUSSION
This section covers the experimental results. Subsection 6.1 and 6.2
present the results of our pilot and live study, respectively. These
studies sequentially ran during October and November 2019. We
then discuss the results in Subsection 6.3.

6.1 Pilot Study
The aims of the pilot study are to check whether the instructions
in the online user study are clear to participants, the UI design is
intuitive, and the overall functionality works as planned in a real-
user setting. For the study, we recruited eight participants. These
people were excluded from the live experiments. Together with each
participant, we went through the survey and experiment. We asked
the participants beforehand to think aloud, to enable us to follow
their thought process. They could only pose us urgent questions.

The participant profiles of our study are as follows. 75% are male
and 25% female. The average age is 46 and 50% are at least 50 years
old. 62.5% hold a higher education degree. Therefore, based on a
comparison with the outcomes of the user profile study presented
in Subsection 4.1, we consider our sample to be representative.

During the evaluative talks at the end of the sessions, the par-
ticipants consistently confirmed that they broadened their taste.
Each participant found artists or songs that they recognized, if not
vaguely recognized, and based on these, successfully found a mo-
saic that suited them best. To quote one participant, “I learned to
appreciate new songs of artists I did not know, who are close to my
favorite artists.” Overall, we received positive feedback.

6.2 Live Study
35 users participated in our live study. In terms of demographic
information of our participants, we gathered the following summary
statistics, which are in line with existing customer statistics as
presented in Subsection 4.1. 86% are male and 14% are female. The
average age is 50 and 66% are at least 50 years old; more specifically,
the age of 23% is between 50 and 59, 32% is between 60 and 69, and
the remaining 11% is at least 70. 94% live in the library’s country
and 6% live in a neighboring country.

Table 6 shows statistics of the user variables deduced from the
survey. Recall that exploration willingness is defined on [−1, 1],
whereas the other user preferences variables are defined on [0, 1].

Participants picked a remarkably large number of preferred gen-
res and familiar artists. Moreover, there is no consensus on the
preferred explore-exploit item placement.

Table 6: User Variable Statistics

Variable Mean SD
Number of preferred genres 5.5 4.4

Category familiarity f 0.59 0.18
Number of familiar artists per genre 9.2 10.7

Exploration rate e 0.52 0.25
Exploration willingness ŵ 0.19 0.14

Explore-exploit item placement p 0.53 0.43

Relating to RQ1, we analyze the experiment results visualized
in Figure 5a. We find that our prediction mosaic was significantly
preferred, χ2(2,N = 105) = 35.89,p < .001. Furthermore, relating
to RQ2, we analyze the results visualized in Figure 5b. We find that
our prediction mosaic was significantly preferred in the explore-
exploit item placement, χ2p (2,N = 35) = 14.11, and category fa-
miliarity, χ2f (2,N = 35) = 23.03, mutation rounds, p < .001. How-
ever, this does not hold for the exploration rate mutation rounds,
χ2e (2,N = 35) = 5.89,p ≈ .053.

(a) Overall (b) Individual Preferences

Figure 5: Histograms of the Chosen Album Mosaics

Relating to RQ3, Table 7 shows statistics of the albums that
users marked as unfit for their taste broadening. For our mosaics,
all exploration items are from the FP’s taste broadening subspace.
This does not hold for the other mosaic types. We use a Linear
Model analysis to test the difference between the mosaic types on
the number of marked unfit albums. We find a significant effect
(F (2, 102) = 12.35,p < .001) for the mosaic types on the number of
unfit marked items. Post hoc comparisons using the Tukey HSD
test show that the random mosaics and each other group differ
significantly at p < .05. Besides, they show no significant difference
between the prediction mosaics and the mutated mosaics.

Relating to RQ2, we analyze the contribution of exploration
willingness by studying the values that participants chose with
the adventurousness slider. These are visualized in Figure 6. We
find that the participants significantly preferred adventurousness
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Table 7: Items Marked as Unfit Statistics

Mosaic Mean SD Exploration Items (%)
Prediction 1.16 1.15 71.9
Mutation 1.79 1.77 70.4
Random 3.54 1.92 -

values that are relatively more to the right (M = 55, SD = 17.4)
of the slider’s center, t(104) = 32.53, p < .001. We find that the
values on the same side of the slider are consistently chosen by the
participants over the rounds (M = 3.62, SD = 5.02).

Figure 6: Boxplots of the Adventurousness Values

6.3 Discussion
We would first like to emphasize that participation was completely
voluntary. By this, we mean that no rewards to encourage partic-
ipation were attached, as monetary incentives may diminish the
quality of the responses. On average, participants spent 45.2 min-
utes (SD = 56.0) on their response. Their committed participation
is also visible from Table 6, which shows a high number of indicated
genres and artists. Therefore, participants put much effort in doing
the experiments, which resulted in a valuable dataset.

Based on our training data, on average, users borrow albums
from 6.1 different genres (SD = 5.5), filtered on our genre top 40.
If we compare this average with the average number of preferred
genres from Table 6, we find that these are close. In Subsection 4.1
we stated that the albums borrowed are probably close to, if not
inside, the customers’ comfort zones, because of borrowing costs.
The fact that these averages are close confirms that the training
data should be used for exploitation, in taste broadening recom-
mendation. Moreover, on average, the borrowed albums per user
are from 5.9 different artists (SD = 12.0). Table 6 shows a larger
average, since the number is related to familiarity and familiarity
does not imply preference.

We find that our hypotheses, as defined in Section 5, are mostly
in line with our results. As for RQ1 and RQ2, we found that our
mosaic is overall, and in two out of the three mutation round types,
significantly preferred. We expected exploration rate to be the least
contributing user variable, as it affects the content of the recom-
mendation least, namely only through the exploration probability.
Also, we expected category familiarity to be the most contributing
variable, as it directly influences the connection between the user

and the recommendation content. However, although we found
that our mosaic was significantly preferred in explore-exploit item
placement mutation rounds, we expected the influence of this user
variable to be bigger. One reason for this is the fact that five partic-
ipants indicated to not have a specific item placement preference.

Based on Figure 6, participants significantly preferred values
to the right of the slider’s center. An influential factor that could
explain this, is the fact that it is natural for humans to be curious
about what is beyond the default value, especially in the context
of adventurousness. This implies that participants will anyway
choose a value that is relatively right to the slider’s center. As we
also found that participants chose adventurousness values that
are consistent over the rounds, we conclude that the exploration
willingness contributes positively to our recommendations as well.

As for RQ3, we found that for our recommendations, partici-
pants labeled significantly fewer items as unfit. Table 7 shows that,
on average, approximately one item is marked as unfit for our rec-
ommendations. An influential factor could be that participants have
the urge to mark at least one item as unfit – the item that least suits
their taste broadening. The table also shows a relatively high SD
for the mutation mosaics. These deviations mainly result from the
category familiarity mutation rounds, which show a relatively large
number of unfit marked items (M = 4.60, SD = 1.36). Moreover, we
found that items outside of the FP’s taste broadening subspace are
less likely to be fit for taste broadening. Also, pilot study participants
marked items from our mosaic as unfit mostly by comparison with
the other albums inside the mosaic. This suggests that participants
look in our mosaics for the item that relatively least contributes to
their taste broadening. However, based on this research, we cannot
give a precise answer of where to draw the line between items fit
and unfit for taste broadening in the FP itself. To advance to this
level, the question deserves a separate qualitative research.

7 CONCLUSION
In this paper, we introduced explore-exploit item placement strate-
gies and, in the context of taste broadening, a user-aware explo-
ration algorithm. These filtering techniques integrate user variables
with respect to explore-exploit item placement, exploration, and
familiarity to answer the questions of “Where?”, “How much?”,
and “For whom?” to explore, respectively. Based on the derived
time-complexities, the proposed algorithms are time-efficient by
definition, which is of great value for recommendation. Experiments
demonstrate the effectiveness of our methods and the fact that the
integration of familiarity contributes most, for taste broadening
recommendation. We hope that this paper serves as an eye-opener
to trigger more research to be centered around exploration in rec-
ommender systems. As shown, there is more ground to be gained.

In future work, we want to explore the possible benefits of tree-
based familiarity profile implementations. Also, wewant to research
explore-exploit item placement strategies and FPs in collaborative
settings. Another interesting future work direction could be to ana-
lyze item placement strategies and FPs over time. For item place-
ment strategies, we could research the applications of exploration
rate decay functions that deal with the cold-start problem. Likewise,
for FPs, we could research familiarity decay functions that decrease
the familiarity-score of items over time.
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B
Muziekweb’s Explore Features

In Section 1.7, the Explore features provided by Muziekweb were explained. Supplementary to it, this ap-
pendix contains impressions of the features other than music album advice generation. For an impression of
Muziekweb’s Album Advice page, we refer back to Figure 1.3.

Figure B.1 provides an impression of the Muziekweb Intro’s page, which contains eight genres in this im-
age [59]. Besides, Figure B.2 visualizes the Muziekweb Playlist page, which contains two playlists in the image
[60]. Furthermore, Figure B.3 visualizes the Music Advice page, where the user can navigate to the Artist Ad-
vice or the Album Advice page [58]. Finally, Figure B.4 provides an impression of the Artist Advice page, where
users can provide a set of input artists to generate an artist advice. The user can use a slider to indicate the
preferred popularity of the artists for the artist recommendation.

Figure B.1: Muziekweb Intros Page.

59



60 B. Muziekweb’s Explore Features

Figure B.2: Muziekweb Playlist Page.

Figure B.3: Muziekweb’s Music Advice Page.

Figure B.4: Muziekweb’s Artist Advice Page.



C
Exploration Explorer’s Technologies

In Section 5.5, Exploration Explorer was presented. Supplementary to it, this appendix covers the technolo-
gies used to develop and run the website.

The website and server have mainly been developed in JavaScript (JS). More specifically, with ECMAScript
2019, which comes with next-generation JS features. We use JS because of our experience with the language
and since it is a flexible, popular, and evergrowing language. Moreover, JS allows us to use Node package
manager (npm), which, due to popularity, offers many packages that are of great use for web development.
Furthermore, we have implemented our methods in Python, as the packages available for Python make the
mathematical implementation easier.

The following enumeration covers which technologies have been used to develop and run the different
parts of Exploration Explorer. We use:

• Node.js to run our server. It is JS without the browser; in other words, it is a runtime environment used
to build JS applications. Along with its installation comes npm.

• Express to create the routing for the server. It is a relatively simple Node.js web application framework.

• React for frontend development. It is a JS library that is designed to update the browser DOM for us. It
requires us to work with a ‘virtual’ DOM consisting of React elements, which are JS objects, on which
operations will influence the ‘actual’ DOM.

• SASS for frontend design. It is a layer upon CSS that enables us to efficiently define frontend styles.

• MongoDB for database development. It allows for flexibility in database architecture design. Using the
Mongoose node package, we can work with it in JS.

Together these technologies allow us to develop Exploration Explorer in an elegant way. We manage to get
the different languages to work well together as well. Whenever the server needs to run the implementation of
our methods, it calls a Python script and waits for it to finish. When the script completes its computations, the
script returns the results to the active JS process, which in turn uses these to proceed with its computations.
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D
Exploration Explorer Walkthrough

This appendix contains a figure-by-figure walkthrough of Exploration Explorer.

Figure D.1: The Landing Page.

Figure D.2: Informed Consent (1/3).
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Figure D.3: Informed Consent (2/3).

Figure D.4: Informed Consent (3/3).

Figure D.5: Questionnaire Introduction and Some Remarks.
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Figure D.6: Survey Question 1 - Age (Personalia).

Figure D.7: Survey Question 2 - Gender (Personalia).

Figure D.8: Survey Question 3a - Nationality (Personalia).

Figure D.9: Survey Question 3b - Country of Current Residency (Personalia).



66 D. Exploration Explorer Walkthrough

Figure D.10: Survey Question 3c - Country of Formative Years (Personalia).

Figure D.11: Survey Question 4a - Preferred Music Genres (Music Interest).

Figure D.12: Survey Question 4b - Familiarity With the Selected Genres (Music Interest).
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Figure D.13: Survey Question 4c - Familiar Performers of the Selected Genres (Music Interest).

Figure D.14: Survey Question 5a - Frequency Statement 1 (Explorative Browsing).

Figure D.15: Survey Question 5b - Frequency Statement 2 (Explorative Browsing).
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Figure D.16: Survey Question 5c - Personality Trait Statement (Explorative Browsing).

Figure D.17: Survey Question 5d - Personal Value Statement (Explorative Browsing).

Figure D.18: Survey Question 6 - Recommendation Ordering.
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Figure D.19: Survey Question 7a - Familiarity With Muziekweb (Feedback for Muziekweb).

Figure D.20: Survey Question 7b - Reasons for Using Muziekweb Over Other Services (Feedback for Muziekweb).

Figure D.21: Survey Question 8 - Research Updates.



70 D. Exploration Explorer Walkthrough

Figure D.22: Part 1: Experiment Introduction and Some Remarks.

Figure D.23: Part 2: Assignments.
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Figure D.24: Experiment Assignment 1 out of 3 - Slider Value Selection (Round 1 out of 3).

Figure D.25: Album Modal Opened by Clicking on an Album.



72 D. Exploration Explorer Walkthrough

Figure D.26: Experiment Assignment 2 out of 3 - Mosaic Selection (Round 1 out of 3).

Figure D.27: Experiment Assignment 3 out of 3 - Unfit Album Selection (Round 1 out of 3).
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Figure D.28: Closure on Completion of Round 3.
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E
HREC Approval

This appendix contains the research approval by TU Delft’s HREC, considering our quantitative online user
study. See Figure E.1; the relevant parts of the figure that state their approval have been marked.

Figure E.1: Research Approval by HREC Through The Lab Servant.
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