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Abstract—Key framesand previewsare two forms of a video T T
abstract, widely used for various applications in video browsing ‘ Application _

and retrieval systems. We propose in this paper a novel method T ‘
for generating these two abstract forms for an arbitrary video
sequence. The underlying principle of the proposed method is the '»i.\ Video p2
removal of the visual-content redundancy among video frames. i
This is done by first applying multiple partitional clustering to all
frames of a video sequence and then selecting the most suitable
clustering option(s) using an unsupervised procedure for cluster- 7 Human ™
validity analysis. In the last step, key frames are selected as [ e
centroids of obtained optimal clusters. Video shots, to which key '

frames belong, are concatenated to form the preview sequence.
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I. INTRODUCTION S
video abstractis a compact representation of a video imilar representative guality
sequence and is useful for various video applications. Ff 1 manual versus automated video abstraction.

instance, it provides a quick overview of the video-data-base
content and enables fast access to shots, episodes, and entire

programs in video browsing and retrieval systems. There are _ . .
two basic forms of a video abstract: ey frames using image retrieval techniques [24]. Also, shot

. apreviewsequence. being the concatenation of a Iimitec mparisons involved in some high-level video processing and
P q » DeINg i nalysis steps can benefit from visual features captured in
number of selected videsegments (key video segments s . :
. . . ey frames [10], [21]. Similarly, as in the case of preview
« a set ofkey framesheing a collection of suitably chosen . i
sequences, key frames can also be extracted in two different

frames of a video. . .
. . . o _ways, either to capture the most memorable scenes of a video
A preview sequence is made with the objective of reduci to just summarize the entire video in terms of its visual

a long video into a short sequence that is often used to help tent. Consequently, here we also use the terms such as
user to determine if a video program is worth viewing in itﬁighlighting and summarizingkey frames

enU:et;;. It elth?r'prowdle Stﬁn |mprte§st|on a:?out t'f(;e entire V'deoAs illustrated in Fig. 1, a video can be abstracted either
content or contains only the most interesting video Segmen}rﬁ‘:\nually or automatically. If key frames and key video
We distinguish between these two types of previews and define .
S . segments are extracted manually, they will comply to human
them as thesummary sequencesd highlights, respectively. o . !
. ; cognition. That is, these key frames/segments will be selected
Key frames are most suitable for content-based video brows- : :

. . sed on human understanding of the content of a video
ing, where they can be used to guide a user to locate specific . . .
: . ?nd human perception of representativeness and quality of

video segments of interest. Furthermore, key frames are asofr me or ment. For instan kev fram ‘K
effective in representing visual content of a video sequence fy'rame 0 atseg eb. Ot tsg Ee’ eby z es tc;] e3|/
retrieval purposes: video indexes may be constructed based:’ E%teothsegmen S can q eb'extrac © i e(rje th ase oln '€ trr? N
visual features of key frames, and queries may be directed Qﬁ' € Persons and objects capture erein play In fhe
context of the target application. One can choose the most
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was recommended by Guest Editor S.-F. Chang. best revealing the interesting action) from many candidate
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Reducing human involvement in the video abstraction A
process by developing fully automated video analysis ant; =
processing tools steadily gains more importance from both th% ' ‘T
production and the user end of video programs. On the on"™ «:;,_'Jx, |
hand, a continuously growing video production and increasing . ﬁg
number of different services offered to customers require
enormous manpower at the production end for processing ar A B
preparing the videos for their distribution and placement or = (S
the market. On the other hand, if video abstraction is to b !ﬁﬁ l .ﬁ‘, ﬂ
performed at the user end, for instance, in emerging digita
storage systems containing some data-processing power [18]
full automation of such systems is crucial, since users at homc
want to be entertained and not burdened with programmifg. 2. Two of several possible key-frame sets containing different frames
or adjusting their video equipment. but capturing the same visual material.

While the need for automating the video-abstraction pro-

highly difficult to develop a system capable of automaticallyyis paper.

capturing the highlights of a video. This is mainly due to the
fact that defining which video segments are the highlights I
is very subjective process, and thus it is difficult to obtain
objective ground truth. Furthermore, we are still missinﬁ_ Key-Frame Extraction

the feasibility to efficiently map human cognition into the i
automated abstraction process such that similar abstractioftutomated extraction of key frames has been addressed

results are generated manually and automatically. by many researchers [1], [2], [4], [6]-{9], [13], [16], [17],

In this paper, we present a method for automatically pr{)lg]—[ZG]. A first attempt to automate the key-fram_e extraction
ducing an abstract of an arbitrary video sequence. The metH¥@S t0 choose as a key frame the frame appearing after each
is based on cluster-validity analysis and is designed to wdfgtected shot boundary [16]. However, while being sufficient
without any human supervision. The produced video abstrdgf Stationary shots, one key frame does not provide an
consists of a set of key frames and a preview Sequeneg_ceptable representation of the visual content in dynamic
Since we were aware of the above limitations, we followegfduences. Therefore, methods were needed to extract key

the objective ofsummarizingthe content of a given video frames compliant to viSL_JaI content variations_along a video
sequence, rather than finding its highlights. The role of suBgduéence. One of the first key-frame exiraction approaches

jectivity in the video summarization process is significanti§f€Veloped in view of this objective is presented in [22], with

reduced, which can be explained by the fact that a vid&d deta|!s given in [25]. There, key frames are extrapted in a
summary ideally containall relevant elements of the videoS€duential fashion for each shot separately. The first frame
content (faces, objects, landscapes, situations, etc.) and n8f & Shot is always chosen as a key frame. Then, similar
subjective selection of these elements, such as highlights.Mgthodology is applied as for detecting shot boundaries. The

view of the second limitation, the abstracting method presentdtférencez(Fi., k) is computed between the current frame

in this paper does not attempt to provide an abstract containfi@f @ Seauence and the last extracted key frame: using
r histograms. If this difference exceeds a given threshold

precisely the same key frames or segments as the one forrfi@ i )
manually. Its objective is rather to summarize the sequenceinthe current frame is selected as a new key frame, that is
a way similar to the manual one, in terms of the video materigteps: £ =1
captured_ by the_ abstract and the obt_alned a_bstraqtsae. Thlsg%r})& VE € [2,5]if 2(Fiasts k) > T = Froot = k. 1)
be explained with an example of a simple dialog-like sequence,
illustrated in Fig. 2, consisting of interchanging shots showing Here, S is the number of frames within a shot. The extrac-
each of the two content componemsand B. Since a person tion procedure (1) is then adapted by using the information on
would summarize such a sequence by taking only two keminant or global motion resulting from camera operations
frames/segments, one for each of the content components,dhd large moving objects, according to a set of rules. For
same needs to be obtained automatically using our methadzooming-like shot, at least two frames will be extracted,
although the chosen key frames and key segments can be takethe beginning and at the end of a zoom. The first one
at different time instances. represents a global and the other one a more detailed view of
In Section Il, we first review some of the representativa scene. In cases of panning, tilting, and tracking, the number
previous approaches to video abstraction, after which wé frames to be selected will depend on the rate of visual-
present our abstraction method in Section lll. There, firstpntent variations: ideally, the visual content covered by each
the procedures for clustering and cluster-validity analysis akey frame should have little overlap, or each frame should
explained. This is followed by a description of how the abstracapture a different object activities. Usually frames that have
is formed on the basis of clustering results and by definingss than 30% overlap in their visual content are selected as

Possibility 1 Possibility 2
(e.g. manually extracted) (e.g. automatically extracted)

. PREVIOUS WORK ON VIDEO ABSTRACTION
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key frames. A key-frame extraction method similar to (1) caimto A clusters, where this final number of clusters is de-
also be found in [21], though without usage of the motiotermined by a prespecified threshold A new frame is
information. assigned to an existing cluster if it is similar enough to the
In the approach presented in [8], the authors first computentroid of that cluster. The similarity between the current
the discontinuity value between the current fralnand the framek and a cluster centroidis computed as the intersection
N previous frames. This is done by comparing the colaf two-dimensional hue—saturation (HS) histograms of the
histogram of the frame: and the average color histogramhue—saturation—value (HSV) color space. If the computed

of the previousN frames, that is similarity is lower than the prespecified threshdld a new
cluster is formed around the current framen addition, only
Z(k,{k—1,....,k=N}) = those clusters that are larger than the average cluster size in a
k—N ] k=N shot are considered as key clusters, and the frame closest to
Z Z Hi (i) — N Z H3(i)|. (2) the centroid of a key cluster is extracted as a key frame.
j=k—1 e=Y,UV j=k—1 Extraction of key frames in all approaches discussed above

is based on threshold specification. The thresholds used in [4],
2], and [26] are heuristic, while the authors in [8] work
ith a threshold obtained by using the technique of Otsu
[15]. By adjusting the threshold, the total number of extracted
if 2(k,{k—1,....,k— N} >T = Fla = k. 3) key frames can be regulated. However, such regulation can
' ' be performed only in a global sense, meaning that a lower
A possible problem with the extraction methods describébreshold will lead to more key frames, and vice versa. The
above is that the first frame of a shot is always chosen as a l@Xact or at least approximate control of the total number of
frame, as well as those frames lying in shot segments wittestracted key frames is not possible. First, it is difficult to
varying visual content. As discussed in [7], when choosingrglate certain threshold value to the number of extracted key
frame lying close to the beginning or to the end of a shdtames. Second, if the same threshold value is applied, it can
there is a probability for that frame of being a part of #ad to a different number of extracted key frames for different
dissolve effect at the shot boundary, which strongly reducegquences.
its representative quality. The same can be said for framedA practical solution for this problem is to make the threshold
belonging to shot segments of high camera or object motidirectly related to the extraction performance. An example is
(e.g., strong panning or a zoomed object moving close tiae threshold specification in form of the maximum tolerable
the camera and covering most of the frame surface). Sustmber of key frames for a given sequence. An approach using
frames may be blurred, and thus in some cases not suitalhlis sort of thresholds can be found in [17]. There, two thresh-
for extraction. olds need to be prespecified: controlling which frames will
A solution to this problem can be found in [4], wherdde included in the set, an¥, being the maximum tolerable
the authors first represent a video sequence as a curvenimnber of key frames for a sequence. Key-frame extraction
a high-dimensional feature space. A 13-dimensional featuseperformed by means of an iterative partitional-clustering
space is formed by the time coordinate and three coordinapgecedure. In the first iteration step, a video sequence is
of the largest “blobs” (image regions) using four intervalgdivided into consecutive clusters of the same lengthThe
(bins) for each luminance and chrominance channel. Then tiference is computed between the first and the last frame
authors simplify the curve by using the multidimensional cuni@ each cluster. If the difference exceeds the thresholall
splitting algorithm. The result is, basically, a linearized curvdtames of a cluster are taken as key frames. Otherwise, only the
characterized by “perceptually significant” points, which arfirst and the last frame of the cluster are taken as key frames. If
connected by straight lines. A key-frame set of a sequenite total number of extracted frames is equal to or smaller than
is finally obtained by collecting frames found at perceptuallihe tolerable maximuriV, the extraction procedure is stopped.
significant points. With a splitting condition that checks thé not, a new sequence is composed out of all extracted frames
dimensionality of the curve segment being split, the cunand the same extraction procedure is applied. The biggest
can be recursively simplified at different levels of detail, i.edisadvantage of this method is the difficulty of specifying the
with different densities of perceptually significant points. Th#hresholdr, since it is not possible to relate the quality of the
final level of detail depends on the prespecified thresholobtained key-frame set to any speciio/alue.
which evaluates the distance between the curve and its lineaA better alternative method to [17] was proposed in [9],
approximation. A potential major problem of this approactvhich does not require any other threshold value but the
is the difficulty to evaluate the applicability of obtained keynaximum allowed number of key frames for a given video.
frames, since there was no comprehensive user study to provere are two steps in this approach. First, the assignment of a
that the extracted key frames lying at “perceptually significanumber of key frames for each shot is carried out based on the
points” capture all important instances of a video, or that thecentent variation of a sh@ndthat of the entire sequence. The
is a clear connection between perceptually significant poirdentent variation of a given sequence is defined as the sum
and most memorable key frames (highlights). of all frame-to-frame differences measured along the entire
A different type of key-frame extraction approach is prosequence. The key-frame assignment is done such that the
posed in [26]. There, all frames in a video shot are classifisdm of all assigned key frames along the sequence is close to

If the discontinuity value (2) exceeds the prespecifi
threshold7’, the current framet is extracted as a new keyW
frame Fi.., i.€.,



HANJALIC AND ZHANG: INTEGRATED SCHEME FOR AUTOMATED VIDEO ABSTRACTION 1283

a given maximal number of allowable key framasfor the compositionsimilar to average color composition of a whole
entire sequence. The numh®&rcan be adjusted if we knoa movie, dialog-like audio track and high contrast Although

priori the type of the program to be processed. The assignmére authors claim to obtain a good quality of movie abstracts,
step is followed by a threshold-free and objective procedusence “all important places of action are extracted,” there is
to optimally distribute the assigned number of key frames mo user study to support that the segments selected using the
each video shot. The optimal distribution of key frames iabove audio-visual features indeed capture the same material,
each shot is performed at this second step usimgraerical which would be included into a manually produced trailer. As
algorithm to optimize the representation of the distributioralready mentioned in Section |, it is highly difficult to develop
with respect to a given measure of the content flow dynamias automated system for extracting video highlights, due to
along each shot. However, predefining the absolute numltee missing ground truth. Even if the extracted highlighting
of key frames without knowing the video content may bsegments correspond to the video-content perception of one
problematic in some cases: when assigning two key framaser, there may be another user for whom the obtain abstract
for a talking head sequence of 30 min, one of them ca® not or is only partially acceptable.

be considered as redundant. In addition, assigning the same

number of key frames to, for instance, two video sequences

of the same length does not guarantee the same level of visual lll. THE ABSTRACTION APPROACH BASED

abstraction since the contents of the two sequences may have ON CLUSTER-VALIDITY ANALYSIS

different levels of abstraction and/or totally different levels of The underlying principle of the video-abstraction method

activities. proposed in this paper is to remove the visual-content redun-
If the total number of extracted key frames is regulategancy among video frames. The entire video material is first
by a threshold, the qualities of the resulting key-frame sgfouped into clusters, each containing frames of similar visual
and of the set obtained for the same sequence but basect@fitent. Taking again the dialog-like sequence from Section |
human cognition are not necessarily comparable. For instanggg. 2) as an example, the clustering process would group
if the threshold is too low, too many key frames are extracteghgether all frames from all shots belonging to each of the
characterized by a high redundancy of their visual contergntent componentst and B, resulting in this way in two
By a high threshold, the resulting key-frame set might be teQusters, one for each of the components. Then, by representing
sparse. Especially if the rate of visual-content change allowgch cluster with its most representative frame, a set of key
for only one optimal set of key frames for the best viderames can be obtained that summarizes the given sequence.
representation, finding the threshold value providing suchTg obtain a summarizing preview sequence, it is sufficient to
key-frame set is a highly difficult task. take the shots to which the extracted key frames belong as key
Authors in [2] and [19] aim at avoiding this problem andsegments and to concatenate them together.
propose threshold-free methods for extracting key frames. INSince the resu|ting number of key frames and key video
[2], the temporal behavior of a suitable feature vector egments in the preview sequence is dependent on the number
followed along a sequence of frames, and a key frame ds clusters, the problem of finding the most suitable abstract
extracted at each place of the curve, where the magnitude a given sequence becomes the one of finding the optimal
of its second derivative reaches the local maximum. A similagmber of clusters, in which the frames of a video can be
approach is presented in [19], where local minima of motiaflassified based on their visual content. The main difficulty
are found. First, the optical flow is Computed for each framﬁere is that the Optima| number of clusters needs to be
and then a simple motion metric is used to evaluate the changegermined automatically. To solve this, we apply known tools
in the optical flow along the sequence. Key frames are thgRd methods of cluster validity analysis and tailor them to our
found at places where the metric as a function of time hagecific needs.
its local minima. However, although the first prerequisition of As illustrated in Fig. 3, our abstraction method consists
flndlng gOOd key frames was fulfilled by eliminating thl’eShOl@f three major phases_ First, we aijW times a partitiona|
dependence of the extraction procedure, there is the safstering to all frames of a video sequence. The prespecified
concern on the two described methods as that on the meth@gnber of clusters starts at one and is increased by one
proposed in [4]: there is no comprehensive user study to pro¥gch time the clustering is applied. In this way different
the applicability of key frames extracted with these methodg|ustering possibilities for a video sequence are obtained. In
the second step, the system automatically finds the optimal
Lo combination(s) of clusters by applying the cluster-validity
B. Video Highlights analysis. Here, we also take into account the number of shots
Development of techniques for automated generation iof a sequence. In the final step, after the optimal number of
preview sequences is a relatively new research area, and arlysters is found, each of the clusters is represented by one
a few works have been published recently. In [14], thest characteristic frame, which then becomes a new key frame
characteristicmovie segments are extracted for the purpose of a video sequence. The preview sequence is obtained by
automatically producing a movigailer. Movie segments to concatenating all video shots to which the extracted key frames
be included in such a trailer are selected by investigating lowelong. As will be explained at a later stage, we make the
level visual and audio features and by taking those segmegeneration of a preview sequence dependent on the number
which are characterized byigh motion(action), basic color of shots in a video.
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Video ) . higher is the potential number of clusters for classifying its
— ! e ) video material. We found the variation &f with the number
Clustering f Phase 1 of sequence frameS defined by the function (5) suitable for
S e - -~ the wide range of sequences tested

NUMDEr e

N =N(5)=10+ {%J (5)

T TN Oy e
Detecting all 7 ) Y
» X I Cluster-validity |
| shot } : T b Phase

auabysis When defining (5), we took into account that sufficient

Nt 7 alternative options should be offered to the cluster validity

L Cprmal cluserine oprionts: - gnalysis in order to obtain reliable results and that the number

A ™, of options should increase with sequence length. On the
o Keyframes | other hand, the valueV needs to be kept in limits, since

from clusters |

ot e the “noisy” clustering options become more probable with
[y e increasing number of clusters and can negatively influence the
T equence | cluster validity analysis.

T e The clustering phase is followed by the cluster-validity
analysis to determine which of the obtaingd different
clustering options, i.e., which number of clusters is the optimal
one for the given sequence. In the following, we will explain
A. Clustering this procedure in detail.

Fig. 3. Video-abstraction scheme based on cluster-validity analysis.

The clustering process is performed on all video frames o )
using the partitional clustering technique [11]. For this puP: Cluster-Validity Analysis
pose, each framé of a video sequence is represented by For each clustering option characterizedsbglusters(1 <
a D-dimensional feature vectoj_;(k), consisting of features n < V), we find the centroids; (1 < 4 < ) of the clusters by
¢, (k). The feature vector can be composed using textumpplying the standarél-means clustering algorithm on feature
color, shape information, or any combination of those. Weectors (4) for all frames in the sequence. In order to find the
wish to efficiently capture with key frames the changes ioptimal number of clusters for the given data set, we compute
the visual material introduced, e.g., by camera motion, afhk cluster separation measupgn ) for each clustering option
to be relatively insensitive to object motion. Therefore, waccording to [3] as follows:
have chosen &@-dimensional feature vector, consisting of n
the concatenated)/3-bin color histograms for each 4of the p(n) = 1 Z max <m>7 n>2 (6)
component of the YUV color space. Furthermore, sipi¢g) ] SIS Hij
is easily computable, we also compensate in this way for an

. ) . .With the following parameters:
increased computational complexity of the overall abstraction gp

approach due to the extensive cluster validity analysis but 1 & 1/m
still achieve an acceptable frame content representation. The &= {_ Z |o(k|k €4) — ¢(ci)|m}
feature vector used is now given as i k=1
#8) = (Bl =1,..., D) L o
=1¥v v=1... 2
D D 1 :{z—:l loulei) = el } : (7

= {le/(l)v LR le/ <3>7ng(1)7 s 7Hl€] <3>7
The better all of then clusters are separated from each

H,J(l),...,H,J(B)}. (4) other, the lower isp(n) and the more likely it is that the

3 clustering option withn clusters is the optimal one for the
By taking into account theurse of dimensionalitj12], we given video materialF; and ¢; are the number of elements

made the parametdd dependent on the sequence length arahd thedispersionof the clusteri, respectively, whileu;; is

compute it asS/5 [12], whereS is the number of frames to the Minkowski metric[5] of the centroids characterizing the

be clustered, and in this case also the number of framesciasters: andj. For different parameterg;, ands,, different

the sequence. metrics are obtained [3]. Consequently, the choice of these
Since the actual cluster structure of the sequence is matrameters has also certain influence on the cluster-validity

known a priori, we first classify all frames of a sequencénvestigation. We found the parameter setting = 1 and

into 1-to-NV clusters. Thereby, the numbé¥ is chosen as 7, = 2 to give the best performance.

the maximum allowed number of clusters within a sequenceNote that thep(n) values can only be computed K n <

by taking into account the sequence length. Althodglcan N due to the fact that the denominator in (6) must be nonzero.

be understood as a thresholding parameter, its influence \Wla now take allp(n) values measured for one and the same

the abstraction result is minimal. This is because we choassquence and fo2 < n < N and normalize them by their

here N as much higher than the largest expectable numbergibbal maximum. Three different cases are possible for the

clusters for a given sequence. The longer the sequence, rtbemalizedo(rn) curve, and they are illustrated in Fig. 4(a)—(c).
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1 o ) 1) Sequences Containing Several Video Shot: first an-
TN alyze the situation involving sequences that contain more than
one video shot. If there is a pronounced global minimum of the
p(n) curve atn = nqpe, as shown in Fig. 4(a), the reliability
pln) vectorr(m) has its global minimum at:. = 1. Therefore, the
., _n, ~",| validity of (9a) is equivalent to the defined Case 1. Then, the
optimal number of clusters is chosen as

n, opt nopl‘ 1 nnpr‘2

@ (b) (© Topt = QgLLigN (p(n)). (10)
Fig. 4. lllustration of three possible cases for the normalized) curve. T
If (9b) is valid, the scope of possible options is constrained

to either Case 2 or Case 3, whereby Case 3 can be considered
less probable for the following two reasons: First, the prob-
ability of having a highly stationary content across several
consecutive shots is low. Second, it is expected that there
is sufficient distinction among the visual materials belonging
to different shots of the sequence, such that several equally
) ; - acceptable clustering options can be allowed. Therefore, we
vaﬁzze ?I'H}I;h%er];r:rsn?tlwl;f?t ?:rvgigglehatls ilgslssz;r;cihle()wiv relate the validity of (9b) in_ case of complex sequences to

' P IVele defined Case 2. That is, all cluster sets belonging to

video material intos different numbers of clusters with a (),1 < i < s, are taken as possible solutions for

similar quality of content representation. An example of thigsr(gae;ing’ the frames ’of a sequence

is illustrated in Fig. 4(b) fors = 2 with options containing 2) Single Video ShotsFor sequen.ces consisting of only

nopct;alsgrsﬁxﬁf/aclzluuesste(;?.the normalizeg(n) curve are high one video shot, the probability of finding a natural cluster

and reméin in the same range (around 1), as iIIustraq[ed strqucture C(_)ntamlng more than one c_Iugter is generally much

Fig. 4(c). This case can be interpreted in ’two ways: eithI(')wer than in complex sequences. This is because th(_a changes
' ' ' &F the visual content are continuous, mostly characterized by a

there s no clear clgster .strutlzture. W'th'n. the given Y'degamera/object motion without dominant stationary segments.
material (e.g., an action clip with high motion) or the vide

. : . or this reason, a large majority pfn) curves obtained for
sequence is stationary and can be treated as one single clugtﬁr.I id h b d d to th del
In the remainder of this paper, we will consider a sequencle gie video s (_)ts can be expec_te to correspon o the mode
asstationaryif there is no or oni a nonsignificant camera o'rn Fig. 4(c). This makes the reliable distinction between the

y y 9 stationary shots and the nonstationary ones having an unclear

8bjehcetamdog(r)lg (fzgé’ ?nz?igrr?) m;na p:;Se?ZI tailfkp'ggi Cchuar:/aeCt?s“Zﬁ tural cluster structure crucial for obtaining a suitable abstract
y ’ 9 ' " st[ucture for single video shots.

obtained as shovyn in Fig. 4(c), the decision about the optima l? nop clusters are suggested by (10) for a given shot, and
gw;frmsttrﬁgusrs Ijemn?gefﬁgﬁgdfxnﬂgi?,éze,ggicttﬁgrgﬁT]?e'%n hat shot is stationary, the average intracluster dispersion
q : P 9 yz'nopt computed over all.p, clusters should be similar to

Sections 11l-B1 and 1II-B2. e ) the dispersiont,,. computed when all frames of that shot
Consequently, the problem of finding the optimal CIUStea{re grouped into one cluster. Otherwise, the dispergian

strlucturfe for iny ergfs-equ%nce (gj|ven by the_n_ormz;lﬂ(ad can be assumed considerably larger tigan . In view of
\sliitj:bsle (())rfzth_e ':;we_e abIoSV(raec:;:s EI(')o rggiﬁgzug :irgt ';;)rfttq's analysis, we define the decision rule (11) to distinguish
the normalized values(n), 2 < n < N, in ascénding order. g tlc_)nary shots from 'Fhe nonstationary ones..For this purpose,
resulting in a sorted Sef.orpes(m).1 <m < N — 1. Then, we first use (1Q) to f!ngnopt clusters for a given shot and
. TS compute the dispersiog, . Then we also compute the
we introduce the reliability measurém),1 < m < N — 2, . ) Topt s ;
defined as dispersion,,. and compare both witlf,.;, which can be
understood as the reference for the stationarity and is obtained
r(m) = M (8) by averaging dispersions measured for a large number of
peortea(m + 1) different stationary shots
Last, we search for the value of the indexfor which all
valuesr(m) are minimized. Two possible results of the mini-

Case 1: The normalizedp(n) curve is characterized by
a pronounced global minimum at = 7., as shown in
Fig. 4(a). This can be interpreted as the existence.gf
clear natural clusters in the video material with,; > 1. In
this case, we assume a setrf,; clusters to be the optimal
cluster structure for the given video sequence.

not stationary

mization procedure are given by the following expressions: €one = el z Ifnom — oot (11)
1 N =T t(t <
| min (r(m)) =r(1) (9a) stationary
min  (r(m)) =7(s), s # 1. (9b) If the shot is stationary, it is represented by only one cluster,
1<m<N-2

including all frames of a shot. By nonstationary shots, we

We will interpret these results for two different types oproceed with checking the evaluations (9a) and (9b). If (9a)
sequences, namely, sequences containing several video sisotslid, n.p; is chosen as the optimal number of clusters,
and those corresponding to single video shots. indicating that clearly distinguishable natural clusters exist
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Fig. 5. lllustration of a hierarchical structure of a key-frame abstract by several clustering options.

within the shot. If (9b) is valid, we can assume that eithavhich contains more thaX video shots X specifieda priori,

there are several clustering options for the given shot or thegiplication dependent). In our abstraction method, the video
no natural cluster structure can be recognized by the algorithpneview can be understood as a temporal extension of the key
The first possibility is relatively low due to a limited rangdrames at the highest representation level (the clustering option
of content variations within a shot of an average lengtiith the smallest number of clusters in Fig. 5). Each shot, to
Therefore, the validity of (9b) for a single shot is related tavhich at least one extracted key frame belongs, is taken as a
an unclear cluster structure, which is difficult to represent. (key video segment. These key segments are then concatenated
one hand, one single cluster is too coarse, since variations@fform the preview. The usage of entire shots for making a
the visual content are present. On the other hand, choosprgview is preferred due to their complete contexts, e.g., a shot
too many clusters would lead to an overrepresentation of theeak mostly does not take place in the middle of a sentence.
shot. For these cases, we found the smallest number of clus@ush completeness makes the preview better understandable.
proposed by (9b) as a good solution for this problem. Thu&n alternative to this is to use only shot fragments around key
from s clustering options suggested by (9b), we chongg, frames. However, the probability to have a complete context
clusters, defined by (12), to represent a single video shot withconsiderably lower in this case. As an example, one could

an unclear cluster structure think of the abstraction of a longer dialog sequence using one
) image of each participating character for building the key-
Mmin = T (opt.i)- (12) frame set and the corresponding video shots for building a
small “dialog trailer.” In such a preview, a couple of (most
C. Forming the Sequence Abstract probably) complete sentences are desirable, spoken by each of

The process of finding the most suitable clustering option()e characters and revealing the dialog topic.
for a given video sequence is followed by forming a video
abstract. We will first discuss the procedure of building a set o
of key frames. One representative frame is chosen from edéhAPPplication Scope
of the clusters and taken as a key frame of the sequence. A3his last example of abstracting a reasonably structured
usual in the clustering theory, we choose for this purpose thieleo content illustrates the actual application scope of the
cluster elements closest to cluster centroids. We find the kalystraction method presented in this paper. Although this
frame F; of the cluster by minimizing the Euclidean distancemethod can theoretically be applied to a video sequence of
between feature vectors (4) of all cluster eleméntand the an arbitrary length, the sequences of interest in this paper are
cluster centroide;, that is rather constrained to specific events, having a well-defined and
reasonably structured content. The reason for this constraint is
that long video sequences (e.g., full-length movies) are mostly
characterized by an enormous visual content variety, which
is difficult to classify in a number of distinct clusters and,
If s different clustering options are found suitable for @onsequently, difficult to represent by a limited number of
sequence, key-frame sets extracted for each of the options kag frames/segments.
used to form a hierarchical key-frame structure, as illustratedTherefore, in order to be able to efficiently apply this
in Fig. 5. Such a representation can provide a better interactapproach to, e.g., a full-length movie, it is necessary to first
with video sequences having a complex structure. segment the movie into well-structured, high-level fragments
While key frames are extracted in the same way for any dscenes, story units, dialogs, etc.) [10]. After the segmentation
bitrary sequence, we make the forming of a preview sequeriseeompleted, our method can be applied to each of the movie
dependent on the number of shots contained in a video. Thisgments separately, as illustrated in Fig. 6. In this way,
is because a preview is useful only in case of longer videgach fragment is represented by a structured collection of key

D
A 3 W\ |2
F, <  Inin ; low (k) — pulci)]?. (13)
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Fig. 6. A multilevel movie abstraction providing previews for each of movie segments and for the entire program, as well as episode-based a@mprehensi
key-frame organization for browsing purposes or image queries.

; ; ; TABLE |
frames and, evemua”y’ by a suitable preview. Then, a preVIeWA FRAGMENT OF THE TEST SET FOR EVALUATING THE PERFORMANCE OF

of the entire movie can be formed too by concatenating the tue CLusTERVALDITY ANALYSIS ALGORITHM FOR SINGLE SHOTS
previews of its fragments. Using the scheme in Fig. 6, the——
user can easily follow the story, select the movie fragment of
interest, browse through it or perform a pictorial query, Ioolg'};ot o
at its preview sequence, or simply at the preview sequence of
the entire movie.

Frames 42-286 stationary with minor object motion (1 cluster)
Frames 1582-1751 zoom (2 clusters)

Shot 24: Frames 4197-4358  two stationary camera positions (2 clusters)

IV. EXPERIMENTAL EVALUATION

29: Frames 5439-5776  three stationary camera positions (3 clusters)

. . Sh
In order to test the video-abstraction method presented in"
this paper, we concentrate here first on the evaluation of the _
.. . . Shot 45: Frames 7218-7330  camera panning (2 clusters)
proposed procedure for cluster-validity analysis, since both the
key-frame sets and the preview sequences of a video abstract , _
. . . SaotSI: Frames 8614-8784  stationary camcra, followed by a strong zoom
are directly dependent on the number and quality of obtaine 2 clusters)
clusters.
We first tested the algorithm performance on sequences
consisting of single video shots. For this purpose, we used o
76 shots of a typical Hollywood-made movie and character- " o'rder to .test the performance of .th'e cluster-validity
ized them manually regarding the variations in their visuzﬁ'ir""“ys'S algorithm for sequences containing several shots,
contents. The value of the parameter; from (11) was ob- we established a controlled test environment involving a
tained experimentally as 0.0228, using a number of station&i§t ©f sequences with clearly defined structure in terms of
shots containing different visual material and having differeR0SSiPilities for clustering their frames. For each of these
lengths, and can therefore be assumed generally valid. $gauences, we estimated the suitable number of clusters for
illustrated in Table I, each of the shots belonging to the te&f9anizing their visual content and used this estimation as the
set is assigned a description of how its content varies in tin@found truth. An indication about the algorithm performance
From this description, the most suitable number of clustef@n be found in Table Il for the following test sequences used.
for grouping all the frames of a shot is derived and used as & Sequence JA dialog between two movie characters. Due
ground truth. For instance, a stationary shot should be assigned to two fixed camera positions, two clearly defined clusters
one cluster, or a shot witli) distinct stationary segments are expected, one for each of the characters.
should be assigne€ clusters. For 66 shots (87%) of the test ¢ Sequence 2Three movie characters in discussion with
set, their frames were clustered in the same way as given by camera showing each of them separately and all together.
the ground truth. Four clear clusters are expected.
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TABLE 1l
OBTAINED CLUSTER STRUCTURES FORLONG VIDEO SEQUENCES
TEST EXPECTED EXPECTED OBTAINED OBTAINED
SEQUENCES NUMBER CLUSTER NUMBER CLUSTER
OF CLUSTERS | STRUCTURE | OF CLUSTERS | STRUCTURE
Sequence 1 2 Clear 2 Clear
Sequence 2 Clear 4 Clear
Sequence 3 2 Clear 2 Clear
Sequence 4 5 Clear 5,6 Unclear

¢ Sequence 3Two major camera positions to be capturedmong video frames as a suitable practical way of reaching
by two clear clusters. the posed objective. The largest problem to be solved was to

¢ Sequence 4.Long sequence covering different visuafind ways of automatically determining how many clusters are
material in a series. Five clear clusters are expected faptimal for a given video. We solved this by developing an
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