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Abstract

Craniotomy is a procedure where neurosurgeons open the patient’s skull to gain direct access to the brain. The craniotomy’s
position defines the access path from the skull surface to the tumour and, consequently, the healthy brain tissue to be removed
to reach the tumour. This is a complex procedure where a neurosurgeon is required to mentally reconstruct spatial relations of
important brain structures to avoid removing them as much as possible.

We propose a visualisation method using Augmented Reality to assist in the planning of a craniotomy. The goal of this study
is to visualise important brain structures aligned with the physical position of the patient and to allow a better perception of
the spatial relations of the structures. Additionally, a heat map was developed that is projected on top of the skull to provide a
quick overview of the structures between a chosen location on the skull and the tumour. In the experiments, tracking accuracy
was assessed, and colour maps were assessed for use in an AR device. Additionally, we conducted a user study amongst
neurosurgeons and surgeons from other fields to evaluate the proposed visualisation using a phantom head. Most participants
indeed agree that the visualisation can assist in planning a craniotomy and feedback on future improvements towards the
clinical scenario was collected.

(see https://www.acm.org/publications/class-2012)

CCS Concepts
¢ Human-centered computing — Scientific visualization; Heat maps; * Applied computing — Life and medical sciences;

1. Introduction The procedure of creating this opening in the skull is called a cran-
iotomy. Often, most of the healthy tissue between the skull opening
and the tumour is removed, hence, to minimise damaging important
brain tissue, this access path needs to be carefully planned. For this
task imaging techniques are frequently used and specific structures
are segmented. A neurosurgeon then looks at important structures
in the brain which should be avoided, such as vessels and certain
brain areas and fibres linked to specific neurological functions.

Commonly, surgical navigation systems are used to align the im-
age data to the patient, often using landmarks [CDS*19], which
allow to locate specific positions in the MRI data on physical po-
sitions on the patient. Surgeons can then directly draw the cran-
iotomy location on the head of the patient before performing the
actual intervention.

A downside of current surgical navigation methods is that the
surgeon must constantly look at a screen instead of the patient,
reducing hand-eye coordination and requiring more experience
[HTB*17, VMR* 14]. Furthermore, most navigation systems use a
regular display, which can make it difficult to convey all spatial in-
formation of the 3D structures.

Figure 1: An example of our AR visualisation to plan a craniotomy.
A phantom skull is used for our evaluations.

Augmented reality (AR) has great potential in improving this
To remove a brain tumour, sometimes it is necessary for surgeons procedure in several ways. AR allows to superpose information di-
to gain direct access to the brain by making an opening in the skull. rectly on the patient, giving greater context and avoiding deviating
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the attention to external displays. Moreover, the 3D models of the
brain structures may increase the perception of spatial relations be-
tween them. Finally, an AR device may potentially replace the neu-
ronavigation system, for example, by using the built-in camera of
the device the position of the patient can be tracked using fiducial
markers.

This work offers two main contributions. First, the proposal of
an AR-based visualisation to assist in the planning of a craniotomy
for tumour resection. The method combines traditional 3D visuali-
sation of the structures with planning maps to summarise the risks
of a possible path. Second, we provide an evaluation of the use of
colour maps in such scenario and the tracking accuracy using the
HoloLens. We conducted a user study to evaluate the visualisation
with surgeons from different fields, including neurosurgeons. Even
though the user study was carried out with a phantom head, we
were able to gather useful insights which can help further research
towards clinical trials.

2. Related Work

In a previous study, Stadie et al. proposed the use of virtual reality
to plan a craniotomy [SKS*11]. However, the results of the plan-
ning are hard to bring to the patient space during the procedure
itself. On the other hand, the use of AR allows to integrate digi-
tal data in the same space with the real patient. This may reduce
planning time since the procedure can be done entirely in place.

Common AR devices come in the form of head-mounted dis-
plays (HMDs) or handheld devices [SPR*18]. HDMs can be
composed of single displays [MMBML"16] or stereoscopic dis-
plays. The latter provides an enhanced depth perception. Never-
theless, even with stereoscopic displays extra depth cues, such
as realistic shading, are necessary to achieve good depth percep-
tion [KOCC14].

Two types of stereoscropic displays are available: video see-
through displays (VST) and optical see-through devices (OST)
[DDROL16]. One limitation to the use of OST displays is the
impossibility of visualising dark colours. This is due to the light
added to the view of the user from the real scene. As a conse-
quence, it is for example not possible to trivially render realistic
shadows [MIKS19].

Another limitation of some OST-HMD:s is the small field of view
(FoV) of the display. On the HoloLens [Hol], for instance, the dis-
play’s FoV is 30 x 17°, this corresponds to 32 x 18cm at a dis-
tance of 60cm. This small FoV is not necessarily an issue in med-
ical settings since the user tends to focus on a small part of their
vision [KKJ*17].

2.1. Object tracking

To align the 3D model with the patient, the head must be constantly
tracked. Even if the patient is in a stationary position, this step is
necessary since the HMD moves. There are two categories of track-
ing, outside-in and inside-out.

With outside-in techniques, external tracking systems are used
to track the position of the patient and the HMD, then the rela-
tive position of the patient to the HMD is calculated to display the

model. The benefit is that external tracking systems, with a known
high accuracy, can be used. The tracking data can be sent to the
HMD where the relative position of the head to the HMD can be
calculated. A visualisation error of 1.5mm was reported using this
method [MNS™19]. Another approach is to use markers which can
be detected both by the HoloLens and an external tracking sys-
tem [HSH19].

Inside-out tracking on the other hand relies exclusively on the
HMD’s hardware, which performs the tracking and the visualisa-
tion. The setup time using inside-out tracking is shorter compared
to the outside-in tracking. This makes it potentially advantageous
for more time-critical situations.

Inside-out tracking can be achieved using various techniques
such as using spatial maps or fiducial markers. The first technique
uses spatial maps to track the position of the HMD in space, which
does not track the patient, thus it can only be used if the patient is
stationary. The second technique uses fiducial markers to superpose
the 3D models on the correct location with respect to the patient.
Since the markers are attached to the patient, any motion of the lat-
ter can be compensated. Consequently, the models are kept in the
correct position and orientation as long as the fiducial markers are
tracked. If the patient is stationary, it is also possible to place the
markers in the background instead.

The HoloLens provides a spatial map of the surroundings which
it continuously maintains. Several studies have been performed to
find the accuracy of this spatial map and show that it is not stable.
Disruptions in the spatial map can displace the models by around
Smm [VRCP17]. Another study found that the HMD localisation
has a positional error of around 10mm [LDZES18].

By using fiducial markers instead, a camera can keep track of
predefined patterns on the markers. In this manner, objects with
attached markers can be tracked and, consequently, the relative po-
sition between the HMD and the objects can be computed. Sev-
eral studies investigated the creation of these markers, Garrido
et al. [GIMSMCMJ14] list some of these and report that ArUco
[GIMSMCMC16,RRMSMC18] provides a highly reliable method
with a pixel error of about 0.16 with regards to the marker’s cor-
ners location. Other proprietary solutions, such as Vuforia [Vuf],
achieve a surface point localisation error of up to 1.92mm using
fiducial markers [FJDV 18].

Previous studies investigated the use of the HoloLens and fidu-
cial markers as a navigation system [AQNK17, CDS*19]. The re-
ported accuracy results ranged from 1.5mm to Smm using various
techniques. Unfortunately, these studies provide a single number
accuracy, lacking insights with regards to error distribution over
the tracking volume and the influence of the various parameters on
the accuracy.

2.2. Visualisation for craniotomy planning

Previous work has been done in visualisations for craniotomy plan-
ning without AR. Many of these use MRI slices in combination
with rendering surface models of anatomical structures [VGBD10].
Two studies included a view where the user can look down a pro-
posed craniotomy position to see the structures between the created
skull opening and the tumour [Die10, OHM10].

© 2021 The Author(s)
Eurographics Proceedings © 2021 The Eurographics Association.



J. Wooning & M. Benmahdjoub & T. van Walsum & R. Marroquim / AR-Assisted Craniotomy Planning 137

Kaniz et al. used a technique where the tumour emits rays from
its surface towards the skull [KailO]. These rays are attenuated by
structures that should be avoided. The position on the skull with
the higher number of rays represents the location with the least
structures between the tumour and that part of the skull.

The opposite is also possible, tracing rays from the brain surface
to the tumour. Here a single point in the brain is chosen as the
destination and the amount of important structures between every
point on the brain and the destination is calculated. This is then
mapped to a colour resulting in a heat map on the brain surface
[ZZM10].

Cutolo et al. used a VST-HMD visualisation to perform a cran-
iotomy [CMC™17]. They mention that a downside of VST-HMDs
is that the camera feed is not perfectly aligned with the eyes. In
their work the craniotomy has been planned beforehand and the vi-
sualisation is used to show where to cut the patient’s skin and skull.
More recently, Incekara et al. [[SDV 18] realised a pilot study for
neurosurgery using the Hololens. However, their work was limited
to only viewing the tumour with the AR system and comparing the
planning with standard neuronavigation.

3. Method

Below we describe our approach to AR for neurosurgical planning.
We first discuss the tracking and coordinate systems alignment,
subsequently we describe the registration method used for align-
ing the virtual model to the patient, the visualisation approach for
the planning, and the rendering approach. Our method relies on the
following imaging data: fMRI structures, vessels, DTI fibers, seg-
mented skull and tumour. For a more comprehensive reading on
fMRI and DTI for neurosurgery we refer the reader to the work
from Ganslandt et al. [GNBG16] and Wolf et al. [WNMI16].

3.1. Tracking

The tracking method in this work is based on markers and the
ArUco library for detection. The frontal RGB Hololens camera is
used for tracking, and the mode with FoV of 48 degrees since it is
larger than the Hololens” FoV (30 degrees). Since the markers are
close to the target subject, there is no need for wider FoVs during
tracking. Moreover, a combination of markers was used to reduce
the noise.

Apart from ArUco’s built-in optimisations to detect markers
along several frames, a Kalman filter [KYW 18] was employed as a
temporal filter in order to reduce the amount of noise during pose
detection. The filter keeps track of previously detected poses, and
provides an estimate of the next pose. When the next pose is re-
trieved from the frame it can be combined with the estimated pose
to get the resulting filtered pose.

3.2. Registration

The planning approach projects image-based brain structures on
the patients’ head. This requires an alignment (registration) of the
virtual patient model to the physical patient model. For this, we
followed a landmark-based registration approach [AHB87], where
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anatomical landmarks were pinpointed in the imaging data and with
a tracked pointer on the physical model.

3.3. Planning map

The goal of the planning map is to give a quick overview of the
structures between the skull and the tumour. Moreover, by mapping
importance to the structures, the map also indicates which paths are
potentially safer than others, that is, which paths avoids the removal
of critical structures.

Figure 2: lllustration of the planning map. The skull is depicted in
black, the tumour in pink and the structures to be avoided in red (for
example important vessels). The planning map is constructed as a
texture from the user’s point of view. The resulting map is projected
on the skull surface. Paths with less structures are drawn in green,
with more structures in red, and orange in between. Weights can be
assigned to certain structures to have more or less influence in the
resulting texture.

To render planning maps in real-time an orthogonal projection
camera is used at the position of the viewer pointing towards the
tumour. The structures are then projected using this camera and the
result is stored as a texture. Figure 2 demonstrates the concept in
an example of a 2D cross section.

The current path is defined as the region between the tumour and
the projected tumour on the skull in the direction of the viewer. The
idea is then to accumulate on the 2D texture the structures along
one ray, that is, along the path of a texel and the tumour. In case
the structure is a DTI Fiber or vessel, we set constant weights since
their actual sizes is not precisely defined, for example, the radius of
the DTI fiber is arbitrarily defined in this system. For our tests, we
used 0.5 and 0.2 as weights for vessels and DTI fibers, respectively.

For the fMRI, another solution is needed since they have arbi-
trary shapes. Projecting the front and back faces and computing the
depth for each structure along each ray is a possibility, but since
there is no guarantee that all shapes are convex, there might be
multiple depth intervals for each ray. Therefore, ray tracing is used
to compute the contributions of the fMRI structures to the planning
map.

Finally, the options to turn the planning map off during the vi-
sualisation, keep the contour of the map only, as well as locking
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the map for a given viewpoint are included in the system. The sur-
geon can then move around and further inspect the selected path.
Figure 3 depicts some modalities of the visualisation.

Figure 3: Some modalities of the visualisation system. In this case,
the planning map was locked in a position different from the current
viewing angle. The images show: a) the 3D structures; b) adding
the planning map; c) only 3D structures in the planning path (be-
tween the map and the tumour); d) contour only of the planning
map. Note that the captured image shows the models more opaque
than when viewed with the Hololens.

3.4. Rendering

To shade the models a Blinn-Phong reflection model is used. In the
case of the DTI fibers, plane primitives are shaded appropriately in
a shader program to reassemble cylinders. Moreover, the fibers are
shaded using the fractional anysotropy values, but other variables
can be mapped to the colour if desired.

Finally, transparency was included in the renderer to be able to
visualise structures behind others. Nevertheless, to implement al-
pha blending the order of the primitives, or fragments, need to be
sorted, which is an expensive operation. Therefore, we resort to
an approximate solution by sorting the structures based on prior-
knowledge which avoids high computational costs in real-time.

Since it is our target, the last rendering layer is always the tu-
mour, and the skull is the first layer. We pre-sort the other struc-
tures based on the following assumptions: most important vessels
are near the skull; DTI Fibers are selected close to the tumour; and
fMRI areas are also close to the tumour. Hence, the final order is
skull, vessels, DTI fiber, fMRI areas, and tumour.

Naturally, this is not fail proof and may lead to fragments be-
ing wrongly composed, but only minor issues were noticed while
avoiding a major performance hit in such limited computational
scenario.

4. Experiments and results

To assess the method described, several experiments have been per-
formed. The following subsections describe the data used, and the
experiments on assessing the tracking accuracy, tests on the colour
map selection for the Hololens, and a user evaluation study.

4.1. Data

We developed a multi-modal renderer for the HoloLens. For the ex-
periments with the renderer, the data from the 2010 IEEE Visualiza-
tion Contest [IEE] was used. It contains both fMRI and CT scans.
The isosurfaces for the skull, tumour, and vessels were extracted in
addition to an fMRI area, by filtering voxels with significance less
than 0.01%, and the DTI Fibers.

To perform our tests, a phantom skull was used and 3D the struc-
tures were manually transformed to fit within it because it did not
match the shape of the phantom skull. Even though this might lead
to implausible anatomical situations, upon consultation with the
neurosurgeons during the design process, this was not viewed as
an issue to evaluate the visualisation.

4.2. Tracking accuracy
The accuracy of the setup was assessed under various scenarios:

o Camera resolution: The tested resolutions are: 1408 x 792,
896 x 504, 704 x 396, and 448 x 252, the latter two are linearly
interpolated downscaled frames created from the first two reso-
lutions.

o Marker size: Four marker sizes were tested: 15, 30, 45 and 60
millimetres. The distance of the marker to the camera was kept
relatively constant, at arm’s length, about 50cm.

e Incident angle: The accuracy was tested at approximately 0°,
20°, 40°, and 60°. As the marker were hand-held, these angles
were approximated as best as possible.

e Marker motion: No method was used to measure the accuracy at
specific values. Instead, during the experiment the markers were
moved randomly, then afterwards the motion was retrieved from
the logged poses.

An optical tracking system was used as reference standard for
the marker position. The optical tracking system used in the evalu-
ation was the Polaris Vega VT [Pol]. It tracks IR-reflective spheres
as markers with an RMS of 0.12mm. The coordinate system of the
optical tracker N is used as the reference space. Markers tracked by
the HoloLens are in the coordinate system of the HoloLens camera
C. Both systems give a pose of the markers or spheres as a trans-
lation and rotation, we refer to these as a rigid transformation 7/
from the Hololens coordinate system to the marker M.

Spheres tracked by the optical system were attached to the

Hipheres Mipheres .
HoloLens (7, "*") and the markers (Ty vy A pointer pro-
vided with the tracking system was used to retrieve the positions
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of the marker corners relative to M5, and then used to calcu-

late T,(,thm. The marker pose in N was calculated as follows:

T]G/[ _ T[\Iyxpherex % TM

M, spheres

Figure 4 illustrates the setup.

Figure 4: Photos of the components used in the experiment. a)
HoloLens with optical spheres attached. b) Marker with optical
spheres attached. c) Pointer used to point out the corners of the
marker.

Using TNH swheres and TI{,W the relative position of the marker to the
spheres on the HoloLens is defined as follows:

Tfﬁ/ _ (les,,hm)—l * Tz\]y

Subsequently, a calibration is performed to find the transforma-
tion between 72! and TI%’ heres+ D€ Optimal transformation is found
using a least squares method [AHB87]. With this calibration, the
marker’s position in the HoloLens camera space as tracked by the
optical tracker can be calculated as follows:
M M
TCN = Lealibration * TH,-,,;,gm

Finally, the error represents the transformation between Té” and

M
TC .

N

Terror = TCM * (TCMN)il

The error can then be split into a translation and a rotation as Euler
angles.

Figure 5 shows the poses from the HoloLens and the optical
tracker next to each other. By interpolating the results from the op-
tical tracker to the time points that are recorded by the HoloLens,
the error of the marker pose detection in the HoloLens can be com-
puted.

Figure 6 represents the accuracy obtained by using different res-
olutions and marker sizes. It is notable that the accuracy increases
with larger markers and larger resolutions. Consequently, the re-
sults with a lower camera resolution of 448 x 252 were poor. For
the resolution 704 x 396, the results obtained are similar to those
from the resolution 1408 x 792.

Figure 7 shows that the translational accuracy decreases when
the incident angle increases. However, the rotational accuracy
reaches optimum around 40°.

Markers can move by rotating or by changing their position. We
tested both scenarios and noted that, regarding the translation, the
accuracy does decrease when the markers move faster. On the other
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Figure 5: Marker pose in the coordinate system of the HoloLens
camera. The optical tracker pose is aligned to this coordinate
system using the performed calibration. A camera resolution of
1408 x 792 and a marker size of 60mm were used for this experi-
ment.
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Figure 6: Error in marker poses from HoloLens for different
marker sizes and resolutions. The dashed line represents the lin-
ear regression of the error. For resolution 448 x 252 with marker
size 15mm the system was unable to detect the marker.

hand, we noted no strong correlation between the accuracy and ro-
tation speed.

Another test using stationary markers was performed to assess
the error introduced by noise in the pose detection. A 60mm marker
and the HoloLens were fixed on a table at a distance of 70cm from
each other. It was not possible to compare these results to the opti-
cal tracker, since the calibration only included a small depth range.

As noted from Figure 8, the noise is roughly 5 times less in the
x/y directions than in z direction. Nevertheless, the error introduced
by the noise is much smaller than the error found when comparing
poses to the optical tracker.

To investigate the factors that influence the error introduced by
the noise, the standard deviations of the results were analysed at
different resolutions and incident angles (Figure 9).
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Marker detection error for different incident angles and resolutions
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Figure 7: The relation between marker detection error and incident
angle. The dashed line represents the linear regression of the error.
The incident angle is defined as the combined rotation along the x
and z axes.
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Figure 8: Tracking results from a stationary marker, both markers
and HoloLens were placed on a table. Camera resolution is 1408 x
792 and marker size is 60mm. The distance from the camera to the
markers was approximately 7T0cm. Note that the Kalman filter does
not perform well with very small noise.

Even for the worst case the noise is quite low, with the maximum
amount of noise at less than 1mm and 0.3°.
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Figure 9: Standard deviations of stationary marker detection for
different incident angles and resolutions. The marker used in this
test were 60mm large. The distance from the camera to the markers
was approximately 70cm.

4.3. Colour maps

Since in the HoloLens dark colours are mapped to transparency,
colour maps in the Hololens may not perform in the same man-
ner as on regular displays (see Figure 10). Therefore, the choice of
colour maps was investigated for use with the HoloLens and the
planning map. The first step is to find the colour mapping used in
the HoloLens which calculates the opacity.

The second step is to use this knowledge to composite the par-
tially transparent colour map over a background and assess the per-
formance.

A collection of 228 colour maps consisting of colour maps from
Matplotlib as well as a few external ones were considered. Diverg-
ing or categorical maps were discarded leaving 58 perceptually lin-
ear maps. The lightness Lx value in the CIELab colour space is
used as a metric for how perceptually uniform a given colour map
is. Linear change of the other variables in this colour space should
also provide perceptually linear colour maps, but these do not per-
form well when the size of the subject is small [Kov15]. Therefore,
only the L* parameter was used for evaluation. For easier analysis
CAMO02-UCS colour space was used, which has the same relevant
properties and variables as CIELab [LCLO6].

For a good colour map, the L value is expected to linearly in-
crease or decrease, meaning that the colour map is perceptually uni-
form. Furthermore, the linear change should be over a large range
of Lx values, making it easier to distinguish between the different
values. Finally, these properties should also hold when the colour
map is used in the HoloLens and composited over a non-uniform
background. Because all dark colours are mapped to transparent,
the colour map value is composited over whatever the user is look-
ing at. For this experiment two fixed backgrounds were used, a
white background and a sine wave varying from black to white with
five periods over the whole length of the colour map. Note that the
result for a black background would simply be the original colour
map.

Figure 11 is an example of the Reds colour map composited over
different backgrounds. The performance of the colour map can be
analysed using a plot of the lightness values (see Figure 12).

Figure 13 illustrates how a perceptually linear colour map fails
in different manners when used with the Hololens. For most cases,
the linear scale is broken with the composition over a background,
which can be noticed as a zig-zagging pattern in the image. More-
over, many maps become too transparent for some ranges. 44
colour maps that presented similar behaviour were excluded.

From the remaining 14 candidates, shown in Figure 14, colour
maps with very dark colours (which become transparent in the
HoloLens) were excluded. These were colour maps such as the
cubehelix, cividis, viridis, and Purples colour map. Even though
the summer colour map is not very dark, it is very flat with a white
background. Moreover, maps that are non-linear over at least one of
the backgrounds were removed, thus colour maps such as plasma,
CET_LI19, CET_LI12, winter, and CET_LI18.

The remaining four maps preserve the original design when com-
posed over a background. From these maps, Wistia was selected,
since it is the only one that is close to being linear in a perceptual
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Figure 10: Visualisation of some randomly selected colour maps and how they look when rendered in the HoloLens, with dark colours
mapped to transparency. Every colour map is divided by a green line. For each one, the original colour map is drawn on top and the version
with dark colours mapped to transparency on bottom. Is is notable that for most maps there is a visible difference between both versions.
Many of these colour maps are by design perceptually uniform, but are not when this mapping is applied.
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Figure 11: Reds colour map. Left is the original map (or mapped
over black background). Centre and right are the map composited
over a white and sine wave backgrounds, respectively. Since this
colour map is lighter for lower values, the background is less visi-
ble at this range.

scale. This colour map has a small lightness range by design, but
it also has very little dark sections, with the lowest opacity at 0.95,
meaning that the colour map will be very similar to the original no
matter the background.

4.4. User evaluation
During the development of our approach, we had informal discus-

sions with neurosurgeons. To provide a more structured evaluation

© 2021 The Author(s)
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Figure 12: Reds colour map lightness plots, one plot for every
background. On the x-axis the colour map input value linearly in-
creases. The colour is then mapped using this value and resulting
lightness values is plotted on the y axis.

Lightness L *

of the visualisations, we conducted a user study. The goal was to
evaluate if domain experts agree that it offers the correct insights
in the data. Two main aspects are important: if the spatial percep-
tion of the structures is adequate; and if the planning map allows
the user to make a more informed decision of where a craniotomy
should be performed.

First, the participants had some time to get comfortable with the
prototype and how to use it. Then they were asked to perform the
following task: Mark where you think is the best position and ori-
entation to perform the craniotomy.

Three different scenarios were created, and each participant was
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Figure 13: Plots for some colour maps which were not used be-
cause of transparency issues. For every plot, on the x-axis the
colour map input value linearly increases. Overlap in the plots
is due to illustrative purposes. The colours in the plots show the
mapped colour value of the input. For all colour maps, there are

three sub-plots: original with no transparency; composited over a
white background; and sine wave background.
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Figure 14: Plots of the final 14 candidate colour maps. The layout
of the plots is the same as in Figure 13

asked to perform the task for all scenarios in a randomised order.
Prior to the first evaluation, a neurosurgeon was consulted over the
scenarios, to make sure they were realistic.

The three scenarios are:

o Small tumour of 2.4cm diameter, at the surface of the skull.

e Large tumour of 8.4cm diameter, at the surface of the skull.

e Deep tumour, same scenario as the small tumour, but the tumour
was artificially displaced due to lack of an appropriate dataset.

Following the tasks the participants were asked to answer a ques-
tionnaire (Table 1). Additionally, notes were taken during the ses-
sions to perform some qualitative assessment.

Apart from the complete user study, shorter evaluations with
other users were performed. In this case, users were asked to try
out the visualisation with only the large tumour scenario and no
possibility to turn parts of the visualisation on or off. Afterwards
they were given the same questionnaire, except for the questions
regarding the different scenarios.

A total of ten surgeons from different fields participated in this
evaluation, the participants had an average of 11 years of experi-
ence. We categorised the participants into three groups: neurosur-
geons, long evaluations and all the participants. Two neurosurgeons
participated in the evaluation, with an average of 20 years of expe-

rience. Six people participated in the long evaluation, including the
neurosurgeons, with an average of 17 years of experience.

Since limited time was available for each participant, the visual-
isation options were controlled by the experimenters whenever the
participant asked to turn on or off a feature.

The largest drawback reported by the participants was marker
tracking, specifically, jitter and latency. Some participants also
highlighted difficulties using with the device, while others expe-
rienced problems with the small FoV of the display.

The most informative part of the visualisation was the general
3D visualisation. Participants appreciated the fact that with AR the
spatial relations between the tumour and other brain structures are
clearly visible. According to the participants, this system has multi-
ple advantages compared to other systems: it shows a 3D visualisa-
tion which can be viewed from different angles; it might reduce the
planning time while still being accurate; it can lessen the damage
to healthy tissue; and, finally, the craniotomy location can be easily
drawn on the head using this AR-based method.

The two neurosurgeons suggested that some structures could be
added: the ventricles, cranial nerves, corpus callosom and smaller
vessels. However, they mentioned that the neurosurgeons them-
selves would prefer to do segmentation of the structures since they
know what is important.

During the evaluation most clinicians asked to turn the planning
map off at some point and only used the regular rendering of the
structures to plan the craniotomy. One surgeon used the map to
confirm his own planning.

Even though the planning map was perceived to be useful
through the questionnaire with closed-ended questions, the open-
ended questions and the discussions with the surgeons suggest that
there are more factors that can influence the craniotomy planning
aside from the amount of structure between the skull and the tu-
mour. Practical problems such as how the skull can be cut open
also play a role in the decision, and there are structures such as the
cerebral falx which cannot be operated through. Nevertheless, it is
possible to add them to the planning map.

Another issue was the shape of the planning map which is not
always a simple outline of the tumour. For example, for a small tu-
mour a small craniotomy is not necessarily the right solution, as it
might not possible to operate through it. Moreover, for deep large
tumours a smaller craniotomy might still be large enough to operate
through [SKS*11]. The planning map feature should then incorpo-
rate ways to change the shape of the craniotomy interactively.

5. Discussion

In this work a AR visualisation system is proposed for aiding sur-
geons in planning craniotomies. It involves rendering 3D structures
overlaid on top of the skull as well as generating a dynamic plan-
ning map that summarises a possible craniotomy path. Moreover,
an investigation of colour maps that are suitable for usage with the
Hololens and an analysis of the tracking accuracy were provided.

Our experiments on the tracking accuracy demonstrated that the
tracking accuracy depends mostly on the resolutions of the cam-
era, and less on the marker size. The average accuracy as measured
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#  Question Neurosurgeons Long  All
1 It was clear what the different structures are 4.0 4.2 4.1
2 1 was able to distinguish structures by their colour 4.5 4.3 4.1
3 The shape and size of the structures was clear 4.0 4.2 4.1
4 The spatial position of the structures was clear 4.0 4.0 3.5
5  The distance between the different structures was clear 4.0 4.0 3.4
6 It was clear if structures were behind or in front of other structures 4.0 4.3 4.0
7  The depth of the tumour in the head was clear to see 4.0 4.0 3.9
8  1did not perceive the latency of the system as an issue 3.0 3.2 2.6
9 Idid not perceive jittery movement of the models as an issue 3.0 3.2 2.6
10 Tt felt like the alignment of the models to the head was accuracy enough 3.5 3.7 2.9
11 The visualisation did make clear how many structures lay between the craniotomy surface and the tumour 4.0 4.3 3.8
12 The visualisation did make clear what specific structures lay between the craniotomy surface and the tumour 3.5 4.1 3.7
13 1 was able to easily move the planning map on the skull surface 3.5 3.5 2.8
14 The planning map helped me in finding the right position for the craniotomy 4.5 4.2 3.5
15  Structures hiding behind each other was not a problem 4.0 3.8 3.4
16  The visualisation was useful in the small superficial tumour scenario 4.0 3.8 N.A.
17  The visualisation was useful in the small deep tumour scenario 3.5 40 NA.
18  The visualisation was useful in the large superficial tumour scenario 4.0 3.8 N.A.

Table 1: Closed questions average answers. Each question was answered with a Likert scale from (1) totally disagree to (5) totally agree.

in our experiments under optimal conditions is slightly less than 5
mm, which is considerably worse compared to common navigation
systems, and likely insufficient for accurate planning. Even though
the accuracy may not yet be enough to allow use in practice, it is
likely to improve with newer devices, such as the Hololens 2. Other
investigative directions may also lead to improvements regarding
the tracking accuracy, such as combining data from the depth sen-
sor or the grey scale cameras provided with the Hololens. Using
other types of markers might also aid in this regard.

In addition, we assess an appropriate colour map for use in
Hololens, using criteria related to robust to projection over vari-
ous backgrounds, and also a linear appearance. Based on the ’sim-
ulated’ plots of the colour maps, only a few preserved the origi-
nal design when projected over backgrounds. We did not explicitly
evaluate the user perception of this colour map, and this would be
an interesting topic for further investigations as well.

A user study confirmed the possible benefits of the proposed
planning strategy and also points to future necessary steps to-
wards clinical application. Users noted that spatial relations be-
tween structures are clearer than with 2D displays and provide more
context of the operating site. The planning maps are promising but
should incorporate more flexibility, such as interactively changing
the shape and size. This also requires more control options for the
user that can work in a seamless manner in the operating room.

We did not assess metrics such as planning time, or to what ex-
tent the resulting planning is of good quality. Such questions are
relevant and interesting, and given the results of our current study, a
follow-up study assessing the added value of the approach for clini-
cal practice would be a logical next step. Another natural follow-up
step is to test the visualisation with real human heads, instead of
phantoms. Here, further investigation is necessary to handle issues
related to hair and head movement.

© 2021 The Author(s)
Eurographics Proceedings © 2021 The Eurographics Association.

6. Conclusion

We presented a study towards using AR for planning of cran-
iotomies in neurosurgical planning, and performed experiments to
assess the tracking accuracy of our prototype setup and appro-
priate colour maps. In addition, a user evaluation was performed.
Whereas the accuracy of the tracking implemented in our approach
currently is too low to be of use for surgical navigation, the user
study revealed that the integrated visualisation of brain structures
inside the skull, and projected on the skull surface, may be of ben-
efit for planning in clinical practice. Further developments should
focus on more accurate tracking and alignment, and a more flexible
and intuitive interaction.
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