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Simulation of vertical core-annular flow with a turbulent annulus 

Haoyu Li *, M.J.B.M. Pourquié , G. Ooms , R.A.W.M. Henkes 
Delft University of Technology, The Netherlands   

A R T I C L E  I N F O   
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A B S T R A C T   

The Reynolds-Averaged Navier Stokes (RANS) with the Launder & Sharma low-Reynolds number k − ε model 
was used to simulate core-annular flow in the same configuration with vertical upflow as considered by Kim & 
Choi (2018), who carried out Direct Numerical Simulations (DNS), and by Vanegas Prada (1999), who performed 
experiments. The DNS are numerically very accurate and can thus be used for benchmarking of the RANS tur-
bulence model. There is a large ratio between the oil and water viscosities, and the density difference between 
the water and oil is only small. The frictional pressure drop was fixed and the water holdup fraction was varied. 
Differences between the RANS and DNS predictions, e.g. in the wave structure and in the Reynolds stresses, are 
discussed. Despite the shortcomings of the considered Launder & Sharma low-Reynolds number k − ε model in 
RANS, in comparison to DNS, the RANS approach properly describes the main flow structures for upward moving 
core-annular flow in a vertical pipe, like the travelling interfacial waves in combination with a turbulent water 
annulus. The Fanning friction factor with RANS is 18% lower than with DNS, and the holdup ratio with RANS is 
only slightly higher than with DNS (i.e. it has a slightly larger tendency to accumulate water in RANS than in 
DNS).   

1. Introduction 

For the transport of two-phase flow of immiscible fluids (like gas- 
liquid flow or liquid-liquid flow) through a horizontal or inclined 
pipe, different flow patterns can be distinguished. The prevailing flow 
pattern depends on a number of parameters, such as the pipe diameter 
and inclination, the flow rates of the two phases, and thermodynamic 
parameters of the phases, namely density, viscosity, and interfacial 
tension. When a very viscous liquid (like heavy oil) is combined with the 
flow of a certain amount of less-viscous liquid (like water), the so-called 
core-annular flow regime can occur. Here the oil is flowing in the centre 
of the pipe (“core flow”), and the water is flowing as a lubricating film 
(“annular flow”) along the wall of the pipe. In this way the high pressure 
drop that would be found if only the viscous oil was flowing through the 
pipe is significantly reduced, as now not the oil viscosity but the water 
viscosity determines the pressure drop. This makes core-annular flow an 
attractive technology for viscous oil transport. Possible applications are 
in the petrochemical industry and in the food industry. In addition, core- 
annular flow is also of high interest from a fundamental fluid mechanics 
view point. An overview of core-annular flow has been given by Joseph 
et al. (1997) and Ghosh et al. (2009). 

Over the past decades quite some studies were devoted to core- 

annular flow. This included small scale lab experiments in horizontal 
pipe flow or in a vertically upward going flow, and theoretical studies to 
determine the wave growth at the liquid-liquid interface. Most of the 
studies considered a laminar annulus flow (in addition to the laminar 
core flow). However, if the annulus-based Reynolds number is 
increased, the flow in the lubricating film will become turbulent. This 
will add complexity due to the interaction between the turbulence in the 
lubricating annulus and the travelling waves at the liquid-liquid inter-
face. Some authors have applied a Reynolds-Averaged Navier-Stokes 
(RANS) approach, with a k − ε model or a k − ω model for turbulence. 
See e.g. Ghosh et al. (2010), Shi et al. (2017), Ingen Housz et al. (2017), 
and Li et al. (2021, 2022). 

Recently a first very detailed study was published by Kim & Choi 
(2018), who have carried out Direct Numerical Simulations (DNS) for 
vertical upflow in the core-annular flow regime with a laminar oil core 
and a turbulent annulus flow. The pipe diameter is 27.6 mm. The dy-
namic viscosity ratio between the two liquids was large (17600), but the 
density difference between the two liquids was only small (35 kg/m3). 
Due to the small density difference, gravity almost does not play a role 
(note that there is no difference in flow in a horizontal or vertical pipe if 
the density of the two liquids is the same). Different values of the water 
holdup fraction in the pipe were simulated (i.e. different thicknesses of 
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the annulus). Experiments for this configuration were carried out by 
Vanegas Prada (1999) and Vanegas Prada & Bannwart (2001). Due to 
the availability of DNS and experiments, this configuration can serve as 
an attractive case for benchmarking of turbulence models. Through grid 
refinement the DNS were shown to be very accurate, and they thus form 
the most accurate representation of the physics, as described by the 
Navier-Stokes equations. As the RANS approach contains closures for 
the turbulence (and DNS not), the RANS solution under transitional or 
turbulent flow conditions will be less accurate than DNS. 

In the present study we have used RANS in the OpenFoam CFD 
package, with the Launder & Sharma low-Reynolds number k − ε model, 
to simulate core-annular flow in the same vertical pipe configuration as 
considered by Kim & Choi (DNS) and by Vanegas Prada (experiments). 
We have recently also used the same RANS approach for core-annular 
flow in some different configurations (see Li et al, 2021, 2022). We 
have paid quite some attention to verifying that the RANS results are 
numerically accurate (through successive mesh refinement). As the 
RANS results will be axi-symmetric, 2D unsteady simulations were 
made. This will reveal the travelling waves at the oil-water interface 
with the turbulent water annulus. The RANS results will be compared 
with the DNS and experiments. Some remarkable differences in the re-
sults will be discussed. 

The present study with RANS is valuable as this still is the most used 
approach in engineering simulations, as applied in the industry, through 
using third-party CFD packages or open-source CFD (like OpenFoam). 
This is because the computer time for RANS is much lower than for 3D 
DNS. 

2. Modelling approach 

2.1. Governing equations 

The mass and momentum conservation equations for an incom-
pressible, isothermal fluid are (in Cartesian coordinates): 

∂ui

∂xi
= 0 (1)  

∂ρui

∂t
+ ρuj

∂ui

∂xj
=

∂
∂xj

(

ρ(ν+ νt)

(
∂ui

∂xj
+

∂uj

∂xi

))

−
∂p
∂xi

+ ρgi + Fσ,i (2) 

These are the Reynolds-Averaged Navier-Stokes Equations (RANS). 
Here ui is the velocity, ρ and μ are the fluid density and viscosity, gi is the 
gravitational acceleration, p is the pressure and Fσ,i is the interfacial 
tension force. For the pipe flow, we will use x1 = x for the coordinate 
along the pipe axis, and x2 = y and x3 = z for the coordinates in the cross 
sectional plane; the velocity components are u, v, and w, in the directions 
x, y, and z, respectively. The gravity components are: g1= − g, and g2 =

g3 = 0, where g is the gravitational acceleration. The actual simulations 
were carried out using 2D axi-symmetric coordinates with the radius r =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
y2 + z2

√
. 

The turbulent viscosity is modelled with the low-Reynolds number k 
− ∈ model of Launder & Sharma (1974), which reads as follows: 

νt = Cμfμ
k2

ε̃ (3)  

∂k
∂t

+ uj
∂k
∂xj

=
∂

∂xj

(

ν+ νt

σk

)
∂k
∂xj

+ νt

(
∂uj

∂xj

)2

− ε̃ − D (4)  

∂ε̃
∂t

+ uj
∂ε̃
∂xj

=
∂

∂xj

(

ν+ νt

σε

)
∂ε̃
∂xj

+ C1f1
ε̃
k
νt

(
∂uj

∂xj

)2

− C2f2
ε̃2

k
+ E (5) 

With D = 2ν ∂
̅̅
k

√

∂xj
∂
̅̅
k

√

∂xj 
and E = 2ννt

(
∂2uj
∂x2

j

)2

. The turbulent energy 

dissipation rate is ε = ε̃+ D. Furthermore, Cμ = 0.09, C1=1.44, 

C2=1.92, σk=1.0, σε=1.3, fμ = exp
(

− 3.4

(1+Ret
50)

2

)

, f1=1, f2 = 1 − 0.3 exp( −

Re2
t ), Ret = k2

ε̃ν
. The boundary conditions at the wall are: k=0 and ∈̃ = 0.

Quite a number of low-Reynolds number k− ∈ formulations are 
available in the literature. A large advantage of the Launder-Sharma one 
is that the low-Reynolds number terms do not include the explicit dis-
tance to the closest wall. Instead, the parameter Ret is used to incorpo-
rate the effect of turbulence damping when a wall is approached. In the 
same way, the model will incorporate the possible damping of turbu-
lence when the oil-water interface is approached in core-annular flow. 
The low-Reynolds number k− ∈ model is used everywhere in the 
domain, also in the laminar oil core. Because of the presence of the low- 
Reynolds number terms the model automatically relaminarizes in the 
viscous oil core (i.e. it gives zero turbulent viscosity). 

2.2. Numerical method 

We used the open-source package OpenFOAM to solve the RANS 
equations, applying the CLSVOF method for the interface capturing. The 
CLSVOF solver, which was developed by Yamamoto et al. (2017), is 
based on the interFoam Volume of Fluid (VOF) solver in OpenFOAM. 
The level set function is used to calculate the interfacial tension force. 
Starting from the VOF method, the volume fraction α is introduced to 
distinguish between the two fluid phases: α = 0 is the oil phase, α = 1 is 
the water phase, and 0 < α < 1 denotes the oil-water interface. Then the 
fluid density and viscosity in the equations are: 

ρ = (1 − α)ρo + αρw (6)  

μ = (1 − α)μo + αμw (7) 

The subscript “o” refers to oil, and the subscript “w” refers to water. α 
is calculated from the following advection equation: 

∂α
∂t

+∇⋅(α u→) +∇⋅
(

(1 − α)α u→r

)

= 0 (8) 

The third term on the left-hand side is the compressive term (with the 
divergence of the compressive flux); here u→r = u→w − u→o. This term is 
meant to control the sharpness of interface. 

The level set function Φ is defined as the distance from the interface, 
where the interface is the isoline with Φ = 0. The initial value of the 
level set function Φo is obtained from the initialized volume-of-fluid 
field, where the interface is defined at α = 0.5: 

Φ0 = (2α − 1)Γ (9)  

Γ = 0.75ΔX (10) 

Here ΔX is the minimum mesh size near the interface. Thereafter the 
re-initialization equation is solved to turn the initial level set function 
into the distance from the interface: 

∂Φ
∂τ = sign(Φ0)(1 − |∇Φ|) (11) 

Here τ = 0.1ΔX is the iteration time step of Φ and the sign function 
denotes: 

sign(Φ) =

⎧
⎨

⎩

1 Φ > 0, water
0 Φ = 0, interface
− 1 Φ < 0, oil

(12) 

Then the interface tension force is calculated as: 

F→σ = σκ(Φ)δΦ∇(Φ) (13) 

Here σ is the interface tension and δΦ is the smoothed delta function: 

δΦ =

⎧
⎪⎨

⎪⎩

1
2γ

(

1 + cos
(

πΦ
γ

))

for |Φ| < ε

0 elsewhere
(14) 

The quantity γ is the interface thickness coefficient (see Yamamoto 
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et al., 2017) and κ(Φ)is the interface curvature: 

κ(Φ) = ∇⋅ n→c (15)  

n→c =
(∇Φ)f⃒
⃒
⃒(∇Φ)f

⃒
⃒
⃒

(16) 

Here n→c is the surface unit normal vector. The contact angle θ be-
tween the interface and the pipe wall is defined as: 

cos(θ) = n→c⋅ n→w (17) 

With n→w being the unit normal vector at the wall. The contact angle 
is set to 90o in our simulations. This means that both the level set 
function Φ and the volume fraction of the fluid α satisfy the zero- 
gradient condition at the pipe wall boundary. 

A pressure drop in the flow direction is added as an extra force term 
to the right-hand side of Eq. (2), with periodic boundary conditions on 
the left and right side of the pipe. Therefore, the pressure that remains in 
the equations is periodic with respect to the left and right side of the 
computational pipe section. The initially assumed velocity profile will 
then develop over time under this pressure drop in the transient simu-
lation until a stable state is obtained. 

A second-order backward implicit time discretization scheme is 
applied, with a very small time step (small Courant number). This gives 
a very accurate time integration. We use a second-order scheme for the 
advection terms in the momentum equations and in the interface 
equation (as used in the level set method), but a first-order upwind 
scheme for the advection in the equations for the turbulence quantities k 
and ε; trying a second-order scheme for the latter gave numerical in-
stabilities. Through successive mesh refinement, however, we have 
verified that the simulation results are accurate (and not suffering from 
large numerical diffusion). 

In all the simulations, periodic boundary conditions are applied at 
the inlet and outlet of the pipe section, which restricts the wavelengths 
in the axial direction to the domain length divided by an integer value. 
At the pipe wall, the no-slip condition is imposed. We have used the 
symmetric PBiCG solver for the velocity and for the turbulent quantities, 
the GAMG solver for the pressure, and the PIMPLE solver for the 
velocity-pressure coupling. 

2.3. Key parameters 

Four important parameters are: the total flow rate, the pressure drop, 
the watercut, and the water hold-up fraction. When two parameters are 
set as input (e.g. the total flow rate and the watercut in the experiments), 
the other two will follow as output. 

The watercut is defined as the ratio of the water volumetric flow rate 
and the total volumetric flowrate: 

WC = Qw/(Qo +Qw) (18)  

where Q denotes the volumetric flow rate. The water hold-up fraction is 
defined as the ratio of the in-situ water volume in the pipe and the total 
volume of oil and water: 

αw =
Vw

Vw + Vo
(19) 

A related parameter is the so-called hold-up ratio h, which is defined 
as: 

h =
Qo/Qw

Vo/Vw
(20) 

This can also be rewritten as h = 1 + ur/uw. Here the velocity dif-
ference ur = uo − uw, is the apparent (average) slip velocity between the 
oil core (having a bulk velocity uo) and the water annulus (having a bulk 
velocity uw). Note that h=1 if there is no slip between the bulk oil and 

water velocities. The hold-up ratio thus is a measure of the apparent slip 
between the oil core and the water annulus. 

2.4. Basic simulation set-up 

The base conditions for the considered configuration are the same as 
those used in the lab experiments described by Vanegas Prada (1999) 
and Vanegas Prada & Bannwart (2001). The vertical pipe has a diameter 
of 27.6 mm. The oil and water densities are ρo=963 kg/m3 and ρw=998 
kg/m3, and the oil and water viscosities are μo=17.6 Pa s and μw=0.001 
Pa s. Therefore, the oil dynamic viscosity is 17600 times higher than the 
water value. The interfacial tension between oil and water is σ=0.03 
N/m. In the DNS simulation by Kim & Choi different values of the water 
hold-up fraction are used: αw= 0.09, 0.17, 0.29, 0.38, and 0.44. The 
imposed pressure drop in the simulations is such that the resulting wall 
shear stress corresponds to Reτ = uτR/ν =720, which in fact means that 
the frictional pressure drop is equal to 400 Pa/m. The imposed full 
pressure drop is found by adding the hydrostatic head, which is 
(ρwαw + ρoαo)g [Pa/m]. 

The experiments are described in detail in the Master Thesis by 
Vanegas Prada (1999), which also includes tables with the experimental 
results. The key measurements are the pressure drop as function of the 
oil and water flow rates. Through the measured oil and water flow rates 
also the watercut is known. The water hold-up fraction is αw was not 
measured, though a value for it is included in the tables. It looks like a 
hold-up ratio of about h =1.1 has been assumed. The measurement 
points with a frictional pressure drop of (about) 400 Pa/m have been 
selected by Kim & Choi (2018) for their validation of the DNS. The same 
set of experiments will be used in the present study as well. 

Time-dependent, 2D, axisymmetric RANS simulations were carried 
out for a pipe section with a length of 16.6 mm. Sensitivity simulations 
were made to investigate the effect of the chosen section length. Periodic 
boundary conditions are imposed between the start and end of the 
section. The pressure gradient is prescribed. The water hold-up αw is 
imposed as initial condition, and the total water holdup fraction is 
conserved over time. The oil and water flow rates follow as output 
quantities. The simulation is started with a flat oil-water interface. 
Waves develop at the interface in the transient simulation. The simu-
lation is continued over a sufficient long time such that fully developed 
flow with travelling interfacial waves has developed. Grid refinement 
was applied to verify that the simulation results are sufficiently 
numerically accurate. Thereto an equidistant grid was applied in 
streamwise direction (i.e. x-coordinate) and a non-equidistant grid in 
the radial direction (i.e. r-coordinate). The latter has a strong refinement 
close to the boundary layer along the pipe wall, where there are large 
radial gradients in the velocity profile. 

It should be note that the difference in density between the oil and 
water is quite small, namely 35 kg/m3, which is 3.5% of the water 
density. Therefore, the effect of the density difference on the core- 
annular flow will be very small, which was verified by the RANS sim-
ulations. This means that in fact, with good accuracy, gravity could have 
been omitted in the simulations. 

2.5. Force balance 

An integral force balance for the flow (after averaging in space and 
time) can be derived, using the quantities shown in Fig. 1. The global 3D 
flow structure (as measured by Bannwart et al., 2000) is reproduced in 
Fig. 1a. For the notations see Fig. 1b: here x is the streamwise pipe co-
ordinate, and r is the radial pipe coordinate. The pipe has radius R. The 
oil flow is represented by a concentric core with radius Rc, and the water 
flows in an annulus with thickness R − Rc. The flow is driven by the 
pressure gradient − dp/dx.The wall imposes a wall shear stress τW on the 
water annulus (taken positive in upstream direction). The water annulus 
imposes an interfacial stress τi on the oil core (taken positive in upstream 
direction). The oil core also imposes an interfacial stress on the water 
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annulus, which has the same magnitude as τi, but now taken positive in 
downstream direction. The water flows with an average velocity (bulk 
velocity) uw, and the oil flow with an average velocity (bulk velocity) uo. 
The bulk velocity follows from the superficial velocity as: uw = usw /αw 

and uo = uso/αo, with usw = Qw/A and uso = Qo/A . Here A = πR2 is the 
cross-sectional area of the pipe. The bulk oil viscosity uo can also be 
denoted as the core velocity ucore.The mixture velocity is defined as um =

usw + uso = (Qw + Qo)/A. 
The force balance for the combined oil-water flow in a horizontal 

pipe reads: 

−
dp
dx

A − τW 2πR − (ρwαw + ρoα0)gA = 0 (21) 

The force balance for the oil core gives: 

−
dp
dx

αoA − τi2πRc − ρogα0A = 0. (22) 

Here αo is the oil hold-up fraction, with αo = (Rc/R)2. 
From force balances (21) and (22) it also follows that the wall shear 

stress and interfacial stress are related as τi=τW
( Rc

R
)(

1 − 1
2

(
1 −

( Rc
R
)2
)(

ρw − ρwo)gR
)

. Note that the force balances (21) and (22) hold for 

the core-annular flow (with or without interfacial waves) after aver-
aging in space and time. 

Due to the considered high ratio of the oil and water viscosities, the 
oil core will be laminar. Assuming parallel flow in the laminar oil core (i. 
e. neglecting non-parallel effects in the oil flow close to the wave 
interface), the core flow can be described by the force balance: 

−
dp
dx

πr2 − μo
du
dr

2πr − ρogπr2 = 0, (23)  

with the interface condition: τi = − μo
( du

dr
)

r=Rc
. 

Integration gives the following expression of the velocity at the 
interface: 

ui = −
Rc

4μo
τi +

Qo

πR2
c
, (24)  

in which Qo is the oil flow rate. For all conditions considered in the 
present study, the first term on the right-hand side is much smaller than 
the second term. This means that within the boundaries of validity of the 
shown force-balance approach with parallel core flow, the interfacial 
velocity is the same as the bulk oil velocity. 

3. RANS results 

3.1. Water-only pipe flow 

Various authors have carried out DNS for single-phase turbulent pipe 
flow up to high Reynolds numbers, such as Eggels et al. (1994), Wu & 
Moin (2008), Wu et al. (2012) and Pirozzoli et al. (2021). Accurate 
turbulent pipe experiments have been caried out by Den Toonder & 
Nieuwstadt (1997), for moderate Reynolds numbers, and by Zaragoza & 
Smits (1998), using the Princeton Superpipe up to very high Reynolds 
numbers. Predictions for the Fanning friction factor as function of the 
Reynolds number as obtained with the RANS model with the Launder & 
Sharma low-Reynolds number k − ε model are compared with the DNS 
and experiments in Fig. 2 (the Reynolds number is based on the pipe 
diameter, bulk velocity, and kinematic fluid viscosity, i.e. Re = uD/ν). 

The Fanning friction factor is defined as fW = −
(

dp
dx

)
R

ρu2. The values in 

the DNS and experiments are very close to each other. RANS slightly 
underpredicts the friction factor, though the deviation becomes less for 
increasing Reynolds number. At about Re=27000, which is the 
(mixture) Reynolds number in the core-annular flow DNS by Kim & 
Choi, the RANS value of the friction factor is 0.0056, which is about 7% 
lower than the DNS and experimental value of 0.006. 

Fig. 3 compares various quantities in turbulent pipe flow at 
Re=24580 as obtained from our RANS simulations and with the DNS by 
Wu & Moin (2008) and Wu et al. (2012). The DNS have a corresponding 
Reτ = uτR/ν = 685. The shown quantities (velocity, turbulent kinetic 
energy, Reynolds stress, and turbulent viscosity) have a plus superscript 
to indicate that they are non-dimensionalized with the wall shear ve-
locity uτ and the kinematic viscosity ν. The wall shear velocity uτ is 
defined as uτ =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅
τW/ρw

√
, in which the wall shear stress is related to the 

frictional pressure drop as τW = − (dp /dx) R/2. Fig. 3 shows that RANS 
and DNS for the velocity and Reynolds stress are in fairly close agree-
ment, but the peak for the kinetic energy with RANS (k+=3.2) is 
significantly below the DNS value k+=4.7). The level of the turbulent 
viscosity νt

+ away from the wall is about 40 for the DNS and 60 for the 
RANS simulations. 

3.2. Two-phase flow 

3.2.1. Numerical accuracy and dependence on oil viscosity 
The two-phase RANS simulations were carried out in a moving frame 

of reference, in which the wall has been given a velocity of 1 m/s, which 

Fig. 1. Vertical core-annular flow; (a) snapshot from experiments (taken from 
Bannwart et al., 2000), (b) sketch of the forces. 

Fig. 2. Comparison of RANS, DNS, and experiments; Fanning friction factor as 
function of the Reynolds number for single-phase turbulent pipe flow. 
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is close to the velocity of the interface waves. As a result, the waves in 
the moving frame of reference are almost stagnant, which helps to 
improve the numerical stability. Despite this, numerical instabilities 
remained if the oil viscosity was set to μo=17.6 Pa s, which is the same 

value as used in the lab experiments by Vanegas Prada (1999) and in the 
DNS by Kim & Choi (2018). Numerically stable and accurate solutions 
could be obtained if the oil viscosity was reduced to a value of the order 
1 Pa s. This is significantly lower than the target value, though still very 

Fig. 3. RANS versus DNS for single phase turbulent pipe flow at Re=24600.  

Fig. 4. RANS results for (a) annulus thickness, and (b) maximum turbulent viscosity (oil viscosity = 0.75 Pa s, water hold-up fraction = 0.29, section length = 16.6 
mm, frictional pressure drop = 400 Pa/m). 
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much higher (by a factor 1000) than the water viscosity of 0.001 Pa s. 
Despite this difference, we think that the comparison between the RANS 
and DNS is meaningful. Moreover, we expect that other research groups 
will pick up the same case for benchmarking in the near future. Using a 
more advanced numerical code (e.g. inhouse academic code versus the 
applied OpenFoam code) may resolve the numerical issues at high oil 
viscosity. 

The verification of the numerical accuracy of the results is of key 
importance. Given the complexity of the simulations, we think that a 
good numerical accuracy has been obtained. To demonstrate this, an 
example is given in Fig. 4 for μo=0.75 Pa s, which shows snapshots of the 
annulus thickness and the maximum turbulent viscosity. Numerical 
values are listed in Table 1 (which also includes the results for μo=0.46 
and 1.5 Pa s. The length of the pipe section is set to 16.6 mm and a water 
hold-up fraction of 0.29 was used. The imposed frictional pressure drop 
is 400 Pa/m. The good accuracy of the numerical simulations is shown 
through comparing the results on a coarser 100×200 grid (i.e. 100 
points in streamwise direction, and 200 points in radial direction) and 
on a refined 200×400 grid. 

For μo=0.75 Pa s on the finer grid, the resulting mixture velocity is 
1.07 m/s, and the watercut is 24%. The corresponding core velocity is 
1.15 m/s. The wave velocity is slightly lower than the core velocity, 
namely 1.11 m/s. The wave frequency is 67 Hz (being equal to the ratio 
of the wave velocity and the section length). As shown in Fig. 4 for an oil 
viscosity μo=0.75 Pa s, the oscillation in the thickness of the water 
annulus and in the maximum turbulent viscosity in the water annulus on 
the 200×400 grid is close to the results on the coarser 100×200 grid. 
Fig. 5 shows (using the finer 400×200 grid) that the oscillation only 
slightly depends on the oil viscosity. Therefore, it makes good sense to 
compare the present RANS results with the DNS of Kim & Choi with the 
experiments by Vanegas Prada (1999), despite the latter two were ob-
tained for an even higher oil viscosity. 

3.2.2. Dependence on pipe section length 
The base section length in the RANS simulations is L=16.6 mm. The 

effect of the section length on the interfacial waves was investigated by 
also simulating a section length of 2L and 3L. The numerical accuracy 
was verified by using both the 100×200 grid and the refined 200×400 
grid. The considered conditions are: oil viscosity μo=0.75 Pa s, water 
hold-up fraction αw =0.29, frictional pressure drop is 400 Pa/m. The 
different pipe sections all give a same mixture velocity of 1.07 m/s, and a 
watercut of 24% (corresponding to an average oil core velocity of 1.15 
m/s). The wave velocity is between 1.05 and 1.11 m/s. 

A snapshot of the thickness of the water annulus and of the maximum 
turbulent viscosity through the annulus thickness, as function of the 
streamwise pipe coordinate x, is shown in Fig. 6. A single wave length of 
16.6 mm is found when choosing the base section length L=16.6 mm. 
When the section length is increased, the oscillation becomes more 
irregular, but the averaged wave length is still close to 16.6 mm, namely 
about 18 mm for 2L and 13 mm for 3L. The figure also shows that the 
turbulent viscosity is largest/smallest at the location where the thickness 
of the water annulus is (almost) largest/smallest. 

This comparison shows that increasing the length of the pipe section 
will give a small change of the dominant frequency (or wave length), 
introducing a slight irregularity in the wave structure wave some non- 

periodicity. Using a pipe section of 16.6 mm with periodic boundary 
conditions gives a pure travelling wave. This can be seen as a relevant 
representation of the more complex transients at increased section 
length (giving a slight tendency to have a spectrum of waves rather than 
a pure single dominant wave). 

3.2.3. Dependence on the water hold-up fraction 
Various RANS simulations were carried out to determine the effect of 

the water hold-up fraction αw. The considered conditions are: pipe sec-
tion length is 16.6 mm, oil viscosity μo=0.75 Pa s, frictional pressure 
drop is 400 Pa/m. The simulated thickness of the water annulus and the 
maximum turbulent viscosity are shown in Fig. 7. As expected, the 
amplitude of interfacial waves increases when the water hold-up frac-
tion is increased from 0.09 to 0.44. The wave length seen in the thick-
ness of the water annulus is L=16.6 mm for the higher values of the 
water hold-up fraction (0.29, 0.38, and 0.44) though becomes half that 
value, i.e. L/2=8.4 mm, for the lower fraction (0.17, 0.09). The 
maximum turbulent viscosity decreases with decreasing water hold-up 
fraction, which means that the presence of a (thicker) oil core sup-
presses the turbulence. The value of the maximum turbulent viscosity is 
highest for water-only flow (i.e. αw=1), namely νt,max/ νw=67. For the 
smallest simulated value of the water hold-up fraction (αw=0.09), the 
thickness of the water annulus is so small that the layer fully relami-
narizes (i.e. νt,max/ νw=0). 

Fig. 8 shows a snapshot of the streamlines with respect to an observer 
that moves with about the wave velocity at the interface. In the next 
section, the RANS results for various values of the water hold-up fraction 
will also be used for comparison with the DNS of Kim & Choi (2018). 

3.2.4. Dependence on gravity 
The density difference between the water and oil is so small (only 35 

kg/m3 compared to a water density of 998 kg/m3) that its effect on the 
vertical core annular flow is negligibly small. This is demonstrated for 
the RANS simulations (with oil viscosity μo= 0.75 Pa s) in Fig. 9. The 
simulations without and with gravity give almost the same results for the 
oscillation in the thickness of the water annulus and of the maximum 
turbulent viscosity. Results without and with gravity are also practically 
the same when the length of the pipe section is increased to 2L and 3L (i. 
e. results without gravity are almost the same as those with gravity in 
Fig. 6). 

The DNS by Kim & Choi were only carried out with gravity. But it is 
very likely that also the DNS without gravity would be very close to the 
results with gravity. Thus, this test case is actually one with a difference 
in liquid viscosity, though with a negligible difference in density. In fact, 
this means that the results will be independent of the pipe inclination 
(vertical upflow is the same as horizontal flow, for an imposed frictional 
pressure drop of 400 Pa/m). 

4. Comparison of RANS results with experiments and DNS 

In this comparison we have closely followed the approach by Kim & 
Choi (2008). Reference is made to the experiments by Vanegas Prada 
(1999) and by Vanegas Prada & Bannwart (2001). The experiments only 
provide results for the pressure drop and water holdup fraction (as 
function of the mixture velocity and watercut. The experiments do not 

Table 1 
RANS results for different oil viscosities on different numerical grids (water hold-up fraction = 0.29, section length = 16.6 mm, frictional pressure drop 400 Pa/m).   

Grid Mixture vel.
m/s 

Watercut
% 

Wave length
mm 

Wave velocity
m/s 

Wave frequency
Hz 

0.46 100× 200 1.07 23 16.6 1.05 63 
0.46 200× 400 1.09 22 16.6 1.08 65 
0.75 100× 200 1.07 24 16.6 1.08 65 
0.75 200× 400 1.07 24 16.6 1.11 67 
1.5 100× 200 1.05 24 16.6 1.11 67 
1.5 200× 400 1 24 16.6 1.04 63  

H. Li et al.                                                                                                                                                                                                                                        



International Journal of Multiphase Flow 167 (2023) 104551

7

Fig. 5. RANS results with different oil viscosities for (a) annulus thickness, and (b) maximum turbulent viscosity; water hold-up fraction = 0.29, section length =
16.6 mm, frictional pressure drop = 400 Pa/m. 

Fig. 6. RANS results with different pipe section lengths (values shown in legend, L=16.6 mm) for (a) annulus thickness, and (b) maximum turbulent viscosity; water 
hold-up fraction αw= 0.29, oil viscosity is μo = 0.75 Pa s, frictional pressure drop is 400 Pa/m. 

Fig. 7. RANS results with different water hold-up fraction (values shown in legend) for (a) annulus thickness, and (b) maximum turbulent viscosity; oil viscosity is 
μo= 0.75 Pa s, section length L= 16.6 mm, frictional pressure drop is 400 Pa/m. 
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provide many details on the waves. Therefore, the present study is 
mainly focused on the comparison with the DNS. As Kim & Choi have 
clearly demonstrated grid-independence of their results, the DNS are 

thought to be fully representative for the physical reality, and can thus 
be used for a true validation of the RANS approximations. 

The RANS simulations used in this section for comparison were ob-

Fig. 8. Snapshots of streamlines with respect to an observer moving with about the interface wave velocity; from left to right, water holdup fraction αw is 0.44, 0.29, 
and 0.17. 

Fig. 9. RANS results with and without gravity for (a) annulus thickness, and (b) maximum turbulent viscosity; water hold-up fraction αw= 0.29, oil viscosity is μo=

0.75 Pa s, section length L= 16.6 mm, frictional pressure drop is 400 Pa/m. 

Fig. 10. Comparison of (a) mixture velocity, and (b) watercut, as obtained from RANS, DNS, and experiments; fixed frictional pressure drop of 400 Pa/m and 
variation of water holdup fraction. The reference line in (b) denotes equal fractions for watercut and water holdup. 
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tained with a pipe section length L=16.6 mm, an oil viscosity of 
μo=0.75 Pa s, and an imposed frictional pressure drop of 400 Pa/m. The 
prescribed water holdup rate was varied. Fig. 10 compares the resulting 
mixture velocity and watercut with the DNS simulations of Kim & Choi. 
For the mixture velocity we also compare with the experimental values 
by Vanegas Prada. RANS predictions for the mixture velocity are about 
10% higher than the DNS results. For example at αw =0.29, RANS gives a 
mixture velocity of 1.07 m/s, and DNS of 0.96 m/s. For the same water 
holdup fraction, the RANS value for the watercut is close to the DNS 
value; in fact the RANS watercut is slightly lower than the DNS value. 
For example at αw =0.29, RANS gives a watercut of 23.9% and DNS of 
25.4%. This also implies that at the same watercut, RANS will give a 
higher water holdup fraction (i.e. more water accumulation) than DNS. 

4.1. Fanning friction factor 

The Fanning friction factor is a dimensionless presentation of the 

(frictional) pressure drop: fW = −
(

dp
dx

)

fric
R

ρwu2
m
. Fig. 11a shows the Fan-

ning friction factor for different watercuts, as obtained with RANS and 
DNS for a fixed frictional pressure drop of 400 Pa/m. From the experi-
ments by Vanegas Prada, those points were selected that have a fric-
tional pressure drop of (about) 400 Pa/m. The RANS predictions for the 
Fanning friction factor are typically about 18% lower than the DNS 
values (for watercut fractions in the range 0.1 to 0.5). This means that 
the same pressure drop (like 400 Pa/m) gives about 18/2 = 9% higher 
mixture velocity with RANS than with DNS. 

There is a fair agreement for the predicted Fanning friction factor 
and the measurements by Vanegas Prada. When dividing the Fanning 
friction factor by its value found with water only flow (at the same 400 
Pa/m frictional pressure drop), which defines the friction factor ratio as 
shown in Fig. 11b, it turns out that this ratio is almost equal to 1 for all 
watercuts (except for the lowest values where the water annulus rela-
minarizes). This is particularly true for the DNS results. 

4.2. Hold-up ratio 

The hold-up ratio h shown in Fig. 12 is a measure of the relative 
water accumulation or of the apparent slip between the oil and water 
(difference in bulk oil and water velocities). For the 4 higher watercut 
values used in the DNS (with turbulent water annulus) the RANS pre-
diction for the hold-up ratio is about 12% higher than the DNS predic-
tion. Thus the water accumulation effect is larger in RANS than in the 
DNS, or: there is more apparent slip between the oil and water in the 
RANS simulations than in the DNS. The figure also includes a DNS curve 

and a RANS curve denoted as the “water equivalent” hold-up ratio. This 
curve is found by considering water-only pipe flow, which is “artifi-
cially” splitted in a core and annulus (while they still have same prop-
erties for viscosity and density). The watercut and hold-up ratio are now 
referring to the annulus part of the single-phase RANS results; here the 
watercut is determined by integrating the DNS or RANS velocity profile 
in the annulus to give the water flow rate in the annulus, and divide this 
by the total flow rate through the pipe. This shows that there is relatively 
much water accumulation (or more apparent slip) close to the pipe wall 
for low watercut, where water is slowed down due to the wall presence. 
In fact, this means that the increase in hold-up ratio found for decreasing 
watercut in the DNS and RANS for the configuration of Kim & Choi can 
(at least) partly be explained from this natural accumulation effect. 

4.3. Water annulus 

The values of the temporally and spatially averaged streamwise 
water velocity in the annulus, as obtained with DNS and RANS, are 
compared in Fig. 13. The average velocity is made dimensionless with 
the shear stress velocity uτ, and the distance to the pipe wall is made 
dimensionless with νw/uτ. The profile in Fig. 13a shows the averaged 
water velocity (uw,av), whereas Fig. 13b shows the average water ve-
locity multiplied with the average local water holdup fraction (this 
product is denoted by u∗

w,av): 

uw,av∗ =

∫ ∫ ∫
u(x, r, t) αw(x, r, t) dxdt

∫ ∫ ∫
dxdt

=

∫ ∫ ∫
u(x, r, t) αw(x, r, t) dxdt

∫ ∫ ∫
αw(x, r, t) dxdt

⋅
∫ ∫ ∫

αw(x, r, t) dxdt
∫ ∫ ∫

dxdt
= uw,av.αw,av

(25) 

The higher peak for the water velocity for RANS compared to DNS is 
consistent with the about 10% higher total flow rate (with about the 
same watercut, namely 23.9% versus 25.4%) found in RANS than in DNS 
(using an imposed frictional pressure drop of 400 Pa/m and an imposed 
water holdup fraction of 0.29). 

Fig. 14a shows the temporally- and spatially averaged value of the 
local water holdup fraction, as function of the radial coordinate in the 
pipe. The imposed overall water holdup fraction is 0.29. Shown are the 
results with DNS and RANS. For the latter, both the 2D axisymmetric as 
the 1D results are given. The 1D results are obtained by choosing a very 
short pipe section, such that all waves are suppressed. Due to the 
absence of waves the local water holdup fraction abruptly changes from 
0 to 1, when the local radius r (scaled with the pipe radius R) becomes 
larger than 

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(1 − 0.29)

√
= 0.84. Due to the interface waves, DNS and 

Fig. 11. Comparison of friction factor with RANS (as obtained with a 16.6 mm pipe section length), experiments and DNS as function of the watercut for a fixed 
frictional pressure drop of 400 Pa/m; (a) Fanning friction factor, (b) friction factor ratio. 
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2D RANS give a more gradual profile of the water holdup fraction. It is 
also clear from Fig. 14a that the interface waves can reach a higher 
amplitude in the DNS than in the RANS simulations. 

The regularity of the interface waves can be quantified through 
determining the probability density function (PDF) of the thickness of 
the water annulus; see Fig. 14b. RANS (for the base pipe section length 
L=16.6) mm gives a pdf that corresponds to a fully periodic function. 
DNS has a pdf that corresponds to a spectrum of waves. Increasing the 
pipe section in the RANS simulations, e.g. to 3L (see also section 3.2.2), 
breaks the single wave appearance, and a broader PDF is found, that in 
Fig. 14b looks more like the pdf found with DNS. The average annulus 
thickness is 2.17 mm (for both DNS and RANS), which corresponds to 
the imposed water holdup fraction of 0.29. The standard deviation in the 
water annulus thickness that can be derived from the PDF in the figure is 
1.16 mm for the DNS, 0.70 mm for RANS with the base section length 
L=16.6 mm, and 0.67 mm for RANS with 3L pipe section length. This 
can be converted to an effective amplitude of the oscillation though 
multiplying the standard deviation with the factor 

̅̅̅
2

√
; this gives an 

average wave amplitude of 1.64 mm for the DNS, 1 mm for RANS with 
section length L, and 0.95 mm for RANS with section length 3L. The 

amplitude of 1 mm for RANS with section length L is also clearly visible 
in the results shown in Fig. 4a. The average amplitude of the oscillations 
in the water thickness (or in the interfacial waves) is thus significantly 
larger for DNS than for RANS (1.64 mm versus 1 mm). The amplitude in 
the RANS results is almost independent of the applied section length. 

The PDF of the thickness as shown in Fig. 14 only gives information 
on the wave amplitude, but not on the wave length. With respect to the 
latter, Kim & Choi (2018) also present graphs of the energy in the wave 
numbers (or wave length), and of the convective wave velocity for the 
wave numbers. For a water holdup fraction αw = 0.29 the wave velocity 
is about 1.0 m/s in the DNS, versus 1.11 m/s in the RANS results. The 
spectra in the DNS show that there is energy in the wave numbers in the 
range of about 1/R to 10/R, corresponding to wave lengths between 8 
mm and 80 mm (this range of wave lengths is also visible in the DNS 
snapshot of the structure of the oil-water interface shown in Fig. 12 in 
the paper by Kim & Choi). RANS gives a single wave length of 16.6 mm 
when the applied section length is 16.6 mm, and an average wave length 
of about 13 mm to 18 mm if larger pipe sections are used. Going from 
1×16.6 mm to 3×16.6 mm in RANS shows that the pure single wave 
periodicity is slightly broken. Further increasing the length of the 

Fig. 12. Comparison of the hold-up ratio obtained with RANS and DNS as function of the watercut for fixed frictional pressure drop of 400 Pa/m.  

Fig. 13. Average water velocity versus distance from the pipe wall in + units as obtained with DNS and RANS for a water holdup fraction αw =0.29 and a frictional 
pressure drop of 400 Pa/m; (a) average water velocity, (b) average of water velocity multiplied with local water holdup fraction. 
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Fig. 14. DNS versus RANS simulation and in DNS for a water hold-up fraction αw =0.29 and an imposed frictional pressure drop of 400 Pa/m; (a) local water holdup 
fraction, (b) PDF for the location of the oil-water interface 

Fig. 15. Profile for the water hold-up fraction and stresses in the RANS simulation and in the DNS for a water hold-up fraction is αw =0.29 and an imposed frictional 
pressure drop of 400 Pa/m; (a) total shear stress, (b) viscous stress, (c) Reynolds stress. 
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computational pipe section may give even more spectrum broadening. 
The remarkable difference in the wave spectra between DNS and 

RANS was also noted by Kim & Choi (2018) when analysing their DNS: 
“The phase interface amplitude has broadband spectra, which is very 
different from the observation of the one-wave number peak in laminar 
core annular flows (Bai et al. 1996, Li & Renardi 1999) and of smooth 
waves from RANS simulations of turbulent core-annular flows (Ghosh 
et al. 2010, Ingen Housz et al. 2017, Shi et al. 2017).” The present RANS 
study shows that choosing the length of pipe section about equal to the 
most unstable wave length (within the RANS model) will give a trav-
elling wave at the oil-water interface with a single wave length. 
Increasing the length of the pipe section breaks the single wave 
appearance, though still gives a dominant with about the length of the 
originally chosen pipe section (16.6 mm). DNS gives a larger spread of 
wave lengths, up to sizes of 80 mm which is larger than what is found 
with RANS. The average amplitude of the waves in DNS (1.64 mm) is 
larger than in the RANS prediction (1 mm). The difference in wave 
spectrum may be due to the possibility of azimuthal symmetry breaking 
in DNS, which is not included in the 2D, axisymmetric RANS. 

4.4. Stresses 

The simulation results are averaged in time and space to obtain the 
dependence of the stresses on the radial pipe coordinate. The figures in 
this section present the stresses after normalization with ρwu2

τ . The 
averaged total shear stress (as function of the radial coordinate) bal-
ances the streamwise pressure force and the gravity force according to: 

τ = ρuxur − μ
(

∂ux

∂r
+

∂ur

∂x

)

=
r
2

(

−
dp
dx

)

−
1
r

∫r

0

ρgrdr (26) 

The force due to interfacial tension has been neglected. This 
formulation is the same as eq. (3.5) in Kim & Choi (2018). The overbar 
means averaging in the main stream direction and in time. The stress 
consists of the sum of the viscous stress and the Reynolds stress. In the 
averaging of the RANS results, the Reynolds stress can be split in a 
contribution that is due to the Reynolds closure in the k − ε model and a 
contribution due to the interfacial wave movement. Fig. 15 shows the 
DNS and RANS results for the total stress (and for the split-up in a 
viscous stress and Reynolds stress). For RANS, both the results from the 
1D simulation (i.e. no interfacial waves) and the 2D simulation (i.e. with 
waves) are included. The total stress in Fig. 15a can be easily obtained 

from the two terms on the right-hand side of Eq. (26): the first term is the 
prescribed pressure drop (with 400 Pa/m frictional pressure drop), and 
the second term follows from integrating the radial profile of the aver-
aged water holdup fraction shown in Fig. 14a (with a prescribed total 
average value αw ¼ 0.29). As expected, due to the prescribed pressure 
drop and water holdup fraction, there is very good agreement in the 
radial profile of the total stress for DNS and RANS. There is also good 
agreement between DNS and RANS for the viscous stress in the oil core 
(Fig. 15b), which is the only contribution to the total stress in the oil 
core, but differences are larger in the water annulus. The latter is related 
to the significantly lower Reynolds stress in the turbulent water annulus 
(Fig. 15c) according to DNS as compared to the RANS results. Fig. 16 
shows the split between the turbulent Reynolds stress and the wave 
contribution to the Reynolds stress, as derived from the RANS results: 
the wave contribution is much smaller than the turbulent contribution. 

To further study the difference in Reynolds stress between DNS and 
RANS, Fig. 17 gives the comparison for a range of water holdup fractions 
between 0.17 and 1. The predictions of the total stress are close 
(Fig. 17a), but the Reynolds stress is significantly lower with DNS than 
with RANS (Fig. 17b). The latter is true for all considered water holdup 
fractions, except for the water-only pipe flow (αw =1), for which there is 
close agreement. It is illustrative to show the maximum Reynolds stress 
as function of the shear-based Reynolds number Reτ (see Fig. 18), which 
is defined now as Reτ = d+ = uτd/νw. Here uτ is the wall shear velocity 
and d is the average thickness of the water annulus: uτ =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅
τW/ρw

√
and 

d
D = 1−

̅̅̅̅̅̅̅̅̅
1− αw

√

2 . Note that here Reτ is based on d, whereas earlier it was 
based on the pipe radius R. The maximum simulated value is Reτ.= 720. 
According to Jimenez & Moin (1991), who applied DNS to channel flow, 
a minimum value of about Reτ = 90 is needed to sustain turbulence in 
single-phase channel flow (where d is half the channel width). A 
decreasing water holdup ratio αw (i.e. decreasing average thickness of 
the water annulus d) decreases Reτ, which will thus give turbulence 
damping if its value drops below the critical value of 90. As shown in 
Fig. 17, some of the conditions have a value of Reτ that is close to, or 
even below, 90. This will give transitional or fully laminar flow. The 
low-Reynolds number k − ε model may be less accurate under transi-
tional conditions. This can explain that the k − ε model in RANS gives 
more turbulence damping than DNS; the latter will be able (on suffi-
ciently fine numerical grids) to accurately represent both transitional 
and fully turbulent flow conditions. 

Fig. 16. Radial profile of the composition of the Reynolds stress in the RANS simulation for a water hold-up fraction αw =0.29 and an imposed frictional pressure 
drop of 400 Pa/m. 
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5. Conclusions 

RANS with the Launder & Sharma low-Reynolds number k − ε model 
was used to simulate core-annular flow in the same configuration as was 
considered by Kim & Choi (DNS) and by Vanegas Prada (experiments). 
The DNS by Kim & Choi are numerically very accurate and can be used 
for benchmarking of the RANS turbulence model. The vertical pipe has a 
diameter of 27.6 mm there is a large ratio between the oil and water 
viscosities, and the density difference between the water and oil is only 
small. The frictional pressure drop was fixed at 400 Pa/m and the water 
holdup fraction was varied.  

• The 2D axisymmetric RANS results were shown to be numerically 
accurate through grid refinement from 100×200 to 200×400 points. 
The high viscosity ratio used in the DNS and experiments led to the 
numerical instability in the RANS simulations, and therefore a lower 
ratio had to be used. Through sensitivity simulations (in which the 
viscosity ratio was changed) it was shown that the simulation results 
are not significantly dependent on the viscosity ratio.  

• The mixture velocity with RANS is about 10% higher than DNS, and 
the Fanning friction factor (which is a normalized pressure drop) is 
about 18% lower. The watercut is only slightly lower with RANS than 
with DNS, which means that RANS tends to accumulate slightly more 
water (i.e. same watercut gives more water holdup); the holdup ratio 
with RANS is 12% higher than with DNS.  

• Most RANS simulations were carried out with a pipe section of 16.6 
mm which gives a single travelling wave at the oil-water interface 
with a wave length equal to the pipe section. Increasing the pipe 
section in RANS gives more irregular wave movement, though the 
dominant wave is still about 13 to 18 mm. DNS gives a broader 
spectrum of waves with wave lengths in the range of 8 mm to 80 mm.  

• Both RANS and DNS give an almost constant velocity of the interface 
waves; for example, for a water holdup fraction αw = 0.29, the wave 
velocity is about 1.11 m/s with RANS and 1.0 m/s in DNS.  

• The waves found with RANS are shorter than in DNS. Also, the 
average amplitude of the waves with RANS is smaller than in DNS. 
For example, for a water holdup fraction αw = 0.29, the average 
amplitude of the waves is 1 mm in RANS versus 1.64 mm in DNS. The 

Fig. 17. Radial profile of (a) the total stress, and (b) the (total) Reynolds stress for different values of the water hold-up fraction (values in the legend) and an 
imposed frictional pressure drop of 400 Pa/m; solid lines denote DNS and dashed lines denote RANS results. 

Fig. 18. DNS versus RANS for the maximum Reynolds stress (normalized with ρwu2
τ ) as function of the shear-based Reynolds number Reτ.  
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smaller wave amplitude in RANS will also give a smaller interfacial 
stress and herewith more water accumulation (i.e. higher holdup- 
ratio) than with DNS.  

• In the RANS results, the Reynolds stress due to the interfacial waves 
is much smaller than the turbulent Reynolds stress.  

• Decreasing the water holdup fraction (i.e. smaller average thickness 
of the water annulus) gives significantly less damping of the turbu-
lence in RANS than in DNS (this means that the normalized 
maximum Reynolds stress in RANS is larger than in DNS). This is due 
to the complexity of transitional flow and relaminarization that oc-
curs when the shear-based Reynolds is reduced below a critical value 
of about 90. 

Despite the shortcomings of the considered Launder & Sharma low- 
Reynolds number k − ε model in RANS, in comparison to DNS, the RANS 
approach properly describes the main flow structures for upward mov-
ing core-annular flow in a vertical pipe, like the travelling interfacial 
waves in combination with a turbulent water annulus. Arguably, the 
Fanning friction factor is predicted fairly well, and the prediction of the 
hold-up ratio is quite good. 
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