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Preface

This thesis presents my work to obtain the degree of Master of Science in Fluid Dynamics at
the Faculty of Aerospace Engineering of Delft University of Technology (DUT), the Nether-
lands. My work here began October 2008 when I came to my supervisor dr.ir. M.I. Gerritsma
to talk about subject for my final thesis. I had just finished working on an assignment which
introduced me to the use of Spectral Element Methods for solving partial differential equa-
tions. This caught my interest and following the work of P.B. Bochev and J.M. Hyman we
started to look into compatible discretizations, but for Spectral Element methods.

After a few months studying and trying out all sorts of configurations and element types we
were starting to get encouraging results. When we tried to switch to deformed elements we
noticed that the theory at hand was not sufficient. We could not use vector calculus to derive
the correct discretization. Thanks to the many discussions with my supervisor and two PhD
student J. Kreeft and A. Palha we decided that it was best to leave vector calculus for what
it was and started to use differential geometry to describe the equation that we tried to solve.
This meant quite a big leap forward and spawned the idea of the using different types of basis
functions for different types of variables, which is one of the key points in this work.

Without such close contact with the aforementioned people it would not have been possible to
work on such a fundamental and interesting topic, of which I was lucky enough to have been
allowed to give a presentation at the mathematical conference ICOSAHOM’09 and produce
a, as of yet not published, paper. Therefore my thanks go out to ir. J. Kreeft for the almost
daily chats about this (and other) topics, A. Palha for the many discussions especially in the
beginning of my work and the interesting conference in Trondheim. Special thanks go out
to dr.ir. M.I. Gerritsma for his interest in my work and the input that he has given which
helped shape this thesis to what it is.
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Abstract

Solving Partial Differential Equations (PDE’s) numerically requires that the PDE or system
of PDE’s be replaced with a system of algebraic equations. The replacing system of algebraic
equation should be mimetic in the sense that discrete operators that make up the PDE mimic
the vector identities that connect the continuous operators.

The equation that we focus on is the Poisson equation. The Poisson equation can be split up
into two first order equations, where one equation is the divergence relation for some conserved
quantity. We then rewrite this system of equations in terms of differential geometry. The
advantages of using differential geometry is twofold. The first is that there is a very obvious
link to its discrete counterpart which is algebraic topology. Second is that the mapping of
spaces and the functions defined in these spaces is very well defined. With these properties we
are able to derive a compatible (mimetic) discretization for the Poisson equation for arbitrarily
shaped curved spectral elements. On these curved elements we are able to retain exponential
convergence.

In creating a compatible discretization we have to introduce a type of basis function that
does not reconstruct the continuous field from nodal values at collocation points, but rather
reconstruct a continuous field from integrated values. We call these functions, edge functions,
because of their connection with edges rather than nodes. Making use of these edge functions
the method shows absolute conservation for arbitrary element order and arbitrarily shaped
elements.

With a minor adaptation we can extend the method to the more general elliptic type problem,
especially anisotropic diffusion problems like Darcy flow. In both of these cases the use
of multiple elements follows quite naturally, and also in the multi-element case we retain
theoretical convergence rates and absolute conservation.
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Chapter 1

Introduction

Science and engineering rely highly on the use of Partial Differential Equations (PDEs) to
model problems in the fields of, electromagnetism, chemistry, nuclear physics and aerody-
namics. For practical problems these equations do not have exact analytical solutions, and
must therefore be solved numerically. In order to numerically solve a PDE we must replace
it by a system of algebraic equations. It is paramount that this system of algebraic equations
yield a compatible (mimetic) and physically consistent system. That the system should be
physically consistent is an obvious property, if this were not the case the obtained solution
would not represent the physical solution.

We propose a discretization that is directed at being mimetic. The term mimetic means that
the discrete system of equations, with which the PDE is replaced, preserves analytical rela-
tions such as vector identities and integral theorems. Now instead of using vector calculus to
describe our Partial Differential Equation we use differential geometry. In differential geome-
try we no longer work with scalars and vectors, these are replaced by the so called differential
forms. In differential geometry the standard operators from vector calculus div,grad and
rot) are replaced with the single operator d that operates on the differential forms.

We restrict ourselves to solving partial differential equations that have their basis in the con-
servation law divq = f. By introducing a potential (¢) and defining q = grad¢ we have
the system that makes up the Poisson equation. First we define a discrete div operator with
which we derive the discrete grad operator. Because we derive the grad operator implic-
itly we respect the vector identities and integral theorems that connect these operators, thus
mimicking the structure of the PDE. The resulting system of equations is always symmet-
ric, as is the Poisson equation. Similar, but low order, approaches have been studied by,
Lipnikov and Gyra (2008), Bochev and Hyman (2006) and Bochev (2003). Besides using dif-
ferential geometry to describe the Poisson equation we discretize differential forms and the
equations on spectral elements. Spectral elements are elements on which the differential forms
are approximated using high order polynomial basis functions. Using differential geometry
and its discrete counterpart, algebraic topology, it is natural to discretize the vector q as the
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2 Introduction

flux integrated over a surface, as proposed by Gerritsma (2009). In doing so, the obtained
solution for q satisfies the conservation relation identically. The most interesting on this topic
is that the use of differential geometry shows that the property of exact divergence also holds
for curvilinear domains.

1.1 Thesis Outline

In Chapter 2 we discuss the necessary basics of differential geometry and algebraic topology, k-
forms are explained by their analogues in vector calculus. When these concepts of differential
geometry and algebraic topology are explained we show, for undeformed grids, how to use the
div operator as a support for the grad operator. This again is done both using differential
geometry and vector calculus, again to make the reader more accustomed to the notation
of differential geometry. In Chapter 4 we define, using algebraic topology as our guide,
the spectral element on which we discretize these operators. We test the resulting system
and will show that we obtain spectral convergence and satisfy the divergence equation up to
machine accuracy. All of this is done on a square orthogonal grid. In Chapter 6 and 7 the true
advantage of differential geometry shows when we expand the method to arbitrary curvilinear
domains. Here we speak of transforming differential forms from one domain to another and
what this does to their values. In Chapter 8 we explain that with the tools available for single
element calculations, one can logically expand the method to the use of multiple elements.
Here we show that we retain the property of exact conservation. We also introduce the use
of a symmetric tensor K with which we can expand the method such that we can compute
Darcy flows (Neuman (1977)) or general anisotropic diffusion problems.

Bouman M.P. M.Sc. Thesis



Chapter 2

Differential geometry and Algebraic topology

In this chapter we want to give the reader an overview of differential geometry and its discrete
counterpart which is algebraic topology. We do this so that we can rewrite the Poisson
equation in terms of differential geometry. Using this formulation we have the basis to create
a mimetic discretization for the Poisson equation. Using terminology from vector calculus
one writes the elliptic Poisson equation as,

Ap=f, (2.1)

which we can rewrite as the following system of first order equations,

Vo = u or, gradp =u (2.2a)
V-q=Ff or, divq =f (2.2b)
q = u (2.2¢)

Here we make a distinction between q and u only later to equate them. This is for a reason, as
it will become clear to the reader that q and u are not equal when described using differential
geometry. We present the basics of differential geometry by using analogies from vector
calculus and some simple examples. The power of differential geometry partially lies in the
fact that its formal definitions hold for arbitrary dimensional spaces R™. These definitions
however are rather general and, for someone unaccustomed to differential geometry, not too
clarifying. This is why we present examples here that hold in R3, a 3-dimensional space.
We discuss differential forms, the exterior product for multiplication of differential forms,
the exterior derivative, the Hodge * operator and the mapping of differential forms from one
domain to another. For a deeper understanding of differential geometry we refer to Flanders
(1962) and Bochev (2003).

MSc. Thesis Bouman M.P.



4 Differential geometry and Algebraic topology

2.1 Differential forms

In R3 there are 4 types of differential- (k-) forms, the first is the 0-form. The O-form is a
function and in vector calculus is known as the scalar valued function like a velocity potential
or a temperature. It is associated with points in a domain. Let’s say the coordinates in R?
are x,y and z, then the zero form ¢(¥ is given by (2.3).

¢(0) = qb(x,y,z). (23)

The second form in R? is the 1-form, typical of the 1-form is that it is associated with line
segments, more precisely with line integrals. It can be associated with a vector, e.g. a velocity
or temperature gradients. The 1-form u(!) is defined by (2.4)

u) = uyde + uydy + u.dz. (2.4)

Where one can make a one to one correspondence between 1-forms and vectors in the following
way,

V) = uydx + uydy +uzdz  —  u=u'e; +uley +u’e,, (2.5)

and in the case of R3, u, = u%; uy = u¥;u, = u®. dz,dy and dz play the same role for the
1-form as e;, e, and e, play for the vector. It is common to refer to the vector u as the proxy
of the 1-form u(®).

The third form in R? is the 2-form. Typical of 2-forms is that they are associated with
surfaces, more precisely, with surface integrals. So in differential geometry one discriminates
between different types of vectors, one is associated with lines and the other with surfaces.
An example of a 2-form is,

w® = w,dydz + wydzdr + w.dxdy, (2.6)
Again it is possible to establish a one to one correspondence between a 2-form and a vector.
w? = wpdydz + wydrdz + wdrdy — w = we, +w’e, +w’e,, (2.7)

where in this case dzdy,dxdz and dydz play the same role for 2-forms as e;, e, and e, play
for the vector. Again in R3, w, = w¥ wy = wY;w, = w®. Due to this bijection we can also
refer to vectors as proxies for 2-forms. We see that where in vector calculus no distinction is
made between the 2 types of vectors, in differential geometry one does discriminate between
these 2 types.

The fourth and final k-form in R? is the 3-form. This is the equivalent of a scalar value in

vector calculus. It is however associated with a volume. A typical example of a 3-form is
density. As an example, the 3-form () that is used for the Poisson equation is given by (2.8)

O = fdzdydz. (2.8)
Note that the value f here is associated with the volume dxdydz.

Bouman M.P. M.Sc. Thesis



2.2 The exterior- (wedge-) product 5

2.2 The exterior- (wedge-) product

In differential geometry multiplication of differential forms is indicated with the wedge prod-
uct. The wedge product is multi-linear and has the following property

al) A bk = (1)K pk) A D), (2.9)

This indicates that the wedge product is antisymmetric, as a consequence we have that
aNa=0. A product of a k-form and an 1-form is a (k+1)-form,

acAfFQ), beA(Q) — anbeAFT(Q). (2.10)

We can show that the wedge product for two 1-forms, in R3, behaves just like the cross
product. Say we take a(®) A b1,

W ADY = (apda + aydy + a.dz) A (bpda + bydy + a.dz)
= azb, dv A\ dx +a.bydr A dy + azb, dv N\ dz +...

=0 =—dzN\dx
ayby dy A dz +ayb, dy N\ dy +ayb.dy N dz + ...
—— —
=—dxAdy =0

azbydz N dx + ayb, dz N dy +azb, dz A dz

=—dyAdz =0
= (agby — ayby)dx A dy + (azby — agb,)dz A dx + (ayb, — azby)dy A dz,
(2.11)
which shows a one to one correspondence with,
ex ey €,
ay ay | = (azby — ayby)es + (azb, — azby)ey + (ayb, — azby)ex. (2.12)

So the wedge product behaves just like the exterior (cross) product of the proxies of the
1-forms. As a consequence of (2.9) we can also state the following.

w Aw® =0, for k+1>n. (2.13)
Meaning that the wedge product of two k-forms w® and w®) whose dimension (I + k) is

greater than n is equal to zero. In lengthy expressions we often abbreviate a product like
dx A dy by dzdy, as in (2.6) and (2.8).

2.3 Exterior derivative and Stokes’s theorem

In differential geometry differentiation is performed using the exterior derivative d. The
exterior derivative d is a map and takes a k-form into a k+1-form. Depending on the k-form

MSc. Thesis Bouman M.P.



6 Differential geometry and Algebraic topology

on which it is operating, it behaves like div, grad or curl on its proxy. When operating on
a O-form we have,

0¢ 0¢ 0¢
0 - == bt il
d¢ 9 dx + ay dy + o dz, (2.14a)
whose vector proxy is,
0, 06, 09
Vo = e + T)y‘] + 5 k. (2.14b)

We see that the exterior derivative applied to a 0-form as the same as taking the gradient
of a scalar field in R? if one looks at the proxy. The exterior derivative applied to a 1-form
uV) = u,de + uydy + u.dz is defined as:

du™ = dug Adx+ duy N\ dy + du, N\ dz (2.15a)
= 2 d$i\0dm+ay dy A dx + ER dz Ndx + ...
%dx/\dy+ %dy/\dwa%dz/\der
ox 0y ~— 0z
ou, ou, ou,
o dx N\ dz + 3y dy Ndz + 5% dzi\dz
Ou,  Ouy Oou,  Ou, ou Ouy
= — —)dynd - dz Ndx + (2 — dx Ady, (2.15b
(G = Gy s+ (% = T2z da + (G2 = o Ady, (2:150)
whose vector proxy again is the vector,
ou ou ou ou ou ou
v — z o 7y . X o Z\ s 7y - xX . 2‘15
U (ay 6z>1+(6z 83:>J+(31: 6y) ( )

The exterior derivative applied to this 1-form acts as taking the curl of a vector proxy. As a
generalisation of the product rule for differentiation we can also take the exterior derivative
of a product of k-forms,

dwP Awh) = (dw®) AWt + (—1D)FOF A (dwt) (2.16)

Which resembles to Leibniz’s rule in vector calculus. From vector calculus we know that the
following holds, curl x grad = 0 and div x curl = 0. In differential geometry these rules are
combined in,

ddw® = ok+2), (2.17)

Meaning that the exterior derivative applied twice to a given k-form results in zero. One very
elegant theorem that combines differentiation and integration is Stokes’s theorem which is
given by,

/de—/mw. (2.18)

Bouman M.P. M.Sc. Thesis



2.4 The Hodge * operator 7

Meaning that the integral over the domain 2 of a derivative of a differential form is equal
to the integral over the boundary of domain  of the differential form itself. This theorem
combines, among others, the divergence theorem of Gauss and Stokes’s circulation theorem in
one elegant formula. For a k equals 0,1 and 2 the stokes theorem reduces to the well known
vector relations,

b
k=0 / gradéde — ¢(b) — dla) < Hp — Hy,
k=1 / curlAdS = Ads :H;, — Hg
s o8
k=2 / leAdV:/ AdS ZHS — Hv.
1% v

We can say that the grad maps points onto lines, the curl maps from lines to surfaces and
the div from surfaces to volumes, which, when put into a sequence, looks like

R o Hp &8 g, ol g Aoy (2.19)

2.4 The Hodge * operator

The exterior derivative gives rise to the exact sequence (De Rahm complex),
R — A%Q) % ALQ) & A2Q) & A3Q) & o, (2.20)

which we recognise as (2.19). The De Rahm complex represents the fact that the exterior
derivative maps k-forms into k+ 1-forms. It is exact because of (2.17). From (2.19) it becomes
clear that we cannot apply the div directly to a grad, because the divergence operates on
surfaces, yet the grad maps onto lines. We can however, copy the exact sequence in reverse
and define a map that connects the two exact sequences,
0 d 1 d 2 d 3 d
R— A"(QQ) — A(Q) — A*(Q) — A(Q) — 0
* | x| x| x| (2.21)
0 A3Q) <L A2Q) <L ANQ) <L A%Q) — R
We see then that in R? 0-forms map onto 3-forms, 1-forms onto 2-forms, 2-forms onto 1-forms
and 3-forms map back onto 1-forms. That map is called the Hodge * operator. Writing in
this sequence in terms of div,grad and curl gives,

d .
R HP gra HL curl HS div HV 0

x| * | * | x| (2.22)
O%HvﬂHSgHL%EiHP%R

Important in this work is the application of the div operator to a grad operator. In order to
do this we see that we must first map the form that results from the grad onto Hg before

MSc. Thesis Bouman M.P.



8 Differential geometry and Algebraic topology

we can apply the div. Or
AY 2 A" here n=3 (2.23)

In terms of differential geometry the Laplace operator operating on a 0-form is then written
as,

d* dpl® (2.24)

When we apply the Hodge x to a k-form we essentially map information from one geometrical
object to another. When we define an inner product (.,.) for k-forms in terms of their vector
proxies, the Hodge x operator is defined by,

(a,D)wp = a Axb, in R® (a,b) = a®b® + a¥b¥ 4 a*b (2.25)

Here wy, is the normalised n-form which satisfies wy, A *w, = wy, see Flanders (1962), the map
is linear such that,

*(adz + Bdy +vdz) = axdr + Bxdy + v+ dz. (2.26)

The mappings of the Hodge + operator in R? are,

*1 = dxdydz — xdxdydz =1
*xdxr = dydz *dy=dzdx *dz=dxdy

In this work an important case of the Hodge * is when it is applied to the 1-form u(}), then
according to (2.27) we get,

uM) = uydr + uydy +u.dz — sV = uzdydz + uydzdx + u.dydz (2.27)

This form xu() plays an important role through this thesis, we therefore define *xuD) = (1),

Now if we apply the exterior derivative to ¢("~ ) we see that this is analogous to taking the
divergence of the vector field u.

Ouy ou %

dg" b = drdydz + —=dydydz + ——dzdydz + ...
Ox oy 0z
%dzvdzdaz + %dydzdﬂs%dzdzdx +...
ox y 0z
Ous dxdxdy + dus dydydz + %dzdxdy
oz oy 0z
Oug  Ouy  Ou,
= — dxdyd 2.28
(G + G+ G dadyds. (228)
whose vector proxy is given by,
Voo Qe Oty Oz (2.28b)

0$+8y+82

Bouman M.P. M.Sc. Thesis



2.5 Mappings 9

2.5 Mappings

One of the key points in using differential geometry, is the use mappings from one domain to
another. For differential forms these are very well defined and prove to be of great value when
we move to deformed domains. Let us define a continuously differentiable map ® from an
orthogonal domain €’ to an arbitrary curvilinear domain € with coordinates by the operator
P,

o O — QO (2.29)

The action of this mapping is demonstrated by Figure 2.1. We associate with each point in
Y a point in 2, this is the map ®. This map does not need to be bijective, meaning that a
point in © does not necessarily have to be associated to a single point in €. From this map

UT—E yT—TT

Figure 2.1: A visual representation of the mapping operator

® one can construct an induced mapping ®* that maps k-forms from domain 2 to domain
Q/

d* . ARFQ) — AF(Q). (2.30)
The mapping of k-forms from domain €2 to ' by ®* is often called, to pull back. Therefore the
operator ®* is often named the pullback operator. Take note that for each k-form (k=0,1,2)
the action of the pullback operator differs, but all of these actions are denoted by one symbol.
The reason for introducing the pullback operator is because we need it in our derivation of
the discrete set of equations for transformed domains. These properties are given by (2.31a)

and 2.31b, the first is that the pullback operator commutes with the wedge product. The
second is that is commutes with the exterior derivative.

P (anb) = D*(a)AD*(b) (2.31a)
®*(da) = d(P*a). (2.31Db)

We also use the change of coordinate formula, which in fact defines the pullback operator.

/ a<k):/ d* (). (2.32)
@(Q/) !

Where ' is the k-dimensional domain of integration. For a more thorough discussion on the
pullback operator we refer to Flanders (1962).

MSc. Thesis Bouman M.P.



10 Differential geometry and Algebraic topology

2.6 Algebraic topology

When setting up a discrete system to approximate the solution of a PDE we need a discrete
representation of the differential forms involved in the PDE. Now, in this process a number of
choices need to be made. These choices involve the shape of the grid on which the differential
forms are discretized. To guide us in these choices we use concepts developed in the field
of algebraic topology, of which we present here a brief introduction. For a more detailed
description we refer to Tonti (1972) and Mattiussi (2000).

Chains and cells: Let us introduce the concept of a k-cell, in R a k-cell represents a
node,an edge,a surface or a volume, respectively these are named 0-cell, 1-cell, 2-cell or a
3-cell. We will denote a k-cell with the symbol ¢*. Now a linear combination of oriented
k-cells is called a k-chain which we express as,

Tk
Cp =Y _mio}. (2.33)
=1

Where i denotes the number of k-cells that make up the k-chain and the multiplicity m; takes
values —1, 1 and 0 where 0 means that the cell is not part of the chain. The orientation of a
k-cell can be internal or external, the orientations important throughout this thesis (in R?)
are given in Fig 2.2. Here we have the node, the edge and the surface. The surface we use can
be a source or a sink, likewise the node. The internally oriented edge can be associated with
gradients. The externally oriented edge with fluxes. There is also the possibility of rotation
for the node and the surface but we omit these since they are not used in our derivations that
follow.

Internally oriented cells Externally oriented cells
. Source/sink
Source/sink

Figure 2.2: Orientations of the node, edge and surface in R?

Now for 1 < k < n the boundary of a k-cell, o* consists of a (k-1)-chain.

0Cy =Y _m;do}. (2.34)

i=1

Bouman M.P. M.Sc. Thesis



2.6 Algebraic topology 11

We denote the boundary of a k-cell by do*, where the symbol 0 represents the boundary
operator. As an example, the boundary of an oriented volume (3-cell) is a collection of

0
ol 02

o1

1 0 0
00" = 05 — 03
Figure 2.3: Example of the boundary operator operating on a 1-cell

oriented surfaces (2-cells). The boundary of an oriented 2-cell is given by a collection of
oriented lines (1-cells) and the boundary of an oriented edge is given by points (0-cells), as
shown in Fig. 2.3. One can show that the boundary of the boundary of any cell complex is
empty,

8IC, = 0. (2.35)

Or that the boundary of the boundary of a k-chain is always zero. One can think of the
k-cells as the nodes, edges, surfaces and volumes (the geometrical objects) that make up a
grid that is used in a numerical computation. Important is that in algebraic topology it is
only the connectivity that matters. There is no notion of distance or angle. A grid can be
course or dense, in algebraic topology this has no meaning. In the introduction of this section
we talked about the shape of the grid, it is better to talk of connectivity. Since shape also
has the notion of curves, distances and angles. But changing distances and angles in a grid
does not influence the connectivity.

Cochains: Now that we have defined the the k-chain we can associate values to these chains.
Lets associate to a each k-cell in a chain (0*) the integral of the k-form (w(*)). The association

Ch — {/Uk wk}, (2.36)

between a k-form and its representation on a k-chain is called cochain and is denoted by Cj.
Next we define an operator ¢, called the coboundary operator. Let Cyy1 be a (k+1)-chain
then its boundary 0Cj1 is a k-chain (C}) and we can formally write,

(0Ck11, CF) = (Ch1,0CF). (2.37)

where the coboundary operator ¢ is the formal adjoint of the boundary operator 0, we can
also interpret this as the discrete version of the Stokes theorem (2.18) where § assumes the
role of the exterior derivative d. Note that,

§: Cp — Ciyr- (2.38)
We can also repeat (2.37) and say that,

(00C 40, CF) = (Che2, 65C7), (2.39)
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12 Differential geometry and Algebraic topology

which combined with (2.35) gives,
560 = 0. (2.40)

Remember that one can think of a cell complex as a topological grid on which the cochains
are defined that contain the information from k-forms.

Incidence matrices The action of the coboundary operator on cochains can be seen as a
matrix operator with the vector containing the cochains (reduced k-forms). These matrices
are called incidence matrices, they are purely topological and remain unchanged under defor-
mation of the cell-complex. As long as the topology (connection of points, lines and surfaces)
remains the same. Consider for instance the cell-complex as shown in Fig. 2.4.

Py L3 Ps
L4 S L2
A ! A
P z P
1

Figure 2.4: Example of the boundary operator operating on a 1-cell

The incidence matrix EC (2.41) relates 0-cochains to 1-cochains, i.e. this matrix is the
discrete gradient operator. In this matrix, each row represents a l-cochain. And such a
1-cochain consists of two 0-cochains, leaving a node results in —1 and arriving at a node in
a +1. The value 0 indicates that the O-cochain is not part of the boundary of the 1-cell.
The matrix E?! relates 1-cochains and 2-cochains (2.41), it can be see as the discrete curl
operator. Here a —1 corresponds to a line with an orientation in the opposite direction as the
positive rotation, and a +1 to a line with an orientation in the same direction as the positive
rotation.

-1 1 0 0
0 -11 0
1,0 _ 2,1 _ -1 =
EY =10 o 1 1l E*' = (1 1 -1 -1) (2.41)
-1 1 0 0
One can readily check that
-1 1 0 0
0 -11 0
2,1 w10 _ 1 _
E>-E 1 -1 -5 4 1 4|=0000), (2.42)
-1 1 0 0

which is the matrix expression for §6Cj = 0.
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2.6 Algebraic topology 13

Dual cell complex In differential geometry the exterior derivative gives rise to the exact
sequence (2.20). The Hodge x operator allows one to construct a map from one discrete
sequence to another, thus enabling to describe an equation like the Poisson equation using
differential geometry. With algebraic topology being the discrete counterpart of differential
geometry the we also need a mapping from a k-cochain to a (n — k)-cohain, analogous to
the coupling of k-forms and (n — k)-forms. This can be accommodated by introducing a
dual cell complex. The dual cell complex is constructed such that every p-cell on the primal
complex corresponds to a (n —p)-cell on the dual complex, see Fig 2.5. The orientation of the

Py — Sy L3:E3 Ps S3
A
Ly=1Ly | | La=1
Sy — P
A
. Py — S
e i, 2 2

Figure 2.5: Example of the boundary operator operating on a 1-cell

dual p-cells is determined by the orientation of the n-dimensional space in which the complex
is embedded. Here we can construct for instance the incidence matrix E?, which relates
0-cochains on the dual grid to 1-cochains on the dual grid.

= E2?! (2.43)

This matrix corresponds to the divergence operator on the primal grid. Similarly we have
that E2!, which relates 1-cochains on the dual grid to 2-cochains on the dual grid, is equal
to ELO,

10 0 1
-1 1 0 O
0 -1 -1 0
o o0 1 -1

E>! = =E0. (2.44)

The mapping that maps information from a k-cell complex to its dual (n — k)-cell complex
can be seen as the discrete equivalent of the Hodge x operator. It can be constructed in a
multitude of ways and depends strongly on how we reconstruct the continuous differential
forms from the discrete cochains. It is also in this discrete Hodge x operator where the errors
are introduced in the discretization, the coboundary operator itself is exact, yet when trying
to couple information from the two dual cell complexes an error is introduced.
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14 Differential geometry and Algebraic topology

2.7 Differential geometry and algebraic topology connected

When we connect values of differential forms to k-cells we are in fact reducing the continuous
k-forms to discrete values using integration. Lets define this integration or reduction of a
k-form w onto a k-chain c as,

(R,c) = /Cah (2.45)

In this case c¢ is a metric chain, not solely a topological chain. The mapping w — Rw
establishes discrete representation of k-forms in terms of global quantities associated with
a chain complex. Thus, we encode discrete k-forms as k-cell quantities, k-cochains. This
mapping has a property, which is known as the commuting diagram property, that is given

by,

Rd = 0R. (2.46)

When solving a PDE numerically we need to reduce the continuous k-forms to a discrete
representation on a cell complex. However we might need to be able to reconstruct from
this discrete representation a continuous field again. We denote this reconstruction by the
symbol Z for interpolation, here 7 is an approximate left-inverse of R. Where reduction
is a fairly straightforward integration of k-forms, interpolation can be done in a multitude
ways and depends highly on the shape of the cell complex on which the differential forms are
discretized. This thesis however discusses the use of spectral elements for solving the Poisson
equation, this means that our interpolators are combinations of Lagrangian interpolators
based on the Legendre polynomials. For mimetic reconstruction operators Z we impose a
condition that serves to coordinate the action of the exterior derivative and the coboundary
operator, this condition is known as the second commuting diagram property,

AT =15 (2.47)

Such a map is called a conforming reconstruction operator.
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Chapter 3

Basis Functions

In the introduction we mention the word Spectral Element Method, originally stemming from
the use of Fourrier series methods, the word Spectral now also includes the use of polynomial
basis functions, which is the route we take. Spectral methods are known for their exponential
convergence, being the fastest convergence possible. In this Chapter we discuss 2 types of
basis functions using examples of how to interpret and use them. The first of these types of
basis functions is the nodal basis function, this type is well known and is extensively treated
by Sherwin and Karniadakis (1999). The second type of basis function we discuss is called
the edge function, it has only recently been introduced in a paper by Gerritsma (2009) and
is the key to constructing a suitable interpolator (2.47) that is used in the discretization that
we propose.

3.1 Nodal basisfunctions

One of the two types of basis functions that we use is the nodal basis functions. These basis
functions are a set of normalized unique Lagrangian (App. A) polynomials with which one
expands a function. As a basis for these Lagrangian polynomials, often some form of the
Legendre polynomial (App A.1) is used. One such basis function in particular is called the
Legendre-Gauss-Lobatto (GL) basis function. These basis functions (h;(§)) are associated to
the GL-nodes (&;) for which hold that,

(1-&)*Ly(&) =0, for —1<&<1 (3.1)

where L'y is the derivative of the N th order Legendre polynomial. The basis functions which
are constructed using,

(1-&) Ln(©)

hi(§) = N(N +1)Ly(&) (& —¢&) 7

i=0,...,N . (3.2)
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16 Basis Functions

are depicted in Fig. 3.1 for N = 3. Note that in this case there are four GL nodes (& ...&4).
The nodal basis functions’ orthogonality property is expressed by,

1 iti=k

hi(&k) = (3.3)
0 itk

The Gauss-Lobatto Legendre basis functions for N=3

Figure 3.1: The shape of the GL Lagrangians for N = 3

We can use these basis functions to approximate a function f(§) on the interval —1 < ¢ <1
by using,

N+1

£~ N =) F&hi(&). (3.4)

=1

Naturally this expansion gives the best results when the function f(&) is a polynomial itself.
We can however use this approximation for non polynomial but smooth functions. When
the function is not smooth the exponential convergence, that we mentioned in the chapter’s
introduction is lost. Now say we want to approximate the function f(§) = sin(mw€) using the
GL basis functions. The approximation in that case is given by,

N+1

sin(m¢) ~ Y sin(mg;)hi(€). (3.5)
=1

Fig 3.2 shows for the case of N = 3,4,6 and 8 the resulting approximation fV(¢) and the

exact value f(&). The difference between f(&) and fV(¢) goes down quite fast for increasing
N..
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3.2 Edge functions 17

€0 €0

Figure 3.2: The shape of the GL Lagrangians for N =3

3.2 Edge functions

In Chapter 2 we discussed the notion that the discrete representation of a differential (k)
-form should be connected to a similar type of k-cell. So a O-form is reduced on a 0-cell
(node). When we want to reconstruct the continuous field we use nodal basis functions like
the Legendre-Gauss-Lobatto basis functions discussed in the previous section. Now similarly
a 1-form should be connected to a 1-cell, this is done by integration along a line segment,
giving us the 1-cochain. This means that we also need to be able to reconstruct from this
integral line (edge) value the continuous field. The basis functions with which we do this, we
call edge functions. The edge functions, which we denote by the symbol ¢;(§), according to
Gerritsma (2009), are defined by:

i—1
ei(§) = = dhg(€) . (3.6)
k=0

Here the basis functions hi can be a set of nodal basis functions like the Legendre-Gauss-
Lobatto basis functions, (3.2). The edge functions are constructed such that,

1 if i=k

&k
/ ei(€) = (3.7)
Skt 0 ifi#k

For N = 6 we show e3 in Fig. 3.3, here we see that the edge function integrated between two
GL points other than &3 and &4 gives the value 0. If it is integrated between &3 and &4 it gives
the value 1. We can use these basis functions to approximate a function f(&) on the interval
—1 < ¢ <1 by using,

N+1

GEIAGEDS ( L g f(&)df) (€). (3.8)

i=1

We show in Fig 3.4 the interpolation of f(§) = sin({w). For a thorough discussion and
derivation of the edge function we refer to Gerritsma (2009). We cannot stress enough how
important these basis functions are in creating a compatible discretization of the Poisson
equation.
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18 Basis Functions

Figure 3.3: The edge function e3 for N = 6

-1 -05 ¢ 0 0.5 1 -1 -05 ¢ 0 0.5

Figure 3.4: Interpolation using the edge functions for N =4 and 6
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Chapter 4

Poisson equation on orthogonal domains

In this chapter the idea behind the support operator method is presented. We start by
stating the form of the Poisson equation in differential geometry, after which we can derive
the general connection between the div and grad operator. Then we discuss the discretization
and reconstruction of the k-forms involved in the Poisson equation, with these discretizations
we automatically define the discrete differential operators with which we setup the final system
of equations.

4.1 Poisson equation

In Chapter 2 basic concepts of differential geometry like differential forms, the exterior deriva-
tive and the wedge product have been discussed. Using these concepts we can reformulate
the Poisson equation ((2.2a),(2.2b) and (2.2c¢)). In terms of differential forms this system is
given by

dp® = 4O (4.1a)
dgn=b) =y (4.1D)
¢V = s, (4.1c)

Here u) denotes a 1-form, ¢(® is a 0-form and f( is a prescribed n-form. The Hodge
x-operator associates the 1-form u) with the corresponding (n — 1)-form ¢V, Using
this representation of the Poisson equation in differential geometry we create a compatible
discretization. As stated briefly in the introduction, the compatibility of the discretization
originates from the way we define the discrete operators with which we replace the system
of first order equations. For ease of notation we will use the terms div and grad when
referring to the exterior derivative operating on a (n — 1)-form or a 0-form respectively. Using
differential geometry we show that the div operator and grad are related and are each others
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20 Poisson equation on orthogonal domains

formal adjoint. We can use this relation to define implicitly a discrete grad operator by using
a discrete div operator as a support, thus preserving as much of the structure of the PDE as
possible. This way of relating the two operators is often called, the support operator method.
Since one discrete operator serves as a support for the other. In a finite difference setting this
was done by Hyman (1997) and Bochev and Hyman (2006).

4.2 Support operator

The basis of the support operator method lies with the definition of the hodge x-operator. So
let’s start from the definition of the Hodge (2.25) and integrate over the domain of interest,
which we call 2.

/ (xdg®, D)y, = / 60 A gD (4.2a)
Q Q
= /Q (¢ A gV — /Q ¢ A dg Y (4.2b)
-/ ¢ A g1 — /Q O A dgD), (4.2¢)

The right hand side of (4.2a) can be rewritten by making use of the general product rule
for differentiation (2.16) to split this term in two parts. After which we make use of the
generalized Stokes theorem that combines the Newton-Leibniz Theorem, Stokes Circulation
Theorem, and Gauss Divergence Theorem, to give rise to the integral over the boundary of 2
indicated with 92. This integral shows the connection between the grad¢ which is the term
*xdp® and the divg which is partially the term dg"). In this case, where we deal with an
undeformed orthogonal domain, the equation can also be derived using vector calculus with
its differentiation and integration rules, resulting in,

/ (Véu)= [ $(u-n)— / H(V ). (4.3)
Q o0 Q

Now say we have homogeneous Dirichlet or Neumann boundary conditions, then (4.2c) reduces
to,

[0 0, = [ 60 nagr (4.42)

/ (gradg, qJun = — / (¢divg)wn. (4.4b)
Q Q

Let us now define the following two inner products in the scalar space S and in the vector
space V,

(a,b)g = / ad@Ap™, (A B)y = / (AW, BW) o, (4.5)
Q Q
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4.3 Definition of the spectral element dual cell-complexes 21

then the identity (4.4b) can be written as,

(grade, @)y = —(¢, diva)s. (4.6)

This expression states that the gradient and the divergence operators are each others negative
adjoint.

grad = —div’. (4.7)

This relationship between the divergence and the gradient operator is the basis of our approach
in finding a mimetic discretization for the Poisson equation. In this example we show the
connection between div and grad, and assume that either q(") or ¢(©) is zero at the boundary,
this might not always be the case however. But by defining an operator D operating on q(!)
as (4.8) then the gradient operator G is the negative adjoint of the divergence operator.

_ divg for, €N
Pa = {—q-n for, € 00 (4.8)

Actually the term q - n is incorrect, but here we use this formulation to indicate that the
divergence at the boundary is the in- or out-flux. We can see why the formulation including
the outward normal is incorrect, if we look at the definition of ¢"~! in R?,

¢l = —Upd§ + ugdn. (4.9)

It is quite clear that, without focusing on the sign, u, and wu¢ are normal to d§ and dn
respectively. This means that the integration of ¢"~! along a path, is integration of the
components of u(!) that are normal to that path. Adding n is therefore incorrect but is
meant to be clarifying.

4.3 Definition of the spectral element dual cell-complexes

As stated in the introduction we propose a mimetic spectral element method. This means we
approximate differential forms using a set of polynomial basis-functions. Spectral methods are
known for their exponential convergence rates, it is mainly because of this high accuracy that
we investigate the use of a mimetic spectral element method. First we need to define a grid
(cell-complex) on which we represent (reduce) our differential forms. We choose to use two
staggered grids (dual cell-complexes) as depicted in Fig. 4.1. The black (dual) cell-complex
is formed by connecting the Legendre-Gauss-Lobatto (GL) nodes. The red (primal) cell-
complex is formed by taking the Gauss-Legendre (G) nodes for the interior and supplement
these with nodes at the boundary of the domain, which we call the Extended Gauss (EG)
cell complex. For a thorough discussion on spectral element meshes and basis functions we
refer to Sherwin and Karniadakis (1999). There are two routes in explaining the use of this
staggered configuration. The first is through algebraic topology. From differential geometry
we know that (" and ¢~V are connected by the Hodge dual (%). And that because of
this connection through the Hodge their discrete representation is on dual cell-complexes.
These two staggered grids represent this duality. Another motivation to create the staggered
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Figure 4.1: Dual spectral element grids, black squares the GLL points, red squares the EG points

configuration can be found by looking at the integral relation (4.2c¢), which forms the basis
of our mimetic discretization. The right hand side of this equation contains an integral over
the complete domain (2,

/ 5O A gV, (4.10)
Q

A natural position for these integration points are in the Gauss points, these lie nearly in
the centre of the sub-domains enclosed by the Gauss-Lobatto grid. The Gauss points (¢;) are
given by,

Gauss points: LN(&) =0, i=1,...,N. (4.11)

Where Ly is the N** order Legendre polynomial, see App A.1. The second integral from the
r.h.s. in (4.2c) is the boundary integral,

o0 A g, (4.12)
o0

This integral suggests that we also have ¢ nodes on the boundary of the domain. Together
the points that make up the primary cell-complex are the Gauss points (&;,7;) supplemented
with the boundary nodes

(£O7ﬁj) = (_1777]) ) (gN—i-laﬁj) = (1777]) ) ] = 17' . 'aN 5

(&is0) = (&, 1), (&iing1) = (&,1), i=1,...,N.

Note that referring to an EG-point is done with the symbol tilde (§;). The cell-complex
dual to this primary cell-complex is the black grid in Fig. 4.1. Its nodes (§;) are the zeros of
(1—&2) LYy where L'y is the derivative of the Legendre polynomial of degree N fori =0, ..., N.
The choice of this dual cell-complex is twofold, first is that it is natural that the flux, which
is tightly connected to inflow and outflow of some quantity, is discretized along the boundary
of a domain which is included by the GL points. Second is that the Legendre-Gauss-Lobatto
(GL) points are well documented, which is mainly an advantage in their use.
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4.4 The conservation law dgV) = f®

In order to go from a discrete representation (co-chains) back to a continuous representation
(differential forms) we need to choose an interpolation. In this section we show, that by
choosing a suitable interpolator for Rq("~1) we get an exact representation of the conservation
law. The (n-1)-form ¢~ is reduced to discrete values on the GLL-grid which is the black
grid in Fig. 4.1. Now from algebraic topology we know that reducing a k-form is done by
integration. In R? the object to which ¢("~1) is connected is a (n-1)-cell, or 1-cell. So let us
associate with each line segment (1-cell) that connects two GLL-points the integral of gV
over that line segment (4.13).

1 ‘1?‘5 qgs ‘1;,5 qz,s
3 3
q1,4 q3,4 q3,4 d4,4 5,4
n n n n
q1,4 92,4 q3.4 dy4.4
3 3 3 3 3
a1,3 a3,3 a3.3 44,3 ds5.3
d13 qg.s a3 3 d43
0
3 3 3 3 3
q1,2 ds 2 d3 2 q4,2 d5,2
q?,z (13,2 qg,z ‘12,2
q1,1 d3,1 qg,l d41 qg,l
1 ‘hn,l ‘1;].1 qg,l qg,l
-1 0 1

Figure 4.2: Locations of discrete values of q

nj &i
& = / @D and ¢, = / L (4.13)
n §i—1

j—1
Here (¢, n) are the coordinates so,
ut = ued€ + uydn and g = —Upd§ + uedn. (4.14)

The minus sign comes from the definition of the Hodge (2.25) and the anti symmetry of the
wedge product (2.9).

A suitable interpolator for Rg(™1) is,

N N N N
IR V(&) ==Yl jeil©hi(m) dE+ > > " af ;hi(€)ej(n) dn. (4.15)

i=1 j=0 i=0 j=1
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24 Poisson equation on orthogonal domains

Here the basis functions indicated with an h are defined by (3.2). These are the one of the
most commonly used nodal basis functions and are called Legendre-Gauss-Lobatto (GL) basis
functions, more about these can be found in App. A.2 and Chapter 3.1. The other type of
basis function we use is indicated with an e and is defined by (3.6). These basis functions are
edge interpolants, and are used in conjunction with the integral edge values to reconstruct
the field values. These edge interpolants (or histopolants) are essential in creating a suitable
interpolator for the 1-cochain and 2-cochain. The basis functions e; are created such that
they have the property,

& 1 ifi=k
/ ei(§) = (4.16)
Sk—1 0 ifi#k

So, integrated over the line-segment they belong to the edge functions return unity, if inte-
grated over any other line segment connecting two GL points they return zero. This amounts
to RZ = Id, so this interpolation is the right inverse of the reduction operator R. In other
words, integration of the interpolation is exact. The interpolation Z however, is only an
approximate left inverse of R.

IR = Id + O(h?). (4.17)

Here the error depends on the smoothness of the approximated function and on the polynomial
degree that is used to interpolate it. So (4.15) is a finite dimensional approximation to the
true solution ¢(» Y. In other words, even though the integral of the interpolation is exact
the interpolation to a continuous field is still an approximation.

Now let us look at the properties of the interpolation under differentiation. We can take the
exterior derivative of (4.15) and treat the interpolation as an ordinary (n-1)-form.

- -y dhi(n) . e~ ¢ dhal€)
dIR¢" V(& n) = —ZZquei(f) 377 d§+ZZq§j i ej(n) dn (4.18a)
NZ 1Nj 0 =0 j=1
= SO (af+al —dy — ) e)e; (mdgdn (4.18b)
i=1 j=1
= Z0Rq¢"™ Y, (4.18¢)

In order to get from (4.18a) to (4.18b) we have to use a recombination of the basis functions,
how this is done is explained briefly in App. A.5 and more so in Gerritsma (2009). (4.18c)
shows that taking the exterior derivative of this (suitable) interpolation is equal to the action
of the coboundary operator acting on the cochains of ¢~V This shows that the interpolation
operator satisfies the commuting property dZ = ZJ, called the second commuting diagram
property, CDP2 by Bochev and Hyman (2006). To see how well this approximation of the
divergence is, we use the generalized Stokes theorem from which we know that the divergence
integrated over a certain area is equal to the sum of the fluxes over the boundary of that area.
In other words this equation says that the purely topological form of the divergence can be
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4.5 Discretization of ¢(© 25

used in combination with an interpolator that reconstructs from this metric- and error -free
topological divergence in points.

We define Rf? as the integral of f(2) over the volumes (i1, &) < [nj—1, 5],

&i ;5
i—1 Y 7j—-1

The interpolation of f; ; is defined as

N N
Tfij=Y_> fijei©e;(n). (4.20)

i=1 j=1

Using (4.18b) and (4.20) we can write dg"~1 = f(2) as

N N
SN (o +dly — ay — ales — i) el©estn) = 0. (4.21)

i=1 j=1

And since the basis-functions are linearly independent we have that,

N N
>0 (qf,j a4 - fz;j) =0. (4.22)

i=1 j=1

This equation can be interpreted as a spectral interpolation of a finite volume method. In the
sense that this equation merely states that the divergence or the flux over a cells boundary is
equal to the value f; ; in that cell. This is exact. The interpolation function is only used when
a value at a specific point in the domain is needed. Using concepts from algebraic topology
we can write the discrete divergence in terms of the incidence matrix E*!, which is a matrix
representation of the coboundary operator (2.38), acting on 1-cochains ¢; ; = (Rq(”*l)) in
the dual cell complex (GL grid)

[E2g - 9] = 0. (4.23)

When this equation is satisfied the divergence is satisfied exactly.

4.5 Discretization of ¢

For reasons explained earlier, the mimetic discretization of the Poisson equation involves using
two different cell-complexes on which to reduce the k-forms. We saw that the flux (q(”*l)),
the divergence dg( 1 and f®) are discretizated on the primary cell-complex. Consequently
the 0-form ¢(©) and the 1-form u(!) are discretized on the dual cell-complex (EG-mesh) which
is the red mesh in Fig. 4.1. This mesh is depicted in Fig 4.3 in more detail. The reduction
operator for the 0-form ¢(© is defined by sampling the scalar function ¢(®) in the EG-points,
ie.

¢ij = RO = 6O (&, 7)) . (4.24)
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Figure 4.3: The cell complex on which ¢ is discretized (N = 3)

Due to the choice the node locations we must separate the interpolation ¢; ; in a part that is
used for the interior of 2.

N N
IR = 37N "¢ ihi(©)hi(n) for & €Q, (4.25)

i=1 j=1

and a part that reconstructs the value of ¢ along the boundary,

¢(=1,n) = Zg:l G0 (1)
TR (0) ¢(17 77) = Zj:l ¢N+~1:jhj (n) f ’ 0. 4.96
¢ P&, —1) = 0| diohi(€) o be (426)

#(&1) =2, diverhi(§)

where

- Ln(§) ,
hi(§) = ————>*— for 1=1...N. 4.27
O e & : 20

Here the basis functions h are the Legendre-Gauss Lagrangian basis functions. A thorough
discussion on the choice of interpolator for ¢ is given in App. B. Besides ¢(©) we also discretize
u™ on the dual cell-complex though it is not explicitly used in the discretization of the PDE.
The coboundary Ru) is the integrated value along the line segments connecting the ¢
nodes. By definition the edge value u; ; is the difference between the ¢’s of its endpoints. The
reconstruction is given by,

N N+1 ~ N N+l -
TRUM = 37" uf @€ hi(n) dg + Y0 D ul e (nhile) do. (428)
=1 i=1 i=1 j=1
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4.6 Formulation of the discrete grad operator 27

The basis functions € are the Extended Gauss edge interpolants which are given by.

i—1
= " dhg(€) . (4.29)
k=0

The functions hy, are the Extended Gauss polynomials given by A.17. Note how the distinction
between the diffei“ent type of grids is made. Polynomials on the Extended Gauss grid are
referred to with h, on the Gauss grid with A and on the Gauss-Lobatto grid just with the
symbol h.

4.6 Formulation of the discrete grad operator

Now following the work of Hyman (1997) we do not proceed by defining the gradient operator
explicitly. But instead use (4.2¢) to find a discrete gradient operator that is the natural adjoint
of the discrete divergence operator. Here we repeat (4.2¢).

/(*dqs(o (1)) / 5O p gD /¢ A dg(n=D)
Q

Let G = R * dp®, then because xdd® = ¢, it is natural that it is discretized on the
primary (GL) cell complex and that the reconstruction of G¢ is given by,

N N N N
IGp = — Z Z g77¢ k | ek l(77) dg§ + Z Z <g$¢) )61(?7) dn . (4'30)

k=1 1=0 k=0 =1

Having the reconstruction of G¢ and q we can evaluate the left hand side of (4.2c). For the
integration we make use of Gaussian quadrature, which is explained in Appendix A. Using
GL quadrature means we have to reconstruct both q and G¢ at the GL locations, calculate
the inner product in that place and multiply this product by the corresponding GL weight.

/Q (*dqﬁ(l)?q(nfl)) = (ZG¢,Iq)y = ZN:iV: { quj (774) ZN: <g£¢) ) + ...

N
Zqzqez fp Z g" ¢ k,q €k gp)} L (?L
=1 k=1
(4.31)

So the equation above represents the numerical integration of the inner product of the gradient
of ¢ on the primal grid and the flux q on the primal grid. A closer look at the integral also
shows that the basis functions h; cancel. This is why we choose the GL points as integration
points, the final resulting system of equations is a much sparser matrix than when using other
integration points. The summation can also be rewritten in a matrix vector notation. The
structure that this way of writing brings makes a final description of the system of algebraic
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28 Poisson equation on orthogonal domains

equations quite easy to construct. Let [a, b] denote the inner product between two vectors of
equal dimension (a’b) we then write,
GL= 11/GL7GL ~ ¢
(766, Ta)y = [79G,WToGe], va=( 7). (4.32)
Here ZGL is the matrix that reconstructs from the edge values of both q and G¢ their values

in the Gauss-Lobatto points. WL is the diagonal matrix containing the products of the
Gauss-Lobatto weights. Both of these matrices are discussed in more detail in App. C.

From the right hand side of (4.2c) the integral over  is evaluated by,

N N N N
/ ¢(0) N dq(l) = Z Z Pp.g Z Z(Q£j + qzj' - qi{l,j - qzj'fl)@i(ép)ej(ﬁq)w]?wqc :
Q p=1¢=1 i=1 j=1
= [I{Dia, W94,
(4.33)

Here we call the divergence matrix in the inner part of the domain D;, with the subscript
i to indicate the inner part of the domain, it operates on the cochain ¢ = R¢™ ) to give
the discrete divergence for each cell. This matrix is equal to the incidence matrix E*! for
the divergence. IZG reconstructs from this discrete divergence the divergence in the Gauss-
Gauss points which can then be multiplied with ¢. This multiplication is integrated using
the weight matrix WC containing products of the Gauss weights. We use Gauss-Gauss
integration because the nodes of ¢ lie on the Gauss-Gauss points, thus there is no need for
interpolation of ¢.

From the right hand side of side of (4.2c), the boundary integral is evaluated by,

N
[0 =573 i) {aldnivan — aldnoufl +
p=1 i=1

N N
D) e(ig) {(ﬁvﬁ'd’NJrl,q - qg,jﬁbo,q} wy'

q=1j=1

(4.34)

= [IEDyq, WE ).

Here the interpolator IbG operating on Dyq reconstructs this oriented flux of q at the Gauss
points on the boundary such that its product with ¢ can be numerically integrated by the
Gauss weights from W&, Dy indicates the orientation of the k-cell on the boundary, containing
only positive and negative unit values. We use the subscript b to indicate the boundary of
the domain. It is because of this integral that we create the Extended Gauss mesh, opposed
to just a Gauss mesh with only points in the inner part of 2. Without the boundary nodes ¢
the final algebraic system of equations that discretizes the Poisson equation is not symmetric.
Note that also the exact definition of these matrices is given in App. C
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4.6 Formulation of the discrete grad operator 29

If we now substitute (4.2¢) by its discrete counterpart,
297G, WOrT G| = [T Dya , Wi'e] — (I Dia . W9, (4.35)

And reformulate the right hand side by merging D; and D, into a single discrete divergence
operator D we get the expression,

25 q, WErTGg) = [T9Dq , W) (4.36)
With,

D=(P2), 16=(% 0, wé=("° 4.37

= () 9= o) = (g we)- (4.37)

If (4.36) is to hold for any q and ¢ then we can rewrite this to,

qTIGLTWGLIGLg¢ — qTDTIGTWG¢

7GL Ty GLTGL o _ pT 76Ty G (4.38)
— ——
A B
Which defines the discrete grad operator as,
G=A"'DTB. (4.39)

when we combine this formulation of the gradient operator the Poisson equations is discretized
as,

dxdp® = (@ (4.40a)
DA'D'B¢ = f. (4.40D)

And by premultiplying with B” we have the symmetric representation
B"DA'D"B¢ = B” . (4.41)

Our goal is to create a Laplace operator with which we solve the Poisson equation , mimicking
the underlying connection between div and grad that make up the Laplace operator. Alge-
braic topology provides us with the tools to mimic discretely these operations on a discrete
level. To do this using a spectral mesh we had to introduce the edge functions. By using the
discrete divergence operator as a support for the gradient operator we create a discretization
in which we preserve the symmetry of the PDE. Looking closer at (4.40b) we see that because
of the symmetry of A, the part DA~'DT is always symmetric, for solving purposes this is an
advantage since for symmetric systems fast solvers are available. The structure of matrix A
and the discrete Laplacian is depicted in Fig. 4.4. The surface plot shows the highly diagonal
structure of A, in the other plot the dots represent the non-zero elements. Note the sym-
metric structure of this Laplacian. It does not show in this sparsity plot but the structure
of the discrete Laplacian resembles that of the standard finite volume 5 point stencil. This
resemblance shows when we check if|

(LFVY"YL5PM) ~ Id. (4.42)
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the discrete hodge A for N=4 the discrete Laplacian DA™1DT for N=4

5
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nz =412

Figure 4.4: The locations of the nonzero components of the matrices that compose discretization
of the Poisson equation.

Where LTV and L5FM are the finite volume Laplacian and the spectral element Laplacian.
Fig. 4.5 shows a surface plot of matrix that result from performing (4.42) for N = 4. Note
that the complete matrix is nearly zero except the diagonal which has a value near unity,
this matrix indeed resembles the identity matrix. This means that when solving the discrete
system of equations making use of an iterative method, such as a conjugate gradient method
one can solve the F'V system first, after which we can solve, with a good starting value for the
iteration the SEM system. This has potential benefits in speeding up the SEM calculation.
Another approach is to use matrix LV as a preconditioner for L¥M Fig 4.6 shows the
eigenvalues of the preconditioned system. These eigenvalues are positioned near unity on the
real axis.

Figure 4.5: A surface plot of (L¥V)~1(L5FM) showing that this is approximately Id
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Figure 4.6: The eigenvalues of the preconditioned system for N = 4,15 and 30
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Chapter 5

Results on orthogonal domain

Having derived a mimetic formulation of the Poisson equation we show here strategies to solve
the resulting system of equations. We restrict ourselves to Dirichlet and Neumann boundary
conditions, by which we impose on the boundary either a known ¢ or q. We will see how well
the conservation relation is satisfied, that the solutions for ¢ and q converge towards their
exact solution spectrally and that their solutions are optimal for the type of basis functions
that are used.

5.1 Boundary conditions and solution procedure

We solve the final system of equations using either Dirichlet or Neumann boundary conditions,
boundary conditions of the mixed (Robin) type should be possible, but we do not consider
those boundary conditions. Robin boundary conditions require a Hodge because these are
defined on the another cell complex than q. Say we have a Dirichlet boundary condition
(known ¢ at a given boundary), then we impose this strongly . Now lets rewrite the discrete
Poisson equation (4.40b) as,

Li; Lib] |:¢z:| |:fz:|
= . 5.1
[Lib Ly | |0 Jo (5.1)
Where the index 7 indicates that this part of the matrix operates on the internal ¢ nodes, b

indicates the boundary. Then when we impose the Dirichlet boundary conditions strongly by
solving the following system,

[Lii)[@i] = [fs] — [Liv][¢0)- (5.2)

The symmetry of the final system of equations is retained, and the boundary conditions for
¢ influence the solution by a change in the forcing vector [f;].
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34 Results on orthogonal domain

Contrary to the Dirichlet boundary conditions, the Neumann boundary conditions are im-
posed weakly. To see how this works we rewrite (4.40b) into the following system,

e - [1]. 53)

Here ¢ is the vector containing the integrated fluxes with a negative or positive sign depending
on the orientation of the k-cell.

Now, to solve the final system of equations there are two main formulations which we propose.
The first formulation is the one where we explicitly find a formulation of (4.40b), this means
we use Matlab® to first efficiently find an inverse of A and construct the system of equations
and then solve for ¢. In constructing the complete system with the form (4.40b) we have
to multiply DPA~!DT with matrix B. But matrix B is very dense. Especially when the
polynomial degree of the element (N) increases, multiplying B with any other relatively full
matrix is a computationally expensive operation. The resulting matrix is also very full and
thus is costly to invert. Therefore the final system is solved in two steps. In the first step we
solve for B¢ by solving the system,

[DA~'D|[B] = /. (5.4)

In the second step we solve for ¢. Even though these are two steps, it takes about 30% less
time to compute the solution.

In the second formulation we do not aim to formulate (4.40b) completely and then solve for
¢, but rather we create a larger system (5.5) in which we solve for q and ¢ simultaneously.

-A DB
al _ (9], (5.5)
D 0 ||¢ f
The advantage of this is that we do not have to find the gradient matrix G explicitly thus

A does not have to be inverted directly. In this approach it is also faster to first solve the
system.

_ T
A Dial_ |0 (5.6)
D 0] |Bog f
This gives the flux q and whenever needed we can solve for ¢ afterwards. The downside of this
approach is that the final system of equations is larger and for this standard non-deformed GL

grid costs actually more time to invert. But as we will see later, when moving to transformed
grid the matrix A becomes very full, in that case pays off to solve for q and ¢ simultaneously.

5.2 Error norm definitions

In order to evaluate the quality of a solution one must define a norm that quantifies the
difference between the exact and the numerical solution. One way to quantify the error is by
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using difference between the exact and approximate solution (x) in the Ly — norm, which is
typically defined by,

% = Xea o= ( /Q (3¢ — xea) T (x — xex>) o, (5.7)

Here x is the solution of which we need to quantify the error, X., is the exact solution and
) is the domain in which the error is calculated. But having reformulated the system of
equations and its variables in terms of differential geometry, we look to quantify the error
using a formulation that is more natural using differential geometry.

1/2
I x = Xeo o= ( [ o) nsa® - xg’;})) . (5.8)
Q

These definitions are actually equal, this is a consequence of the relation that defines the
Hodge star operator (2.25). However in their numerical evaluation these definitions do differ.
This is because the k-form z*®) and its Hodge dual (" %) are defined on different, dual or
primal, cell complexes.

5.2.1 Evaluation error u(*

In this section we show how to evaluate the error of the 1-form w") numerically. In order
to properly evaluate (5.8) we need to consider uM) and its discretization. The most natural
discretization is done on the same grid on which ¢ is discretized. In order to calculate Ru(")
we make use of the fact that that, u!) = d¢(®). This means that the integral of u!) along a
line segment is equal to the difference in ¢ at the endpoints of the line segment.

[ =600~ 60w, 5.9)

Therefore RuM) is connected to the same cell-complex as R¢(®). One can show then that
Ru = DTRO). So when ¢ is calculated we can quite easily find u using the transpose of
the discrete divergence operator. This means that we can evaluate (5.8) for z = u(!),

| W — ez 2= < /Q (Zufthn = @) A (Tali — qé’;—”)> " (5.10)

where ¢num is the obtained discrete solution. This integral must be evaluated numerically
for which we use a Gauss Lobatto grid of size M where M > N. So the integration order
is higher than the polynomial degree in which the solution is expanded. The error of W,yum
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fully written out reads,

| W — ez [|2= (f: i”: [

n=1m=1
N N+1 . N N
Z Z uzg,jéi(gn)hj(nm) - ugz Z Zqif,jhi(gn)ej(ﬁm) - qg:p +
j=1 i=1 i=0 j=1
N N+1 ) N N 3
> ul i) — ul | | 30D aleilEa)hi(nm) — db wS;‘Lw,%L)
=1 j=1 i=1 j=0
(5.11)
5.2.2 Evaluation error ¢
In a similar way we can determine the error of ¢(9) which is given by,
1/2
| & = Gex ll= ( / (61 = o) Ax(6) — ¢§f3))>
@ (5.12)

1/2
= ( / (TR — o) N (TR > ¢ — *gbé?)) .
Q

Here the term R¢(® is known since these are the nodal values of $(9), the term *¢(©) however
needs to be calculated as a postprocessing step. We can do this by making use of definition
of the Hodge x (2.25). The expansion of x¢(™ is given by,

N N
x D =3 " jei(©)es(n). (5.13)

i=1 j=1

By coupling the inner product with the wedge product we can calculate the coefficients x¢; ;.
We do this by numerically evaluating,

@010 = [ 6+ -
dTWOG =" WEICH — = (IF)'e.

Here the vectors qg and gb_; contain the coefficients of the expansions of ¢(© and *qb(o) respec-
tively. The matrix I& performs the interpolation, defined by (5.13), to the integration points.
The integration matrix W cancels from the equation. With R+ ¢(©) known we can evaluate
the error (5.12).

5.3 Test case for orthogonal domain

In this section we look at convergence properties of the proposed spectral method, we also
look at the divergence equation and how well this is satisfied. Since the basis functions are
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5.3 Test case for orthogonal domain 37

polynomials we test the convergence properties using a non-polynomial function, a trigono-
metric function. These are well approximated using polynomials but are never exact. Say we
have a potential given by,

¢ (z,y) = sin(nn€)sin(mmn), (5.15a)

then by taking the d first and the dx next, u") and forcing f( are given by.

dep® = mrcos(nw)sin(mmn) dé + mmsin(mn€)cos(mmn) dédn (5.15b)
ug n
4q"D) = dx dg® = £ = 22 (m2)sin(mr€)sin(mrn)dn. (5.15¢)

We can vary the complexity of the solution by varying n or m, the higher n the more complex
the solution. Fig. 5.1 shows the potential for m = 1 and m = 3.

i

i 1

o o S ] Y ! ‘ M j ! "‘ ;! *:““%R"ﬂm

AR e L i f i B
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it iy

oo

iffﬂ”m i

Figure 5.1: The two test cases ¢(&,n) = sin(¢n€) sin(mn) and ¢(&, n) = sin(37€) sin(37n)

Before we solve the system we must setup a correct forcing for the right hand side. This
involves calculating Rf() = fi,j and in the case of Neumann boundary conditions this also
involves evaluating and Rq(!) = q;,; for (i, j) € 09Q. Both of these involve integration. While
for this particular case the integration can be done analytically, this is generally not the case.
Therefore the integration is done using Gauss quadrature, this also makes the testing easy for
different types of functions. Gauss integration can be chosen to be arbitrarily accurate, so for
smooth functions and we do not have to introduce significant errors in doing this. In App. D
we explain the procedure. Note also that we do not use GL integration, though this could
be done; we prefer Gauss integration. This is partially because Gauss integration does not
involve the endpoints of the domain in which the integration needs to be done. Values at the
endpoints or corner points of elements can be troublesome in the sense that sometimes jumps
in the value of the integrand occur at these locations. We circumvent any problems that
might occur in trying to associate values to these points by not using them in the numerical
integration.
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38 Results on orthogonal domain

5.3.1 Convergence results

Figure 5.2 shows the error (€) in the norm defined by (5.7) against the element order N. This
figure shows four lines, these represent:

| Z P — gbgg) |2 The error of the numerical solution of ¢.

.
° ||IR¢S;) — ¢£°I) llz2 The error of expanding ¢ using exact nodal values.
o ||Zunum — uglz) |lz2 The error of the numerical solution of u

. HIRugg) — ) |2 The error of expanding u(") using exact edge values.

Now clearly from Fig. 5.2 we see that in both the case of m = 1 and m = 3 the error decays
exponentially, thus there is spectral convergence. The error for m = 3 does decay slower,
this however, is to expected since for m = 3 both ¢(® and ¢(®1) are more complex than
in the case of m = 1. Therefore the polynomial order that is needed to approximate the
solution is higher and consequently the accuracy is about an order less. Important is that the
convergence rate itself is the same for ¢ as for u.

¢ || T — 0 ||
- e —||ZRGS) — ¢ 12 ||
—— || Tt — Y || 12
- © —||ITRuY — ul?| 12

10

Figure 5.2: Convergence of the errors for the solutions Z¢ym and Ztiyq., and the polynomial
expansion using exact nodal values Iqug%,,

Fig. 5.2 also shows the error made by expanding the solution in terms of its exact nodal
values. When the error of the solution (||Z@pnum — ¢£2«) lz2) is the same as that of the analytical

expansion (|[ZR¢ — 62| 12), which is the interpolation error, the solution is optimal. This
is indeed the case, only for very high N there is a small discrepancy. This is due to the fact
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that the matrix inversions introduce small errors in the order of machine accuracy, therefore
when the errors start to approach this accuracy the numerical expansion and the analytical
expansions are no longer equal. Since the errors are equal one could assume that the nodal
values in the EG points are exact. This however proves not to be the case. The values of ¢,
and @pym differ in the order of the interpolation error. As we can see from Fig. 5.3. In the
right plot the difference ¢pnyum — ¢er is given and also the total sum of this difference. The total
sum of this difference is zero. Apparently the fact that this sum of the difference is zero is an
indicator of the fact the our solution has the same error as the interpolation error. Looking at
this from another angle this means that we have found a solution that globally minimises the
difference between the interpolation of the numerical and the analytic solution. Globally this
difference is O(10719), locally this difference is in the order of the interpolation. The error
of Unyum is larger in magnitude than the error of ¢,qum, this could be explained by the fact
that the expansion of ¢ is partially done using the edge functions. These edge functions are
accurate when integrated over and less accurate for actual function approximations. From
the fact that the error of Zuyqm, is equal to that of IRugc) we know that the solution, uym,
is optimal as well.

Nodal values of ¢pum and ¢ana and difference ¢yum — Pana for N=4
004 Grum — Dana) =4.4409¢-016

hon

0.8

0.6

0.4

=t

o

-02 -0.01 / v

—0.4 -0.02

-0.6 -0.03

08 004 5 10 15

Figure 5.3: (Left) The exact and numerical nodal values of ¢(°) (Right) The difference between
these numerical and analytical values and the total sum of this difference. (IV = 4)

5.3.2 Conservation

The previous example shows that for a smooth solution the error decays exponentially. One
can also look at how well the divergence relation is satisfied. We show this in Fig 5.4, here
we look at the value Dg — f for the test problem (5.15b). Here D is the discrete and purely
topological divergence operator, q is the vector containing Rq(®1 and f the discrete forcing
function Rf™. The error is checked in two norms, the first is the L' norm which is nothing
more than the average of magnitude of Dg — f.

lellz = /Q ¥ (5.16)

the second is the L* or maximum norm which gives the maximum value of the vector Dg— f.
Ideally in both these norms Dqg — f should be zero, in that case the divergence relation is
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40 Results on orthogonal domain

satisfied exactly. Fig 5.4 shows then that divergence relation is satisfied, for any element
order, up to machine accuracy. This result justifies the previously used term ”spectral finite
volume method”. One of the key points of a finite volume method is conservation, we hereby
show that this spectral method is also conservative.

n=1 n=3
]
A
} _ A ||1Dg = fll Loy
1072 102
o o o |Dg— fllr=@
o) @]
A o A 2 A
-14 o -14 o (o)
10 0 A 0O OoO( 10 o © Ogg 2 0 OOOO 0
OoO © O A OA OAO AL
VAN A A
)AA OAA AAA AA A AAAA OA A ” "AA A AAA N A
/
- A A A
1071 A 107
10 20 30 40 10 20 30 40
N N

Figure 5.4: The conservation measured as the average value and in the Infinity norm

5.4 Comparison error formulation

To calculate the error we use a formulation that involves the wedge product of two dual
k-forms. A more conventional approach is to use the standard error definition using the Ls-
norm given in (5.7). This formulation requires less post processing and should, by definition,
give similar values for the error. Table 5.1 shows for a given element size N the corresponding

N L2¢ Lé\QZ) L2unum Lé\unum
4 0.2477 0.2477 0.2598 0.0583
6 0.0140 0.0140 0.0183 0.0052

7 8 | 0.4947e-3 | 0.4947e-3 | 0.7473e-3 | 0.1752e-3
10 | 0.1135e-4 | 0.1135e-4 | 0.6786e-4 | 0.0363e-4
14 | 0.2169e-8 | 0.2169e-8 | 0.3270e-8 | 0.0557e-8
18 | 0.3228e-12 | 0.1796e-12 | 0.2137e-12 | 0.0236e-12

Table 5.1: Table showing the error calculated using convenional method or using wedge product

values for the errors of u and ¢, here the symbol Ly stands for the conventional error (5.7)
and Lf stands for the error calculation using (5.8). Note that for ¢ it makes no difference.
This is because of the way we calculate R x ¢(?). Here when we switch from the 0-cochain
to the 2-cochain no information is lost and the order of the basis functions used does not
change, this is why the two different error formulations yield exactly the same result. For the
error of u (or q) the two different approaches do yield different results. The new formulation
has a lower error in the absolute sense. The main reason for this is because the conventional
error formulation contains a square® the new formulation contains a product of two k-forms

Bouman M.P. M.Sc. Thesis



5.4 Comparison error formulation 41

that, though they have very similar values, do not have to be completely equal. Multiplying
these two k-forms can cause a local high difference from one k-form to cancel against local low
difference of the other k-form. With difference we mean difference from the exact solution to
the numerical one. That these two differences are not always equal is shown in Fig. 5.5.

x10 x 10

Figure 5.5: (Left) the difference (IRuﬁ}Jm - ug}g) (Right) the difference (IRq,(LZ;f) - qéﬂg‘”)

are not equal
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Chapter 6

Poisson equation on non-orthogonal domains

The compatible spectral element discretization we have presented so far is based on an orthog-
onal mesh. For any practical application the use of deformed elements is crucial. Therefore
we give in this chapter an extension which allows us to solve the Poisson equation on arbi-
trarily shaped grids. In doing this, we will show that also for deformed grids the discrete
system has a purely topological part and a part that contains the information of the shape
of the cell-complex (the metric). Using the mapping explained in Chapter 2 we show that
the discrete system of equations is only slightly altered when we extend the method from an
undeformed orthogonal domain to an arbitrarily shaped curvilinear domain.

6.1 Support operator with mapping

If we now start from (4.2a) and apply the change of variable formula (2.30). Instead of
defining the integral (4.2a) in a general curvilinear domain with coordinates (z,y), it is then
defined in an orthogonal domain with coordinates (§,7) (6.1b). In this domain we perform
the integration, this can be done but we need to transform the integrand to this domain too.
This is done with the pullback operator.

/(q(n_l),*d¢(0))wn — q(”—l) Ad¢(0) (6.1a)
Q

/ (¢, xdgO)m) =

S— 5

&% (¢ A dgp)). (6.1D)
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44 Poisson equation on non-orthogonal domains

Next we redefine our forms as, @ =1 = ¢ | &30 = ¢ and &* " xdd(©) = xd¢.
Where @) is the k-form on the domain €. We then insert these into (6.1b), to get

/ ( @*_1(}’(”71), @*_1*d¢(0) )@*wn — / (b*((p*_ltj(l) A d@*_lq;(O)) (623)
o o
_ / G0 A dg©) (6.2b)
Q/
_ / HOp O / O AdgnD. (6.2c)
o !

The right hand side of (6.2c) is equal to the right hand side of that of the undeformed
derivation (4.2c). This means that the right hand side does not change when subject to a
mapping. In the integral of the left hand side we see that before we can evaluate the inner
product we need to transform our forms to the domain €. Another thing is the term ®*w"”
which we will show is the determinant of the Jacobian matrix, which appears because the
integration region changes shape. In Appendix E some examples of the action of the pullback
operator are included.

The derivation (6.2a), (6.2b) and (6.2c) shows that when we define the differential forms
on the orthogonal GL square, we can derive a grad operator that, combined with the div
operator, gives the discrete Laplace equation that is defined in a general curvilinear domain.
Another interpretation would be that we have transformed our problem defined in Q2 to an
equivalent problem in €.

6.2 Integral Evaluation

As in the undeformed case we use (6.2¢) to find the discrete gradient operator G, based on
the discrete divergence, D such that Gp = xd¢p. We have shown in Chapter 4 that the discrete
divergence operator can be constructed without referring to the metric of the domain, since
this is already incorporated in the integration of ¢(®~1). It is therefore natural that this part
of the formulation does not change when moving to non-orthogonal grids. Here we explain in
more detail how the left hand side of (6.2c) is discretized and what the resulting formulation
of G is.
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6.2 Integral Evaluation 45

6.2.1 Inner product

Here we give the discretization of the left hand side of (6.2a).

/ (@ g1, 0" xdp©) )@ =

N N N N
ZZ Tlf,gzzqii,jej(m +T]Z§Zqz’jei(nl)

k=0 I=0 j=1 i=1
N N
T D (G0N o5 (m) + T Y J(GO)] jes(m) o+ (6.3)
Jj=1 i=1 :
N N
Ted D diges(m) + T Y i eitm)
Jj=1 i=1
N N
Th > (Go) sei(m) + T Y (G8)] seilm) ¢ | Jeawiwf™,
J=1 i=1
where
Joy_ 0wy
M on o€ T on 0¢
&k
ox 1 oz 1
Ti=2¢ == — 6.4
3 Tkl RLon i, (64)
Ekm &k
133 Ox 1 né ox 1
k,l = aié- Ta Tk,l - 87 T
kil n k,l
Exsm &k

In this rather large expression we evaluate the integrand in the GL points and integrate
using the GL weights. The term Jj; arises from ®*w", the determinant of the Jacobian.
The terms Tic','l come from the transformation of the 1-forms q("*l) and G¢. More about the
transformation of differential forms is given in Appendix E. Next we write (6.3) in a more
dense notation of matrices (6.5).

/ (2,8 xdg0) )@ = (T M) WLI(T T T G )

o 6.5
— qT(IGLTTfTwGLJTfl‘[GL g)¢ ( )
A

The action of these matrices is described in Fig. 6.1, their formulations in App. C. The matrix
IGL takes the edge values and interpolates to point values at the GL locations according to
(4.15). Matrix T~! takes these point values from Q' and returns the vector proxy of iy
and xd¢ in the curvilinear domain 2. Then the inner product is taken at each of the GL
points and integrated over the domain by W& and the determinant of the Jacobian .J. We
can now express matrix G as

G=A"'D'B (6.6)
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A = [CLTp-TyGLyp-1[GL B = [GTyyC, (6.7)

As in the case of an orthogonal mesh the final system of equations looks like,
DA 'DTB¢ = §, (6.8)

which is the same as in the undeformed case (4.40b). Only the matrix A contains two extra
matrices that arise from the transformation.

6.2.2 Discretization of (¥ and ¢ and f®

In the previous section we found a new formulation for G such that we can solve the Poisson
equation on non-orthogonal grids. We essentially transform the equation to the orthogonal
domain €. In this domain we discretize and solve the equation. To get the final solution we
must take this solution and apply the pullback operator, described in Appendix E. So we
transform the problem to an analogous one in the domain of €', this means we also apply the
boundary conditions and forcing in this domain.

RO Since ¢ is a 0-form its value does not change when pulled-back or pushed forward
from one domain to the other. The discretization of ¢(?) is therefore given by,

¢ij = ROV = ¢l (2(&,my))- (6.9)

Rq™=Y . For the discretization of the (n-1)-form ¢ we can use the same definition as in the

case where we work with undeformed grids (4.13). So qij and qzj (Rqg"=1) are given by
(6.10).

e Tt Oy ox
@ :/ qe (& m)dn :/ g, =t dn
N Ui ‘P(gi,n) (610)
Sit1 §it1 Pp Ay

Note that g¢ is always normal to the line over which it is integrated. This is how RqM is
defined, the integral of the normal flux across the grid lines connecting the Gauss-Lobatto
nodes. In Appendix E we show that g¢ (defined in €’) can be written in terms of u, u, (that lie
in Q) and the mapping derivatives as indicated in (6.10). Because the Rq"=1) is an integration
of ¢ 1 over to the grid lines connecting the GL points, it does not matter in what domain
the integral is evaluated. The integrals are invariant under mappings, this is illustrated in
Figure 6.2 We will show that by using the integral value of ¢ 1) the divergence relation is
exactly satisfied. When a boundary can be parameterized, Rg(™1 can be calculated to any
degree of accuracy is desired. This means curves can be followed exactly and do not have to
be approximated by straight line segments, the discretization contains the curvature.
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Rf(™ : The discretization of f(™ is given by (6.11),

B & nj
fii=RI® = // o+ fO) = / F@(, ) | Tldnde , ij=1...,N .
() &i—1Jmj—1
(6.11)

Here the determinant of the Jacobian arises again since we integrate the scalar 2-form over
a surface. Since f( is known in Q the argument of f is ®(£,n) = (x,y). More on the
transformation of 2-forms in Appendix E.
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Edge values located along the lines connecting the GL points
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Figure  6.1: Visual  representation  of  matrices, IL (Interpolation), 71!
(Transformation),J(Domain deformation), W~ (Integration
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Figure 6.2: The integral edge values remain the same under transformation to different domains
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Chapter 7

Results on non-orthogonal domains

For deformed grids, we have shown that it is possible to derive a discrete system of equations
that is similar to the system of an undeformed grid. For this we transform the problem to an
equivalent one on the orthogonal Gauss-Lobatto grid, on which the k-forms are also defined. In
that domain we solve the equations and transform the solution back to the general curvilinear
domain. In this chapter we will show a number of results with increasing deformation to show
the robustness of the mimetic approach. As an analytical solution we will use (7.1), the same
as with testing the undeformed case.

O (z,y) = sin(rz) sin(my) (7.1)

Note that we refer to the general curvilinear domain with the coordinates (x,y) and when we
are in the orthogonal GL domain we use the coordinates (£, 7). All the mappings that we use
take the space of (£,7) as a basis and map these coordinates to the coordinates (x,y).

7.1 Errors on deformed domains

In order to determine the accuracy of the solutions obtained, we need to perform an integration
of the error in the Ly norm. When we deal with deformed domains, this means the error
definition (5.7) needs to be rewritten. Let us define an error €2 by,

e = (TRalE), — &) ) A(TRaE),, —2®) ). (7:2)

num exact exact

The error of the solution ng‘)m is then written by,

| X — Xez |2 = /QGQw". (7.3)

When working on deformed elements however we usually want to evaluate this integral in the
domain in which the GL is defined, which is not the domain 2. With the definition of the
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52 Results on non-orthogonal domains

smooth map @ : ' — Q and by making use of (2.32) we rewrite the error definition,

% = Xen o= / = / = / B (™), (7.4)
Q o) '

which is the error definition we will use from now on. According to Frankel (2004) we can
say that for any smooth map ® : ' — €, which might be self intersecting, the integral 7.4
makes sense. We needed this assurance because we will use a self overlapping element to test
the properties of the mimetic SEM for deformed elements.

7.2 Case 1: Linear deformation

In this first test case we apply a deformation to the orthogonal GL grid that is the same for
every point. The mapping & is given by,

E+1 n+1

R (7.5)

_ et

z(§) 5 y(&mn) =a

Here the parameter a determines the amount in which the right boundary is shifted upwards
thus changing the amount of skewness in the domain, see Fig (7.1). By taking a uniform

a=0.1 a=1 a=>5
P 2 6
- — T -
I T
T 5
0.8 | a 1.5
__///// 4
0.6 |
L 1 3
o4/ | | T )
1 o5
02/ | L —— 1
e o i
o—— 0 0
0 0.5 1 0 0.5 1 0 0.5 1

Figure 7.1: Three cases of deformation, a = 0.1,1,5

deformation the action of the pullback operator is also uniform throughout the field. Which
does not introduce any added difficulty in programming of this test case. Using this map the
uniform determinant of the Jacobian matrix and the matrix 7! are given by

4 {10 1
T _2<a1>, J= (7.6)

The integration of the boundary edge values and the forcing function f, which form the right
hand side of our system of equations, is done numerically. Using the same techniques as in
the undeformed case we can perform this numerical integration using Gauss integration. The
convergence for the three values of a are given in Fig 7.2. As we can see the exponential
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Figure 7.2: The convergence of for the uniformly deformed meshes with shape parameter a = 0.1,
a=1anda=5

convergence is retained when working on this uniformly deformed domain. That the conver-
gence plots are nearly linear in this exponential plot means that the convergence rate can be
captured with the formula,

€ = Be N (7.7)

To see how the convergence rate responds to the deformation we can determine the value of
« in the region of 107% < ¢ < 107'Y where the convergence is most exponential. The result is
that for:

e g = 0.1 the convergence value a = 2.6
e g = 1 the convergence value a = 2.2

e o = 5 the convergence value @ = 1.6

This shown that deforming the element more and more brings the rate of convergence down.
The more deformation, the higher order polynomials we need to represent our solution. The
main cause of this slower convergence is because of the increase in complexity of the solution.
If we solve this function on the nearly undeformed grid we need to approximate for 1 peak of
a sine wave. However when we stretch the grid, for instance in the case of a = 5 we essentially
try to approximate the solution through a much larger portion of space, in which a lot more
is happening with the function ¢. So in the case of this uniform deformation we see some
deterioration of the convergence speed when increasing the amount of deformation. This is
not a fact of deterioration of our numerical scheme but we can ascribe this due to the increase
in complexity of the solution that needs to be approximated. This is depicted in Fig 7.3.
Fig 7.4 shows how well the divergence relation is satisfied for each of the test cases. Which
shows that in all three cases the divergence relation is satisfied up to machine error.
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Figure 7.3: (left) the potential for a = 0 (right) the potential for a =5
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Figure 7.4: The L; and the Lo, norm fora=0.1,a=1anda=5

7.3 Case 2: Harmonic deformation

The previous test case is not a very challenging one to test the method we are proposing.
There is another type of grid which is quite a suitable test case to test the robustness of the
discretization. The mapping for this grid is given by,

o
)

() (7.8)

z(&,n) = &+ csin(wf)sin(my
Sin(”ﬁ% 5’77 € [_L 1]

£
y(&m) = n+osin(re
By increasing the coefficient ¢ we can increase the amount of deformation. Fig 7.5 shows the
element shape for three different values of c¢. For small deformations we see local increases
and decreases in the density of the grid, but nothing really serious. One would expect good
convergence from this. In the second case there are severe deformations of the grid, some
of the cells become non-convex for higher N. In case number three cells are turning in on

themselves and overlap, some places have cells lying on top of each other, some of the internal
cells reach outside the boundary of the domain.
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Figure 7.5: Three cases of deformation with shape parameter ¢ = 0.1, ¢ = 0.3 and ¢ = 0.6

When we look at the convergence for these three grids in Fig 7.6 there are a number of things
that need attention. The first figure on the left shows two collections of convergence plots.
The upper is the one for a shape parameter ¢ = 0.1 and the lower the one for ¢ = 0.0. The
grid that optically does not look too bad actually shows convergence that is slower than the
undeformed grids convergence. The error of numerical solution ¢, is equal to that of the
expansion using exact coefficients ¢q,,. This means we can ascribe the slower convergence
to fact that the ¢ we solve for is less polynomial-like. By distorting the grid the solution
becomes harder to approach with polynomial basis functions. The same behavior can be seen
for the case where ¢ = 0.3, yet to a more extreme extent. In the most most extreme case

c¢=0.1

o

||I¢num - Qﬁs,[;) HL2

- 0 — IR — | 12

—X— || Tttpun — ul? || 12

- e - ||IRu(5;) — uéBHLz
10 °f i

10 20 30 40 10 20 30 40 10 20 30 40
N N N

Figure 7.6: Convergence in Lo-norm for deformation shape parameter ¢ = 0.1, ¢ = 0.3 and
c=0.6

where ¢ = 0.6 we can see the robustness of this scheme. For this grid we have on average
exponential convergence, albeit slow exponential convergence, still @« > 0. The solution
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however is no longer optimal in the sense that the black dotted line (which is the error of

IR¢emct) and the continuous black line which is the error of the numerical solution are no
longer on top of each other. It is tempting to think that this must mean that the integration
of (6.2c) is no longer exact. Fig 7.7 shows that this proves not to be the case. Fig 7.7 shows
three lines, where ¢,um2 is the numerical solution in which a higher order integration has
been used. It shows that when we increase the accuracy of the integration by adding more
integration points, the error does not go down. The solution is actually less accurate for some
element sizes. And because the higher order integration points no longer lie on the standard
Gauss-Lobatto grid the resulting matrices that need to be inverted become completely full

which causes the computation time to increase by a factor of 50.

We have stated earlier

) c=0.6

10 T : - )
—%— | Zhpum — 6 || 12
—— ||ITRS) — 62 | 12
100 (_ A |‘I¢num2 - djg)ﬁ) ”L2

w
10°%f

\
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Figure 7.7: Convergence in Lao-norm for deformation shape parameter ¢ = 0.6 and higher order
integration (N + 10)
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Figure 7.8: The divergence norms for shape parameter ¢ = 0.1,c = 0.3 and ¢ = 0.6

that we exactly satisfy the divergence relation. And indeed we see in Figure 7.8 that in both
norms the scheme is conservative up to machine error for all meshes shown in Fig 7.5.
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Chapter 8

Multi element

Up to this point we looked at the discretization of the grad and div operators for one single
element. For any physical problem with complex geometries the use of multiple elements is
an obvious necessity. The extension to a multiple element method can be done in a variety of
ways, and in this chapter we describe our choice. The motivation behind this choice is that we
want to reuse as much material developed for the single element case. Our aim is to preserve
the property of absolute conservation. The convergence with respect to the characteristic
mesh size (h convergence) will not be exponential but will be of an order related to the order
of the polynomials used, which is shown with various test cases.

8.1 Cell-complex definition

Being the basis of the single element method we use the integral relation (6.2c) to define
implicitly the flux operator G by the divergence operator D. Based on this integral we propose
the following discretization with which we can reuse as much of the single element matrices
as possible. Lets first look at the grid for Rg(®~1 (primal cell complex) which is depicted in
Fig. 8.1. This is a collection of two separate GL meshes that have one overlapping boundary.
Note that these two elements do not share common flux coefficients but each of the elements
has flux values g defined at the same location (Compare this with Discontinuous Galerkin or
Finite Volume Methods where we have a flux from the left, f;, and a flux from the right f;).
These extra coefficients have as an advantage that we can discretize inner product on the left
hand side of (6.2a) as follows. Let (¢,G¢) denote the inner product from (6.2a). Here we
leave out the transformation from the notation since this only complicates the matter and we
have seen that the final matrix structure remains the same.

=1 235Oy — [ (4D 4 gp© (n=1) , 4(0)
/Q<q +dpl0) /Qg<q ’*W*/QQ(Q +dpl) .

lq, AGP| = [q1, A1G101] + [q2, A2Ga¢h2) .
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Multi element

7 n 7 n
43 42,3 41433 42433
3 13 € § € 3
dyi,2 ds3 2 43 2(91+3,2 ds43.2 43432
7 n n n
di 2 ds o 41132 42432
3 13 13 13 13 3
41,1 421 431||91+3,1 2431 43431
n n n n
q1.1 421 1431 d2431

Figure 8.1: The mesh structure for a mesh of 2 by 2 elements

Here the matrix A is just the collection of the single element matrices A; along the diagonal,
so A= (’%1 Xz). Here A; is defined as in (6.7).

The locations of the nodes of ¢ are shown in Fig 8.2. Unlike the multiple GL grid, both
elements do share common nodes, in the example figure these are nodes ¢31 and ¢32. As in

01,34 $2,34 $143,3 $243.3
b0,2 P12 $2,2 ¢d2  di1432 P2+3,2 |P3y32
° . . ¢ ° ° ®
®o,1 ®1,1 2,1 P41 P13 G243.1 |P3rsn
° . . ¢ ° ® ®
1 0g P2 0g ¢1453,0 ¢2453,0

Figure 8.2: The mesh for discretization of ¢

the single element case we must discretize (6.2a) to find the discretization for the flux operator.
We have already worked out the inner product (8.1). What remains is the discretization of,

50 A gD — / 5O A dgD. (8.2)
oN Q

The volume integral over the area is discretized as the sum of the two single element surface
integrals.

/ 50 A dg) = / 6O A dg® + [ 6O A dg®
Q Qt Qs

(¢, Diq] = [¢1.Diq1] + [¢2, Diga] -

(8.3)
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Here D; is as described in App. C. For the boundary integral we get,

O A g = O A g 4 @ A ¢
0 oM o (8.4)

[qbapr] = [¢17D1}Q1] + [¢27ng2] .

Here the matrices Dg and Dg are constructed as explained in App. C. The interesting thing
now is what happens at the intersection of the two elements. So lets look at the boundary
integral at the intersection,

d© A gD + O AgMo for 00 = 9N,. (8.5)
8Q1 8Q2

At the intersection both boundary integrals are of opposite sign, then using the expansions
of (@ and ¢ we can write (8.5) as,

N N+1 N+1
¢
> S oniniwd > anyipen(ni) § + Z —dnsrawd Y anipep(mi) ¢ - (8.6)
i=1 p=1 p=1
Joq, ¢©Aq™) Jog, 0 AqD

And by reworking the summations this can be rewritten in

N N+1 N+1
Z ¢N+1 zw Z qN-i-l,pep 771 Z QN+1+1,p€p(77z) =
i=1 p=1 p=1
(8.7)
N N+1
> S onvirwd > | aviip — avaisip | ep(m) p = 0.
=1 p=1 -0

The result that the summation of the boundary integrals over the element intersection should
be zero results naturally from the fact that the flux over the boundary is equal on both sides
of the intersection. So we see that the coupling of the two elements is done through the
boundary integral. This coupling shows in the metric free divergence operator D simply as
plus or minus unity. Our goal of reusing as much of the single element method as possible is
thus accomplished. The matrices that form the system of equations are mostly a collection
of the unchanged single element matrices. For the grid which consists of 2 elements of order
N = 2 Fig .8.3 shows the nonzero elements of the matrices A,D and B. Note that matrix A
shows no coupling, nor does B.
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Figure 8.3: The mesh for discretization of ¢

8.2 Test cases

Here we test 2 types of grid, the first is an undeformed logically rectangular grid. The second
is a deformed logically rectangular grid. Both are a collection of N, x N, spectral elements of
equal order N an example of these grids is given in Figures 8.4 and 8.5. Both elements have

1
0
0 1
Figure 8.4: Example of multi element Figure 8.5: Example of deformed multi el-
mesh (Nhx = Nhy = 3) with element ement mesh (Nhz = Nhy = 3) with ele-
order N =4 ment order N =4

the size of a unit square, the undeformed grid is created by dividing a unit square in Np, Np,
evenly sized elements of order N. To create the deformed element we apply the coordinate
transformation (8.8) to the corner points of each element. The deformation of the elements
itself is then determined using a transfinite mapping. The deformation we chose is ¢ = 0.2.
The mapping (8.8) is a slight modification of the deformation we used earlier in the single
element deformation (7.8).

x = 5%1 + csin(m(2€ — 1) cos(m(2§ — 1))

Y= %H + esin(m(2€ — 1) cos(m(2§ — 1)).

(8.8)
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In this test case we want to find out if the convergence for increasing N, the p convergence, is
still exponential (or spectral). Further we want to find out what the convergence rate is with
respect to the element size h ~ 1/N, (h-convergence). This will no longer be exponential but
will be algebraic convergence of the form € ~ hP of which we want to determine the order p.

8.2.1 Exponential convergence

To see whether we retain the exponential convergence when working with multiple elements,
we test both the deformed and undeformed grid for a fixed number of characteristic grid sizes
h (N, = Ny) with the element order (IV) increasing. The exact solution for the potential that
we test for is given by,

¢ (,y) = sin(rz) sin(y). (8.9)

The gradient of ¢ (¢V), and the forcing (f?)) follow naturally. Looking at Figures 8.6 and 8.7

100 L HId)num 7(/)£2(a)c>HL2 |
= 0 —|ZR6) — 6|12
X || Tt — 2|2
— © ~|TRu —ued ||z
10°
w
10—10
10"
5 10 15 20
N
Figure 8.6: Exponential convergence Figure 8.7: Exponential convergence
for a fixed (Nha = Nhy = 3) unde- for a fixed (Nha = Nhy = 3) de-
formed grid formed grid ¢ = 0.2

we see that the exponential convergence is indeed retained. As for the error in the conservation
we can be very short. Also in this multi element case the relation divg = f is satisfied exactly,
to machine error that is. The deformed grid does show a lower convergence rate, than the
undeformed grid. But the difference is not as profound as with the single element deformation.
Mainly due to the fact that in this unit square not much is happening to ¢, so even though
the elements themselves are quite deformed, the solution in those elements is still very smooth
and does not have much structure. Another thing is that the deformation is linear, unlike in
the single element case.
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8.2.2 h-convergence

Next we look at the h-convergence, for this we solve for ¢ on the unit square. This time we
vary the characteristic grid size h or 1/N, and keep the order of the elements (N) constant.
We do this for multiple values of N. The h-convergence we are looking for is characterized by
era ~ hP, so by decreasing the characteristic element size by a factor of two, the error in the
Ly norm decreases a factor of 1/2%. Now it is interesting to see how this order 3 relates to
the element order N. Figure 8.8 shows the convergence in a double logarithmic plot for four

—— [|Pnum — P22 — © = |Pana — Dllr2() —%— lJtnum —ullz2() — © — l|tee — ullL2(0)

Figure 8.8: Logarithmic plot of error vs the grid size h,

values of IV, we also indicate the corresponding order 8. From this follows quite nicely that,
for a rectangular grid, the order with which the error goes down is quite consistently equal to
N, so 3 = N. Lets call polynomial order of the element P, then we have that P = N — 1. So
the polynomial order is one lower than the element order. The order of convergence (3 is equal
to P+ 1. To test the h-convergence of the method when working with deformed grids we use
the grid with the shape indicated by Fig 8.7. So for a given constant order N we decrease
the element size. The convergence for this type is grid is given in Fig 8.9. The value of the
convergence order 3 is calculated using data that shows a more or less constant order (3, this
is the part where h, is smallest. The rates of convergence are slightly lower than those of the
undeformed grid but are still in the order of P + 1.
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Figure 8.9: Logarithmic plot of error vs the grid size h, for a deformed grid

8.3 Flow around cylinder

The following test problem is a bit more interesting from a physical perspective. As we will
use the Poisson equation to calculate the potential low around a cylinder. When we assume
frictionless, irrotational, incompressible and stationary flow, we are left with just the equation
of mass in the form.

uy, , Oy

oz y

=0. (8.10)

Where u, and u, are the velocities in Cartesian x and y directions. Now by introducing

a velocity potential ¢ and saying that u, = g—i and u, = % we end up with the Poisson

equation.

0%¢  0%¢

Which we have shown,we can write in terms of differential geometry
dg™D =0, ¢ = xdp©. (8.12)

The flow of a non rotating cylinder in an infinite domain contains a horizontal symmetry
plane. This plane cuts though the cylinder. Because of this symmetry one only needs to
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model half of the domain. Since the grid that we use to discretize the problem cannot be
infinite, we model the problem on a [W x H| = [6 x 3] domain. An example domain is shown
in Fig 8.10, the radius (R) of the cylinder is 0.5. For this problem an exact solution exists,

Uy

\¢

%4

Figure 8.10: Grid on which the potential flow around cylinder is solved (N=3)

which means that we can impose exact boundary conditions for this problem. Therefore we
do not have to introduce an error in trying to model the infinite domain. The exact solution
for the radial and axial velocity in an infinite domain is given by,
2
vp = Us(l— —5)cos(d)
T
2 (8.13)
R
vg = —Us(l+ T—Q) sin(0).
Here Uy is the free stream velocity, r is the distance to the centre of the circle and 6 is the
angle starting at the right side of the semi circle (or 15:00) rotating counter clockwise. We
can rewrite this to Cartesian velocity components,
Uy = vgsin(f) — v, cos(0)

8.14
uy = vg cos(#) + v, sin(6). (8.14)

With z = rcos(f) and y = rsin(0) we can calculate the Cartesian velocity components in the
whole domain. These equations hold for the cylinder placed in a domain without boundaries
(infinite).

The grid on which the cylinder problem is solved is depicted in Fig 8.11. The Neumann
boundary conditions that are enforced are calculated using the known exact values, which
involves discrete integration using Gaussian quadrature. As for the grid depicted in the
figure, it is a logically rectangular grid of which the boundary is deformed such that way
obtain the semi circle. This transformation is done using the transfinite mapping which is
discussed in Gordon and Hall (1973). For accuracy it might be better though to use local
mesh refinement near the stagnation points of the cylinder. However this comes along with
a lot of book keeping, and being a proof of concept rather than a study of potential flow we
stick to this logically rectangular grid. In the convergence study we keep the amount of cells
and increase the element order N. Fig 8.12 shows the results, which are the error of the
and the divergence Dq. It is evident that the solution is completely divergence free and that
it converges to the exact solution exponentially fast.
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Figure 8.12: Convergence for the cylinder potential problem

For this problem we van calculate the potential deficiency which is given by ¢num — Uso.
From Fig 8.13 we can see that the characteristic shape of the potential deficiency is captured
accurately for the linear elements (N = 2) and hardly changes shape when N increases.
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Figure 8.13: Potential deficiency with respect to undisturbed flow
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Chapter 9

Anisotropic diffusion

9.1 Symmetric tensor K

We have shown that by using the divergence operator as a support for the gradient operator
we get a very robust discretization. When working with transformed grids the inner product
upon which the method is based changes slightly. Along the same line we can extend the
method such that we can include a symmetric positive definite tensor which allows us solve
the slightly broader class anisotropic diffusion problems.

9.1.1 Introducing K

Consider the system,

ul) =g, dg™ = gD = Ku). (9.1)

kza kzy

Here K is a symmetric tensor of the form ( Ky ko ) One of the problems that can be solved

with this system is the stationary anisotropic heat equation and the pressure (and gravity)
driven Darcy flow in porous media (Neuman (1977)). In Darcy flow, K is called the anisotropic
permeability tensor and represents the material’s preferred direction of flow when subject to
a pressure gradient (dqb(o)). One could argue that since we have a good representation of div
and grad we could simply insert the tensor K. However it is not that simple. One reason
for this is that the grad operator that we construct, takes values on points and maps these
onto the space of lines. And we cannot apply a tensor, which normally acts on point values,
to lines. Mathematically this makes no sense. But as proposed in Hyman (1997), K can be
introduced by changing the inner product which is the basis of the derivation of the method
in the earlier chapters.
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9.1.2 Flux operator

For solution purposes we also want the discretization of (9.1) to be symmetric on arbitrarily
shaped domains. And by including the tensor K in the gradient operator we can in fact
do so. So lets define Gop = *qub(o) where G is the new discrete anisotropic gradient matrix
operating on the values of ¢ located on the EG mesh. A better name for this matrix is the
flux operator. For the sake of clarity we use the standard undeformed GL element to show
how to find the mimetic discretization of G. We include the inverse of the symmetric positive
definite tensor K, K, in the definition of the Hodge.

/Q(q(l),*K*_l Go)w" = /Q(q(l),*K_l *1—1 +K dop©@)w™ o
9.2

/ (gD, xdp® Y = / ¢ A dpO.
Q Q

So in the inner product we pre-multiply the G with the inverse of the tensor K. This might
be confusing, but since we defined the gradient to already include K, these two cancel each
other out and we are back at the starting point of the derivation we have made earlier (4.2¢).
Here we use an undeformed element but this can be naturally extended to arbitrarily shaped
curvilinear grids. In that case the integral looks like

/ (K147t >* ' Go, <I>*_1q(1))<l>*w” = o0 A g — / o0 A dg. (9.3)
/ Q

o0

In App. F we show how to evaluate the inner product using summations. But again for clarity
we prefer to use the matrix notation. It shows also that including the tensor K is a rather
small modification. Written out in terms of matrices (9.3) equals

(T1ZCL) " WELIK (T~ 1260G4). (9.4)

Here we see that the only difference to (6.5) is the matrix K—!. So even though formally we
had to introduce the Hodge x operator and its inverse, these do not appear in the numerical
evaluation (9.3) of the inner product. Lets restate what (9.4) means. Operating on the vector
*Q&, we have the interpolation matrix Z¢L. This interpolation matrix takes all the edge

(0)
values (cochains) contained in that vector and returns (reconstructs) the values (:gf(;o) ), at
1 %G d(© )
%G ()

(0) . .
returns (?2(0) ) Notice that the Hodge x operators are no longer there. This means that
Y

each of the Gauss-Lobatto points. The transformation matrix T~! operating on (

we can just multiply with the matrix K—!. The complete set of matrices that make up the
gradient operator is given by,

G=A"'D'B (9.5)

A = 7GL Ty OLyg -1p-176L B = 76T WO, (9.6)
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9.2 Anisotropic diffusion

The example that we discuss here is a problem with anisotropic diffusion, meaning that the
symmetric tensor K varies throughout the domain of computation. The following problem is
from Lipnikov and Gyra (2008), the anisotropic in the domain [0,1] is given by,

a=10"3, for <05
K(z,y) = { a=1, for xz>0.5. (9:7)

which has as exact solution,

B y(y — 1)z? for <05
o(z,y) = {y(y —1)(1 —z)(a—z(1+2a)), for x> 0.5, ©8)

Fig 9.1 shows the potential function defined by (9.8). Since the solution is a collection of
two polynomials, the use of two second order elements is sufficient to get an exact solution.
This is only when the two elements together span the whole domain, share the boundary at
x = 0.5 and are not internally deformed. It is interesting to see then what happens when
using multiple deformed elements that do not have a boundary at x = 0.5. This means the
value of tensor K jumps within an element. Discontinuous functions however are not well
suited for integration using Gaussian quadrature nor for polynomial expansion.

-0.02
-0.04

-0.06

-0.08 |

0.5

X

Figure 9.1: Potential defined in (9.8)

9.2.1 Discontinuous K in element

To see what effect a discontinuous tensor K has when this discontinuity does not lie on the
boundary of an element, we use the grid indicated by Fig 8.5. Fig 9.2 shows the contour plots
of the analytic solution and three solutions for the problem of (9.7). Clearly the numerical
solutions show a very distorted and discontinuous potential whereas the exact potential shows
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a slight kink in the derivative at x = 0.5. The fact that the discontinuity of K runs through
the elements in the centre of the domain causes the solution to be highly oscillatory in the
elements that this discontinuity runs through. The result of this is that the exponential
convergence is lost as we can see from Fig 9.3 which is a double logarithmic plot of the error
of the solution. That fact that convergence shows as a straight line in this double logarithmic
plot indicates that the convergence is algebraic.

Qsana I¢num for N =2
1 1 T
0.5 0.5
0 0
0 0.5 1 0 0.5 1
Lhpum for N =4 Lopum for N =10
1 ] 1 =
0.5 0.5 ~
e
0 0
0 0.5 1 0 0.5 1

Figure 9.2: Potential contour plots for K discontinuity through element

9.2.2 Discontinuous K on boundary

Where in the previous example the discontinuity was positioned inside the elements we use
in this example a grid that has element boundaries along x = 0.5. The grid that we use is
depicted in Fig 9.4, it is a distorted mesh but the discontinuity at x = 0.5 is on the boundary
of the elements. Fig 9.5 shows the contour plots of ¢ and it shows that the solutions for
each N agree quite well with the exact solution. None of the oscillatory behaviour that is
present in the example where the discontinuity lies within an element. This shows also in
the convergence plot in Fig 9.6. From order three the solution for u(*) becomes exact and
from order four that of ¢(®). This is because the mapping is a first order polynomial and
the solution itself is a second or first order polynomial as well. Together this makes that the
solution is exact from a very low order on.
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Figure 9.3: Double logaritmic plot of error verses element order N for a 3 x 3 distorted grid

0.5

Figure 9.4: 4 x 4 grid used to test discontinuous K on boundary of element

MSc. Thesis Bouman M.P.



72 Anisotropic diffusion
¢ana I¢num for N =2
1 1
0.5 0.5
0 0
0 0.5 0 0.5 1
Todpum for N =4 T ¢pum for N =10
1 1
0.5 0.5
0 0
0 0.5 0 0.5 1
Figure 9.5: Potential contour plots for K discontinuity through element
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Figure 9.6: Semi logaritmic plot of error v.s. element order N for a 4 x 4 distorted grid
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Chapter 10

Conclusions and recommendations

In the first chapters of this report we focussed on how the Poisson equation can be rewritten
in term of differential geometry. By using differential geometry and the link to its discrete
counterpart Algebraic topology we derived a mimetic discretization of the Poisson equation.
This means that the discrete operators (div and grad) that make up the Poisson equation
mimic discretely the analytical relations that connect them.

10.1 Conclusions

In chapters 5 and 7 we tested the resulting system of equations from which the following
conclusions can be drawn:

e In creating a mimetic formulation we had to create an element that consists of two
separate staggered elements. One standard Legendre-Gauss-Lobatto element and one
Extended-Gauss grid. This staggered configuration enables us to incorporate the bound-
ary conditions in the mimetic formulation, see Section 4.6

e For both deformed and undeformed elements the discretization results in spectral con-
vergence that is theoretically to be expected. Although for severely deformed self over-
lapping elements the convergence is no longer equal to the theoretically expected con-
vergence, see Sections 5.3 and 7.3

e Because of the introduction of the edge functions, both the deformed and undeformed
element’s solution show absolute conservation of the conserved quantity, see Sections,
see Sections 5.3 and 7.3

e A low order finite volume operator L'V serves as a good preconditioner for the Spectral

Element Method operator LSFM | this results in a condition number of O(1) which is
independent of the element order, see Section 4.6
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In chapters 8 and 9 we extend the method to multiple elements and a more general ellip-
tical equation, the anisotropic diffusion problem. From these chapters we can conclude the
following:

e By equating flux quantities at the boundaries of elements the multiple element case
also shows absolute conservation for both deformed and undeformed elements, see Sec-
tion 8.2.1.

e The so called h-convergence for both deformed and undeformed elements is what is to
be theoretically expected, see Section 8.2.2

e By constructing a flux operator that incorporates the anisotropic diffusion tensor we
have the same converging and conservation for anisotropic diffusion problems as for the
Poisson equation, see Section 9.2.2

10.2 Recommendations

The mimetic method shows that we can combine high order, curved grid and absolute con-
servation in one. It might be interesting to look into the following points.

Conduct research in use of non conforming grids such that local increases in element
order can be used where the solution demands for it.

The method might be suitable to calculate solutions for the full potential equation.

For the grid we make use of the Legendre-Gauss-Lobatto points which are non analytical.
The use of the Chebyshev-nodes might give more accurate results.

Conduct research in finding a mimetic formulation for the Stokes equation.
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Appendix A

Lagrangian polynomials

The unique Lagrangian polynomial of order N with zeros at =, (0 < p < N + 1) is given by
(A.1).
N
Hq:O,q;ﬁp(m — )
N )
Hq:O,q;ﬁp(mP —q)

Though if we denote by g(z) the polynomial of order (N + 1) with zeros at the (N + 1) nodal
points zp, then h,(x) can be written in a more compact form A.2

hp(x) = (A1)

hpla) = S (A.2)
9 (zp)(x — p)
So we see that when we have a polynomial that has its zeros on points x;, we can easily
construct functions that have a unit value on one node and the value zero on all the others.
The Lagrangian functions that are treated in this appendix are used as basis functions to
expand other mostly unknown functions making use of relation (A.3)

N
u(z) = Za/php(:”)a p = u(zp). (A.3)
p=0

Because of the orthogonality of the basis functions, the coefficients with which we multiply
the basis functions are equal to the function values at the nodes. This means that the
approximation is exact in the nodal points. For polynomials up to order N — 1 where N is
the number of nodes we have that this expansion is exact. For other non polynomial smooth
and differentiable functions the error that we make tends to go down exponentially with
increasing order N. Another property that makes these Lagrangian functions suitable to be
basis functions, is that when we define weights w,, to be integral of the basis function h,(x)
(A.4), we can use these weights to approximate the integral of any function that we are using
the expansion for (A.5).

1
wy = /1 hp(z)dx, 0<p<N (A.4)
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1 N
/ u(x)dx = g wpu(xp). (A.5)
-1 »

=0
The integration accuracy differs per type of Lagrangian, we will see that Gauss integration is
has a higher accuracy than the Gauss-Lobatto integration.

A.1 Legendre polynomials

A particular class of polynomials that can be used as a basis for constructing Lagrangians are
the Legendre polynomials. The Legendre polynomials Li(x),k = 0,1,..., are the eigenfunc-
tions of the singular Sturm-Liouville problem (A.6)

(1 — 2Ly (x)) + k(k + 1)Ly (x) = 0. (A.6)

When L (z) is normalised such that Li(1) = 1 the Legendre polynomials satisfy the recur-
rence relation (A.7), where Lo(z) =1 and Ly (z) = =.
2k +1 k

mek(:z) — mLk_l(x). (A.7)

Amongst other reasons it is this recurrence relation that makes this particular class of polyno-
mials interesting to work with in spectral element methods. They allow for efficient calculation
of the Legendre polynomials.

Ly1(z) =

The Legendre function for N=3

L3(¢)

0.5 d

Figure A.1: The shape of the Legendre function for N = 3

A.2 Gauss-Lobatto

One typical case of a Lagrangian polynomial is the one with zeros on the Gauss-Lobatto
nodes. These nodes are the zeros of the function g(z) = (1 — 22)L\(x) in which Ly(z) is
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the N-th order Legendre polynomial. Now in order to use this function as a base to form
the Lagrangian using equation (A.2) we need to calculate the zeros of g(x) and to calculate
(1 — 22)L’y(x). Fortunately we do not have to perform the actual differentiation of Ly(z),
due to relation (A.8) which allows us to rewrite g(x) as a functions of the easy to calculate
Legendre polynomials only.

(1—2*)Ly(z) = NLy_i(z) — NzLy(x). (A.8)

In order to calculate the zeros of g(z) we can use the iterative Newton-Raphson method in
which equation (A.9) is used to calculate the new approximate zero locations till the accuracy
that is desired.

9(xn)
=Ty — . A9
In order for such an iterative method to work we need a good estimate for the initial zero
locations, for this one can use the GL-Chebyshev nodes which are located at (A.10)

k
) = COS <7T> , k=0,1...,N. (A.10)
N
Due to the definition of the Legendre polynomials (A.6) we can write ¢'(z) = —N(N +

1)Ly(x). Combining the relations (A.2),(A.8) and the above relation for ¢'(z) we can write
the Gauss-Lobatto Lagrangian polynomials as A.11.

NLy_1(x) — NxLy(z)

(=N(N + 1)Ly (z))(z — zp) (A.11)

hp(x) =

Figure (A.2) shows the locations of the Gauss-Lobatto points and the form of the associated
Lagrangian polynomials for N = 4.

The Gauss-Lobatto Legendre basis functions for N=3

Figure A.2: The shape of the GL Lagrangians for N = 3

The weight corresponding to each basis function can be calculated using (A.12)
2 1
N(N +1) [Ly(zp)]*

When the polynomial order of a Gauss-Lobatto Lagrangian is given by N, the Gauss-Lobatto
integration is exact for polynomials up to 2N — 1.

(A.12)

U}p:
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A.3 Gauss

The second type of Lagrangian that we make use of, is the Lagrangian which has as zeros the
Gauss points, see figure A.1l. These points are given to be the zeros of Ly. The first thing
we need to do in order to construct the Gauss Lagrangian is to find the zeros of g(x) = Ly
for which we can again use (A.9). Now g(z) can be calculated using the recurrence relation
(A.7) and ¢'(x) can be found when recognizing that (A.6) can be rewritten into (A.13)

_ NLy_1(x) — NxLy(z)

L . A.13
(@) = (A13)
This time suitable starting values for x,, are given by.
2p+1
= <p<N A.14
Tp cos<2N+2>, 0<p< ( )

Using the information above, we can formulate the expression for the Lagrange polynomial
with zeros on the Gauss nodes (A.15).

: Ly(z)
hy(z) = N (A.15)
= —1(Zp)
(. — ) ]Z_V_gg E
The weights of the function are given by (A.16)
2

(1 —23)[Liy(zp)]*
When the polynomial order of a Gauss Lagrangian is given by IV, the Gauss integration is
exact for polynomials up to 2N + 1.

The Gauss Legendre basis functions for N=3

Figure A.3: The shape of the GL Lagrangians for N = 3

A.4 Extended Gauss

Another type of polynomial that we are using are the Extended Gauss (EG) polynomials.
These polynomials are slightly modified Gauss polynomials to include also the endpoints of
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the domain, —1 and 1. The introduction of these endpoints is needed for our derivation of
the discrete symmetric Laplace operator. The EG polynomials can be constructed using the
Gauss polynomials and extending them in the following manner (A.17).

Bo© = R (1= (€~ &) (A7)
_ - 1-¢2
hi(§) = hi- ¢

fo(®) = hn(€) (148 (€~ &5 21- (1-&)

As can be seen, they are mainly an expansion of the original Gauss elements or functions.
For the most outer and inner Extended Gauss function, the function that is nearest are used.
This means that for the construction of ho(€) we use the function hy(€). Though we could
use any other of the Gauss functions, since these type of polynomials are all Lagrangians,
and as we have said earlier the Lagrangian is unique. The form of the polynomial is dictated
by the location of its zeros, and therefore it does not matter which of the Gauss functions we
take, the result is the same. By introducing new functions we might ask ourselves what the
integration weights are for this particular form. The definition of our new weights is given
by (A.18). Here wp, is the j-th Bouman weight and wy, the i-th Gauss weight. &y, is the i-th
Gauss point.

1 N
/1 hi(€)de = wp, =Y wgh;(&,) for N=>3, j=1.N+L1 (A.18)
- i=1

Looking a bit closer at (A.18) and figure (A.4), we see that the weight of hg must be zero.
Since the function hg is per definition zero in the Gauss points its contribution to the line
integral (its weight) is always zero, the same holds for hyy1. The weights of the inner points
remain exactly the Gauss weights. Some tests where done to see whether this is also true
when a higher order polynomial is used for the integration. And indeed the weights do not
change, as they shouldn’t.
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Shape of the Extended Gauss polynomials
T

Figure A.4: The shape of the EG Lagrangians for N = 3

A.5 Gauss-Lobatto-Legendre edge function

In the derivation of our numerical approximation of the external derivative we make a state-
ment that with a recombination one can write

quwdh ZZ (qm a5 1]) ei(€)ej(n) (A.19)

=0 j=1 i=1 j=1

Lets prove this for a small N, say 2. Here we can exclude the summation over j by writing,

N
Z Z q; th Z a;dhi(§), a; = Z qijej (n). (A.20)
j=1

=0 j=1

Expanding this sum for N = 2

2
> " aidhi(€) = aodho(§) + aydhy (€) + azdha(€). (A.21)

Now we can do the same for the right hand side of (A.19) using the definition of the edge

interpolants e;(€) = — S =0 d§ . We also use the fact that the sum of all the basis functions
is equal to 1, and as a result the sum of the derivatives of the basis functions equals 0,

SN hi(€) = 1 thus 1N, O — d g

Mw

z:l
= apdho(§) —ardho(§) + ardho(§) +ardhi(§) — az(dho(§) + dhi(§))
N———
=0 —dh2(§)
= apdho(€) + ardhy (&) + agdhs(€)

Bouman M.P. M.Sc. Thesis
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We can see that both have the same result, this can be repeated for arbitrary N.

2
1=

N
(ai —ai-1)ei(§) = ) aidhi(€) (A.23)
i=0

1
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Appendix B

Extended Gauss Interpolation

Here we will look a bit closer at the expansion of ¢ where the nodes ¢; ; are on the Extended
Gauss nodes. Say we define a 1-d EG element that has the following collection of nodes.

f=-1
Eni1 =1,

Here f;—‘}, i =1...N are the Gauss points that are the zeros of the N Legendre polynomial
L(&;) = 0. The corresponding basis functions are an extension of the Gauss basis functions
and are given by (A.17). Note that nodes or basis functions of the Extended Gauss mesh are

referred to with a bar (h), and that nodes and basis functions of the Gauss mesh are referred

to with a tilde (h).

The EG mesh and the G mesh share their internal nodes, (the Gauss mesh has only internal
nodes). To expand a solution ¢(£) using the EG basis functions is given by,

N+1

$(&) =D diha(8). (B.2)
i=0

If we were to lose information of the endpoints of the 1-d domain, (¢¢ and/or ¢n1), we can
still use the Gauss expansion.

b(&) = Z dihi(£) (B.3)

This expansion can be used because the internal nodes of the Gauss and the EG mesh are
on the same locations. We mention this because the loss of information of the endpoints, is
something that happens in our 2-d extended Gauss domain. If use the 1-d extended Gauss
and copy that to 2 dimensions the resulting element looks like Fig. B.1. Here the notation
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hih; stands for h;(€)hj(n). Since this is just an extension of the 1-d EG mesh to a 2-d EG
mesh we write the expansion of ¢(&,n) grid as,

N+1N+1

m =Y > bihi(€)h;(n) (B.4)

i=0 j=0

Where we took the Extended Gauss polynomials in two directions. In the case of the actual

hohs Elﬁg hohs hshs ? ?
X X X X X X
hoho  hih hoho  hah ? ? ? ?
h0><h2 h1><h2 hgxhg h3><h2 & g g XS
hohs Rih hohi hah ? ? ? ?
h(;<h1 hlxhl h2><h1 h?khl 3 & g g
E()E() Elﬁo EQEO Egﬁo ? ?
X X X X X X
Figure B.1: A direct extension of 1-d to 2-d Figure B.2: The real 2-d extended Gauss
EG mesh grid

Extended Gauss grid that we use to solve the PDE’s in this thesis, the grid is not just an
extension of the 1-d EG mesh. This is because we leave out the corner points. These can/must
be left out of the discretization since they neither contribute in a boundary integral nor in
a volume/surface integral. This means that we cannot just use the EG polynomials for the
reconstruction of the field ¢. As explained in the 1-d case we can use just the internal nodes
for the reconstruction of ¢ which requires the use of the Gauss polynomials. In doing so we
do not use the information of the boundary nodes in the reconstruction, which is a waste.
Now here we will describe two candidates such that might allow us to include the boundary
nodes in the reconstruction of ¢. These candidates are illustrated in Figures B.3 and B.4.
Where Fig. B.3 depicts the discretization given by,

N N N
M=) ¢iihi(©hi(n) + D [oh0(&) + dnr1hn1(E)] hi(n) +
i=1 j=1 j=1
(B.5)
N ~
Z [d% OhO( ) + ¢ N+1hN+1(77)] hz(f)
=1
and Fig. B.4 depicts the discretization given by
N N o N B 3
n) = Z Z i jhi(§)hj(n)+ Z [d0,5h0(€) + dN41,hn+1(E)] hi(n)+
i=1 j=1 j=1 (B.6)

M= T

[di.0h0(n) + dsn+1hn+1(n)] hi(€)
1

.
Il
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hfis hals R halus
Eg(ilg Riha R ngﬁg Eg(ilg R e ngﬁg
onizl E&El E&El ngﬁl ngzl E&El E&El ngﬁl
B]XEO B%(EO Elxﬁo E%(EO
Figure B.3: Whole boundary EG/G polyno- Figure B.4: Half the boundary EG/G poly-
mials combination nomials combination

There is one difference between these cases, which is that in the first case the nodes on the
boundary are multiplied by a combination of a Gauss and an EG basis functions. In the
second case only half of the boundary is expanded using a combination of Gauss and EG
basis functions, and the other half of the boundary using EG basis functions only. The reason
for this second choice will become clear after we have tested the first choice.

B.1 Testing first candidate

To test the choice of basis functions there is one obvious test case. In that case we make
use that of the fact that the sum of all the basis functions should result in a field that has
a uniform value, which is 1. Since summing up all basis functions is as the same as taking
¢;,; = 1. This results in Fig. B.5 we show the result for three different values of element
size N. Here we see that the summation of the basis functions does not result in a plane with
height 1. When the order increases we see an improvement but it is clear that (B.5) is not
a correct expansion for ¢. From Fig. B.5 we can see however that the corner points get the
value 2. This was to be expected, for this we calculate the value in such a corner point using
(B.5) and evaluate at (¢,n) = (-1, —1).

N N N
~1,-1) :Z::Z::h Dhi(~1) + ; ho(;1)+hN+:1§—1) hi(—=1) +...
=0 =1 (B.7)

[ho(=1) + Ay 1 (=1)] hi(—1) =2

M-

s
Il
R
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Expansion of ¢ for N =2

-1 -1

Figure B.5: Surface plot of ¢(&,n) using (B.5)

B.2 Testing second candidate

Inspired by the fact that with the first candidate the Interpolation does not yield a satisfying
result, where the approximation of ¢ in the corner points of the domain is the worst. We
propose also the interpolation given by (B.6). By using a combination of Gauss-EG polyno-
mials on two opposite boundaries of the domain and a combination of EG-EG polynomials
on the other two opposite boundaries of the domain we hope to find a better interpolation.
The result for taking ¢; ; = 1 is given for multiple values of N in Fig. It is obvious that this
is the desired result and that (B.6) is also a suitable interpolation for ¢. Now lets test a more
challenging function. For this we take,

¢(§;n) =sin(r¢) sin(mn),  —1<{<L-1<n<1 (B.8)

To be able to compare we present two interpolations. Namely the mixed Extended Gauss-
Gauss interpolation given by (B.6) and the standard Gauss interpolation given by,

N N ~ ~
0D diihi(€)hin) (B.9)

i=1 j=1

In Fig. B.7 we show surface plots of the interpolated ¢ minus the exact value of ¢,
(Zo — ¢(&,7m)). What clearly shows is that the accuracy is about two orders higher when we
include the boundary points. When we look at an example where the boundary is non-zero
(Fig. (B.8)) we see a much smaller advantage of the inclusion of the boundary nodes. This is
mainly due to the lower quality interpolation near the corner nodes.
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EG-G interpolation

Expansion of ¢ for N =2 N =6 N =10

1.2

Figure B.6: Surface plot of ¢(&,n) using (B.6)

XA
,,;,';,,o.o.m,,

(X0
SIS
/la:‘s‘,, \ /;I;;/"'; X

i
s

n

0.05

[é)]

|
[l @)

Gauss interpolation
o

Figure B.7: Surface plot of (Z¢p — ¢(£,n)) using expansions (B.6) and (B.9)
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T~ ¢(€.1) for N =2

05,

o

oo
[$216)]

-0.5 -05

Gauss interpolation

-0.5 -05

Figure B.8: Surface plot of (Z¢ — ¢(&,n)) using expansions (B.6) and (B.9)

B.3 Final Candidate

As a final possibility we propose to use use the standard EG interpolation. But for this we need
values of ¢ at the corner points of the domain, and these are not calculated in our numerical
scheme. We obtain these values by using the boundary nodes and Gauss interpolation. We
say that the value of the corner nodes are equal to the average of the interpolated values of
the 2 adjacent boundaries. So the nodal values at the corner points are given by,

N N
d00=¢(-1,-1) =1/2 [ D giohi(§ = —1) + > ¢ojhi(n=-1)
i=1 j=1
N ~ N ~
¢N+10=9(1,-1) =1/2 Z%ohi(l) + Z¢N+1,jhj(—1)
= = (B.10)

ON N1 = B(1,1) =1/2 Z@Nﬂh +Z¢N+l,j

don+1 = P(—1,1) =1/2 Z@ N41hi(=1) + Z¢OJ

This discretization is not biased, as in the case of (B.6) where we have to choose in what direc-
tion we use Gauss or Extended Gauss interpolation. For solutions that are not symmetrical
in the corner points, averaging both interpolations in the corner nodes yields a slightly better
interpolation. This is shown in Fig. B.9, it does show already in the scaling of the axes. The
difference when computing the error in the Ly norm gives a difference of a factor of 2. So the
EG interpolation using the averaged value in the corner points yields an interpolation that
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T~ ¢(€.1) for N =2

0
-1 -05 -1 -05 -1 -05

EG-G interpolation

Figure B.9: Surface plot of (Z¢— (€, 1)) on a non-symmetrically deformed grid, using expansions
(B.6) and (B.9)

is two times more accurate than the mixed EG-G interpolation, in this non-symmetrically
deformed grid test case. Some tests have been done on other functions than the sine function,
and the results show that for these functions, the averaged corner point method yields better
results than the mixed EG-G interpolation. How much better depends on the asymmetry of

the solution.
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Appendix C

Matrix construction

Throughout this thesis we use a multitude of matrices to describe actions like interpolation,
transformation and integration. In this appendix all the important matrices discussed.

ZGL . This matrix is the interpolation matrix for the (n-1)-cochains (discrete integral values)

that are connected to the primal cell complex. Using an index notation the matrix Z¢F is
given by,

I (2r —1,¢) = hi(&)er (1))
I (2r,c+ N(N + 1)) = ey(&)hi(n;) (C.1)
r=i+(G-1)(N+1),c=k+(1-1)(N+1),1<i,j,k<N+1,1<I<N;
This interpolation matrix appears to be completely full, yet this is far from the truth. Since
hi(&;) only has a nonzero value for k = i the structure is sparse as Fig C.1 shows. Starting

from the first row of this matrix any two consecutive rows correspond to the values (Zn)

which are the proxies of the (n-1)-form =" = —¢"dz + ¢¢dy in the GL point (&;, 7j)-

WL This matrix is the weight matrix that contains the integration weights from the GL
points. It is used to calculate an inner product integrated over the GL square. It is given by,

W (2r — 1,2r — 1) = wf W
WYE(2r,2r) = wiGijGL (C.2)

r=i+(G-1(N+1),1<i,j<N+1
The GL weights themselves are described in Appendix A. The matrix W is a diagonal
matrix of size 2(INV + 1)2, which is two times the number of GL points. Two times since g"~!

contains two vector proxies.
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Figure C.1: Sparse structure of the matrix Z&% for N = 3

D : This matrix is called the discrete divergence matrix and it consists of two parts, the first
is a part for the inside of the domain. The second part operates on the boundary. The inner
part we name D; and is given by,

Di(r,cl) =1 Dj(r,cl+1)=-1

Di(r,c2) =1 Dj(r,c2+1)=-1

r=it(—1N, cl=i+([-1)(N+1), 2=j+ (i —1)(N+1)
1<4,j<N+1

(C.3)

This is nothing else than the incidence matrix that represents the coboundary operator acting
on the cochain q. The boundary part of D we call D, and is given by,

Dp(2i — 1,14+ (i —1)(N+1))=-1

Dp(2i,i(N+1)) =1

Dp(2i —1+2N, 14+ (i —1)(N+1)+ NN +1)) = -1 (C.4)
Dyp(2i +2N,i(N+1)+ N(N+1)) =1
1<i<N
Now concatenating these matrices as D = (gzl) we can show the shape of the discrete

divergence matrix which is depicted in Fig C.2.

WEE . This matrix consists of two parts one for the inner part of the domain and one for the
boundary. The contain the Gauss quadrature weights, the for the inner part of the domain
we name WZ-GG and is given by,

W (r,r) =wfwl, r=i+(j—1)N, 1<ij<N (C.5)
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Figure C.2: Sparse structure of the matrix D for N = 3

Here we use the Gauss quadrature weights which are described in appendix A. The boundary
part of W& is called WbG where we use only one G to indicate that this involves integration
along just one dimension. The matrix WbG is given by,

WE(2i —1,1+2(i — 1)) = wf
W& (2i,2i) = w

W& (2 —1+2N,1+2(i — 1) + 2N) = wf (C.6)
W& (2i 4+ 2N, 2i 4+ 2N) = w
1<i<N

—-wa . . .
The inner and outer part are concatenated as W& = ( Wi ) which results in a diagonal

Wi
matrix with size N2 + 4N.

G

Te : The matrix Z€ is a concatenation of two parts 76 = (IS I% ) The first is IZG it is an
b

interpolation matrix for the 2-cochains on the primal GL cell complex which returns point

values in the Gauss nodes. The action of the matrix IZG is depicted in Fig C.3. The matrix

is constructed following,

IZ-G (r,c) = ex(&)er(ny)

C.7
r=i+(G-1DIN+1),c=k+(l—-1)N, 1<4,j,k,I<N (€D

The matrix IbG is an interpolation matrix for the 1-cochains on the boundary of the primal
cell complex that reconstructs the value of ¢5(¢,1) or ¢"(€,7). The matrix’s action is depicted
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G
Ii
7
f(§17 713) f(g%, 713) f(f~3a.f73)
fr I3 fo
i I Is f(§17 7j2) f(f? 7j2) f(§37.772)
f1 1, 1 f (él» 1) f (53 J7) f (53’.771)
Figure C.3: Action of matrix Z& for N = 3
in Fig C.4 and is constructed following,
T8 (2r —1,2¢ — 1) = e (&)
IbGQT, 2¢) = e.(&)
I8 (2r —142N,2c — 1+ 2N) = e.(n,) (C.8)
T (2r 4+ 2N, 2¢ + 2N) = ec(n,)
1<r,c<N
The final structure of the matrix Z¢ is shown in Fig. C.5
G
7 f
(¢ms  (gm  (@m 7 N UGHY U CH VL(ERY
¢ (—1,73)e ¢ ¢*(1,1)3)
(¢-n)s (¢-n)a ’

(g-n)3 (¢ -m)y ¢*(—1,72)¢ ¢ ¢“(1,72)
() (¢-m)2 ¢ (-1,71) ¢ $4°(1,71)
(Q'n)7 ((I'n)s (Q'n)n q"(§~1,*1) qn(§27_1) qn(g37_1)

Figure C.4: Action of matrix IbG for N =3
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Appendix D

Numerical integration of line segments and
surfaces

When solving for the Poisson equation indicated by (4.1c) we often need to include non-zero
boundary conditions. This means we need to calculate Rg™ 1) and Rf"™ which involves
integration. While for some cases analytical integration can be done, this is not very practical
especially when working with deformed grids. Therefore we explain here how to evaluate these

integrals numerically. First we treat the evaluation of Rq("~1). The term qij according to
the numbering of Fig. 4.2 is given by,
¢ Nj+1
4q; ; :/ Q§(§i777)d77‘ (D'l)
n;

Now we will evaluate this integral using Gauss quadrature. Therefore we need to parametrise
the coordinate 7. This gives,

1
dn . s+1
= [ acen(e) s, with n(s) = 5= mpea =)+ (D.2)

With a number of () Gauss quadrature points this integral is evaluated as,

Q
_ wdn
qiﬁ’j = Z %(&m(sm))%wg, (D.3)
m=1

where 5, are the Gauss quadrature points and w% are the Gauss weights. Now the exact
same procedure for g, j results in the equation,

- i & o . s+l
0ty = D ac(6(Gm),m)) Jrws, with €(s) = —— (&1 — &) + & (D-4)
m=1

2
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100 Numerical integration of line segments and surfaces

For deformed elements the formula is just the same except for the fact that in that case we
have that,

Ge (@ (€ n(9), y(€n(s)) = u;g_ugi D.5)
(€)M = w5~ s (D.6)

In which the coordinates (x,y) depend on the coordinates (£,n) which can separately depend
on the integration coordinate (s).

The forcing f(™ also involves the evaluation of an integral. But here we need to work with
integration in two directions. We evaluate R f(™ using,

ni+1 &+l - 1 o¢ on

/ j | semasin= [ [ o)), Slasar .7
with,

£= %(&#1_&)4‘51’ and 7= T_gl(UjJrl_nj)"'??j (D.8)

This means the integral is evaluated as,

Q Q
3 G ) o Gt (D.9)

m=1n=1

When working on deformed domains we have that,

Ordy 0x0

Here we needed to include the determinant of the Jacobian matrix.

dédn. (D.10)

It usually suffices to have an integration order () between 4 and 8. Any higher does not give
more accurate solutions and only adds in the computation time.
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Appendix E

Mappings and Forms

When a domain is subject to a mapping (®), like explained in chapter 6, the k-forms can
be transformed between these to domains by the Pullback operator. For each k-form this
operation is different, here we will give an example of how this works in practice.

E.1 O-forms

Say we have the 0-form qﬁi(c%, which is a point variable, that is on the curvilinear domain
indicated by Q(z,y) then the pullback operator brings this O-form to (¢, 7) in the following
way.

700) _ Fx _ (0)
ey = P(DL)) = Polen (E.1)

This says that the values of ¢ simply mapped onto the other domain. This is illustrated by
Figure E.1.
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91 Q

Qzﬁzﬂrg
Paays = ‘b@(éfz,nzg

&ﬁl,m. b1 = ¢¢(§11n1)

-1 1 -1 1

Figure E.1: The action of the pullback operator on O-form is just a one to one mapping of values
from domain Q' to Q

E.2 1-forms

The pullback operator working on a 1-form is a bit more complex since we have to take into
account the direction that the 1-form (or vector) is pointing in. Now say we want to apply
the pullback operator ®* to the 1-form xu(t). We start with (E.2), which is the definition of

the 1-form u.

uY = uydr + uydy (E.2)

Next we apply the hodge to this 1-form after which we change the coordinates to get,

sull = ¢ = —uydz + ugydy (E.3)

= o gt e i) oo (G- )

dg
( uy3§+umd‘z)d§+< Z +uz3z>dn

—d4n ac

Here we write the minus sign at (—uy% + uw%) = —qy, this motivated by the fact that

when we let the mapping to be (§,71) = (x,y) we will get ¢, = u,. We could also write this
into matrix notation then we get,

0 ox
o*(xul)) = (ag dn><“x) :(‘Js) (E.4)
Uy 9y @ u ¢ :
oe de v Jeen) N D en

This equation describes the pullback operator applied to xu evaluated at a point (x,y). The
matrix 7" operates on the vector proxies (u,v) (in Q) and gives us the vector proxies (qe, qy)

<
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of q (in ' ). This can also be done the other way around, when we have the vector proxies
(g¢,qn) (in Q") we can apply the inverse of the transformation matrix T~ to get the vector
proxies (u,v) (in Q). This is important to know since we need this to evaluate an inner
product in © while our 1-forms are expanded in €.

E.3 2-forms

Since the dimension of our problem is 2 the highest form we have is a 2-form. We treat here
f? which is also the forcing term in the Poisson problem. In € the 2-form f() is defined by,

O = foydz Ady (E.5)

We apply the transformation to dr and dy,

fogdz Ndy = fo (Zde—I—d) (jgd§+dyd> (E.6)
= dx dy dwdy

Here we see that by introducing the coordinate transformation we need to introduce the
determinant of the Jacobian matrix to correct the value for f. We have have to make use of
the fact that u A v = 0 and that u Av = —v Au. Then f on ' is given by,

Fend€ A dn = fa(em |l JIdE A dy (E.7)
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106 Large equations

Appendix F

Large equations

The evaluation of the integral that makes the inclusion of K possible.

/ (*K_l *—l (I)**lg(b(O)’ (I)**lq(]_))q)* no__

N N N N
»3 (Tsﬁzqg,jejm)+Tg,§zqz,jei<m>)

k=0 1=0 j=1 i=1
qac
N N
(Klll TES D> (G0N ses(m) + TS Y (G jeilm) 3 +
J=1 i=1
(Go)*
N N
Ky T;f’ZZ (Go); 7.6 () +T;Z?Z (Go)] ni€i(m) > +...
j=1 =1
(g:;):u (Fl)
N N
Tlf? Z qi,jej(m) + T/?? Z qz,jei(m)
Jj=1 i=1
N N
( Tlf%z g¢ kjej 77l +T]?§Z ng kjez 77l +
j=1 =1
(Go)*
N N
22 T, Z gQZ) k]€] 771 T,Z? (gqb)z’jei(m) )] JkleL lGL
Jj=1 i=1
(Go)v
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_Oyox Oxdy
T onog T on o€
kM
g _Or| 1 g _ O 1
kil ag e ’ k,l an .l
&k Eksmi
g _ Oz 1 ¢ Oz 1
Ty 23 Tt T = on Kl
Eeom Eeom
1 1
Kl = kyys, Koo Kz,
11 kac;tkyy k;%y vy 22 kxmkyy — k‘%y TT
—1
K=K, ' = k
12 21 kxxkyy k%y Yy
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