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Summary

The performance of a satellite reaction jet attitude control system
can be severely degraded by structural flexibility. Using a computer-modelled
spacecraft with a pseudo-rate controller, a quantification of the performance
loss is presented. Flexibility has been introduced into the simulation in a
very general way by reducing elastic interaction to a series of modal frequency
and gain parameters. The modelled system has been found to remain stable under
all conditions studied, although performance may suffer various degrees of
degradation.
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1. INTRODUCTION

The study of structural flexibility and its effect on control system
performance has become of crucial importance in the design of modern space
vehicles, This was poignantly brought to light in Explorer I, as previously
unknown effects of whip antenna motion led to dynamic instability. A few years
later, the success of 0GO III was seriously hampered by excessive oscillations
cregted by control system interactions with flexible booms. There are many
other examples of space missions being hampered by these problems. The inter-
ested reader is directed to Ref. 1 for an outline. Reference 8 also provides
an informative overview of flexibility effects on control systems.

Structural flexibility has been, and will probably centinue to be,
an important area of study. With spacecraft power consumption and sophistica-
tion on the inecrease, antennae and solar arrays tend towards greater prominence.
If costly weight penalties are to be avoided, this is bound to result in less
appendage rigidity. There are limits to the degree of flexibility which can be
tolerated. Excessive appendage motion can feed back into the body of the
satellite, and hamper pointing accuracy. Furthermore, the added accelerations
created by appendage oscillations are bound to increase the stress and fatigue
levels on the spacecraft.

Particular problems can be created for those vehicles with an active
control system, such as the previously mentioned OGO III. Active systems
incorporate sensors to check satellite attitude and a controller to supply
torques to maintain some desired attitude. Excessive motions of the vehicle,
as a result of flexibility-induced oscillations, will tend to trigger the
attitude control system more often than for a rigid satellite. The control
torques applied can produce an added fuel consumption, a degraded control
response, and even instability.

Investigating flexibility interactions through ground testing is
both costly and dynamically awkward. Structures designed for the weightless
state do not lend themselves well to a one-g field. Structural engineers
therefore try to design appendages stiff enough so that interaction problems
are unlikely to occur. This generally entails arranging for the natural
vibration frequencies of the structure to be much higher than the passband
of the attitude controller. This results in a trade-off between costly stiff-
ness, and design confidence.

It becomes imperative to estimate the amount of performance lost
for a given loss in rigidity. An attempt is made in this Note to contribute
towards this estimate. With the aid of a computer model, a simple satellite
with a nonlinear attitude control system is simulated. The analysis is
arranged so that the ratio of 'flexible' inertia to total inertia can be
varied. In this way, dynamic effects are modelled from a fully rigid to a
fully flexible satellite. The structural model, in conjunction with the
attitude control system model, thus allows an investigation into the inter-
actions of structural flexibility, control performance, and stability.

2. THE GENERAL MODEL

In order to help isolate the effects of flexibility on attitude
control, it is desirable to investigate a reasonably simple satellite model.
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Though this entails a loss of accuracy for individual spacecraft, results can
be of a more general nature.

A diagram demonstrating the vehicle studied is shown in Fig. 1. The
model is assumed to possess a symmetric structure, with a central rigid body.
All flexibility is contained in two diametrically opposed appendages affixed
to the central body. Furthermore, the appendages are considered to behave as
rod-like members, such as booms or antennae.

Attitude perturbations from a desired reference position are counter-
acted by control jets supplying a pure torque, T,, about the satellite centre.
T. can assume a positive or negative value, depending on the sense of the
satellite's attitude angle. It is not necessary to consider any additional
torques or forces for our purposes. Internal torques, due to fuel sloshing,
friction, etc., are also considered beyond the scope of this analysis (Refs.

2 and 3 give an indication of the magnitudes of these additional torques.)
Attitude information for the rigid main body is limited to one rotational
degree of freedom, measured by 6. The lack of translational motion for the
centre of mass immediately implies that symmetric modes of appendage flexure
are being ignored. This results in no loss of generality for our purposes,
since the symmetric modes do not affect ©.

A general control loop may be drawn for the system, as shown in
Fig. 2. Attitude error, 6, is sensed by a controller which, in turn, applies
a correcting torque to the satellite. The resulting motion of the body, which
may be written as a superposition of rigid and flexible components, provides
input to an attitude sensor feedback loop. In this study, it is assumed that
the sensor processes the angle 6 instantaneously, and with perfect accuracy.
It is recognized that this latter assumption is quite idealistic and likely
eliminates important instability possibilities; it is planned to remove this
assumption in a subsequent study.

3. THE CONTROLLER

Though a simple controller model would be mathematically desirable,
some sophistication is required in the simulation., It would be unrealistic,
for example, to employ a basic relay-type controller. Such a system would
provide a torque to counteract only the sense of 6g. The jets, being non-
throttling, would be constantly firing and expending fuel and thus an undesir-
able limit cycle would also be exhibited, as shown in Fig. 3(a), for a rigid
system, Some improvement would be possible by providing a deadband region in
the controller. No jet thrust would be applied while the attitude error was
within certain bounds. However, fuel consumption would still be almost as
high, and the limit cycle would also remain, see Fig. 3(Db).

In order to achieve realistic performance in the simulation, it
was decided to employ the slightly more complicated pseudo-rate (PSR) con-
troller. A view of Fig. 3(c) illustrates typical PSR performance on a
phase-plane plot. Velocities are quickly reduced, avoiding limit cycle
instability.



3.1 DPseudo-Rate Control

The main feature of this nonlinear system is torque control through
a form of pulse modulation. The spacecraft attitude control jets fire for
brdef intervals, reducing on-time, and therefore fuel requirements. Reference
4 provides the reader with more PSR informstion. Additional descriptions of
ON-OFF centrollers can be found in Ref.5. The width and frequency of the
control pulses are determined by the attitude error angle, Op, and an artifi-
cially produced estimate of Op.

Figure 4 shows a schematic for the PSR controller. €y is a function
of the angle 9m. The output, R (either -1, 0, or +l) acts as a switch for the
torque jets. Some explanation of €z is required. If the satellite were
perfectly rigid, and had no initial angular velocity, then ® would be calculable
from the satellite's torque history.

o~ [ T, dt

If we further assume the presence of ideal control jets, R will be related to
To by a constant. €z, therefore, roughly approximates the time integral of

R by virtue of the PSR feedback lag system. It is apparant that €z can never
be identically equal to velocity, due to the saturating effect of the lag
network,

The feedback time constant, Tf, often assumeg two values, depending
on whether the jets are on or off. This gives the control-system designer
extra freedom for performance optimization. For our purposes, however, it
will suffice to fix T¢ at one value only.

The limits of attitude error are defined by the bounds of the
controller's deadband region., When O exceeds this region, correcting torques
may be applied. At either end of the deadband, a small area of hysteresis is
found. These are particularly useful in reducing fuel consumption during limit
cycle operation. This can occur, for example, under the influence of an
external disturbance torque.

3.2 Controller Characteristic Frequency

Tt is possible to define a convenient "characteristic frequency"”
for the pseudo-rate control system., This derivation follows closely that
shown in Ref. 4, and provides a useful reference base with which to reduce
later data.

For small angular velocities about one axis, a linearized rigid

equation of motion may be writtens

I8=T .0 (3.1)

where I and Teps are the total inertia and effective control torque, respect-
ively.




The effective torque will be a function of reaction jet torque, and
the fraction of thruster on-time (duty cycle):

it
——Ln-———— =T r
eff c ton + tof:t‘ C

H
]
H

Thus:
I6 = Tix (3.2)

Consider again Fig. 4. Iet us assume, for the moment, that €y is
a constant. This will be valid if the satellite dynamics respond slowly
compared to thruster on-time. We may then write:

€ = Kf + (620 - Kf)eXp(-t/Tf) (3'3)

where €go is the initial value of €z. The switch turns on when €3 = 1, and
turns off when €3 = 1 - H, Substituting (3.3) into €3 = €1 — €z, we have:

l1-H=e - K, - (eg, - Kf)exp(—'ton/'rf)

After rearranging:

K. - €2
y s : o)
ton—Tf'en<Kf+l-H—€;_>

During steady state operation, 620 =€ - 1, at the time of pulse turn on.

Thus in the steady state:

Kf + 1 - €

ton=Tf'gn<Kf+l-H-€;|_> .(3‘)4)
When the switch turns off,

€z =1 - H=¢€ - € "

The feedback circuit will decay according to the equation:

ey = €20 exp(-'t/'rf)

where €z = € - (1 - H).



The switch will turn on again when:

After some rearranging:

o @y -1 +'H
toff_Tf£n< @ -1 >

If we now allow €3 to change slowly, we have

€1 (t + At) = €a(t) + At €x(t) + ...

Substitute into (3.5)

H-% €1
t =T_4tn(l + off
of £ £ €1+ t € - 1
1T Lore TR

Since H and é;_ are small, and provided that €1 > 1, the logarithm may be
expanded to give:

. _ é o -
toff(el 1+t pp G2+ Tp €1) T H

If we take t . < T then
off

f’

TfH

t = - (3.6)
off € -1 + 'l'f €y,

From (3.4), the on-time may be similarly approximated:

:
fH

ton=Kf +1-H- € (3.7)

provided that €3 < Kf + (1 - H), that is, less than the saturation level.

The duty cycle was defined as:

v

on
—
ton : toff




In a well designed controller, ton’ééltoff‘ Thus,

t
r o~ on
toff
Substituting (3.6) and (3.7):
€1- - l + T él »

2 f
Kf'l'l—H-G;_

T

Let us assume that the input is much greater than the deadband, and
well below the saturation level. (This approximation would be invalid for
limit cycle operation.) :

1<<€1<<Kf+(l—H)

The H may be removed if the deadband is very small, i.e., H << 1, The following
simplifications result:

(1) €@ - 1l=¢
(ii) K, *1» WK

Substituting into the duty cycle equation, we find,
r=l—-(€1+'l’ él)
Kf £

We may now back substitute into (3.2):

=

I6 =22 (6+ T, &) (3.8)
K i
f
€1 is related to 6 through an:amplifier of gain Ke. Thus :
€ = - Ke )

Substitute into (3.8), and rearrange:

T Ke Tf

o c . c '8 L
9*"1—1\:;'—'9"1—5«:;" Pl



The undamped natural frequency of the satellite system thus becomes:

The characteristic frequency above allows us to define also a characteristic
period of the form:

3.3 Test of wc and t*

The natural frequency and period, W, and t*, form basic measuring
tools with which later data are reduced., It is, therefore, imperative to
discover just how universal these characterigtic values really are. A number
of computer simulations were undertaken of the control system in Fig. 4, A1l
parameters in the system were individually varied, and a plot was made of
response vs. t/t¥* (i.e., multiples of the characteristic period). For t* to
tru17 be a natural period, all plots should have similar period with respect
to t/t*,

Sample plots are shown in Fig. 5, for a variation in the feedback
time constant, Tp. It is seen that the first quarter periods cluster about
t/t* = 0,25, as desired, although subsequent period fractions tend to deviate
from their predicted values. Plots investigating other control loop para-
meters showed very similar patterns. The consistency of these results, though
only for the first quarter period, demonstrates that our definition of t* (and
therefore w,) does indeed produce a characteristic parameter.

4, THE DYNAMICS BLOCK

The vehicle dynamics portion of the control loop describes the
gtructural response of the satellite model. The transfer functiens therein
allow for rigid and flexible contributions to the total motion. (Ref. 9
provides an informative overview.) The flexible motions are initially con-
fined to linear and nondissipative elastic effects. ILinearity is mathe-
matically preserved by restricting motions to small scale deflections. This
regtriction is not considered serious, since modern satellite control systems
are designed for small attitude excursions. The assumption of linearity in
the structural response considerably simplifies the mathematical formulation
of the model since the problem is then amenable to a convenient modal analysis.

4,1 Modes

The equations of motion for our satellite model may be derived either
through classical continuum mechanics theory (e.g., Ref. 7), or more modern
methods (e.g., finite elements). In the former case, partial differential



equations may initially be written in space and time variables. Separation of
variables is then employed to isolate the (sinusoidal) time-dependent portion
from the space-dependent (modal) portion. Results resolve into an eigenvalue
problem, with the eigenvalues and eigensolutions indicating individual modal
frequencies and shapes. The solution is typically of the form:

(ve]

Y(r,t) =) 6 (x)ay(t)

n=1

where 6n(x) is the i normalized mode of the complete system, and

qn(t) is the time dependent generalized displacement coordinate associated
with the nth mode.

For a general discussion of these matters, the reader is referred to Ref. 6.

It is apparent that the deflection Y(x,t) can be related to the
attitude angle 6 of the rigid core. It can also be seen that 6 will be composed
of contributions due to the various modes. We may write:

e =86 +ienqn(t)

n=1
where © is the main body angle due to rigid motions;
enqn is the attitude angle contribution from the nth mode.

The modal deflections are typically of the form shown in Fig. 6. 1In
theory, there are an infinite number of shapes, corresponding to the infinite
number of eigenfunctions. Half of these will be symmetric motions, involving
no angular displacement of the central body. These, as mentioned previously,
are of no direct interest in the present context.

Of the remaining infinite number of antisymmetric modes, only the
first few would be of any importance. It is unlikely that the higher frequency
modes would be excited by disturbances that a real spacecraft would encounter.
Furthermore, higher order motions would tend to be transparent to the control
circuit, due to the filtering effect of the attitude sensor.

4.2 Flexibility Parameters (k and w)

Each characteristic motion will contribute its own dynamic effects
to the control loop. For the purposes of a mathematical simulation, it is
advantageous to describe these effects in terms of two basic parameters. The &
first, w, is the previously mentioned modal frequency. The second may be termed
the modal gain, k. Loosely speaking, the gains will indicate the fraction of
attitude acceleration attributable to individual modes.



Each flexible mode, as represented by w and k, contributes to the
transfer function acting upon a satellite's ideal rigid motion. The larger the
value of k for any individual mode, the larger will be the influence of that
mode. Reference 7 develops a nunmber of formulae to estimate values for W and
k., However, before introducing these results, some further background is
necessary.

4,3 Constrained and Unconstrained Parameters

Spacecraft designers have the option of defining satellite modes
from two vantage points (Ref. 10). TFor satellites with a rigid main body and
flexible appendages, it is possible to consider motions of the elastic members
separately. This is equivalent to assuming a fixed central body. Actual main
body motion may subsequently be modelled as driving forces to the appendages.
Modes of this form are termed "constrained", and give rise to constrained
frequencies and gains, © and K. Conversely, mode shapes of the complete satel-
lite may be considered, with the main body free to rotate., These modes result
in "unconstrained" frequencies and gains, W and k.

The relationship between the two systems can be further appreciated
through Figs. 7 and 8, where block diagrams are shown of constrained and un-
constrained vehicle dynamics. The former involves a feedback mechanism to alter
the rigid response, while the latter has a feed forward summation of modal
contributions. Both formulations provide similar solutions provided that the
number of modes considered is made sufficiently large.

According to Ref. 7, constrained frequencies for 'rod-like' flexible

members follow the approximation:

Q" P> (p=1, 2, 3...) (k.1)

where p represents the mode number. It is apparent that an equality can be
made if any mode's natural frequency is known.

Once the Qp are found, the constrained gains for the rod-like append-
ages are approximated by:

Kp = 2,084 B (4.2)

where B = If/I is the ratio of flexible inertia to the satellite's total inertia.
The parameter B is a measure of the degree of flexibility in the vehicle. It is
apparent that 0 < B < 1.

To relate the constrained parameters to their unconstrained counter-
parts, we may make use of the following identitiess

f e
1
2 d— ()_]..3)
2 o 92 2
P=1 wq ) wq



(4.b)

:>|r—'

Q1

o0
=1 ‘*’S'“E

Vehicle dynamics computed using constrained parameters are found to
have lesser accuracy near resonance than those calculated using an equal number
of unconstrained modes. However, experience has shown that accuracies near
resonance will be comparable if the number of constrained modes is made suffi-
ciently larger than the number required in the uncons trained format.

5. THE FINAL COMPUTER MODEL

The full simulation block diagram, complete with controller and
structural dynamics sections, is shown in Fig. 9. An unconstrained format was
adopted for the body dynamics block, with modal parameters derived from a
constrained system. This allowed greater accuracy than would have been pogsible
with the constrained method, given a similar number of modes.

Only one flexible unconstrained mode was included with the rigid mode,

in the interests of computational economy. It was not felt that this simplifica-
tion would alter the basic character of the results.

5.1 Values of Controller Parameters

The choice of values for PSR parameters requires a detailed analysis
by the satellite designer. The system must be optimized for performance, fuel
economy, cost, etc.

In order to present a realistic system, it was deemed best to employ
values designed for a practical spacecraft. In this regard, we were fortunate
to have available an early design study (Ref. 4) of the back-up pitch controller
for Canada's CTS satellite. The following parameters, originating in that
report, were used in our model.

Parameter Value
Ke 163
K,f 1343
H 0.0188
To 8.8 sec.
K; 0.12 £t-1b
jet
X 68 slug-ftZ

The system was designed for a deadband angle (DB) of 0.35 degrees.
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In the simulation, a time integral was taken of the PSR relay output.
Termed t,,, the value provided a measure of thruster on-time, and therefore an
indication of fuel consumption.

5.2 Values of Flexibility Parameters

The modal frequency and gain for the unconstrained flexibility block
were derived from an equivalent system of three constrained modes. A value of
B and 3 would be set for the first constrained mode. Equations (4.1) and (4.2)
would then be employed to estimate the values of @ and K for the first three
constrained modes. These, in conjunction with the tramnsform equations (4.3) and
(4.4) then provided wy and ky for the first unconstrained flexible mode, Thus,
the two parameters B and Q1 could be thought of as defining a 'condition of
flexibility' for the unconstrained dynamics block.

In this study, interest centres on appendage frequencies close to
the satellite's conmtreol loop natural frequency. A parameter was defined to
measure this feature. Expressed in terms of constrained or unconstrained
frequencies it becomes, respectively,

(S]

Il
R
o ¥

or

©-
Il
oEh

Values of Q3 were restricted so that ® would not exceed the range
0.1 to 10. TFigure 10 shows the relationship of ¢ to ¢ over the entire range
of B. It is seen that ¢ approaches ® as the value of B diminishes.

The presence of a damping parameter, £, in the flexibility block,
requires some explanation. It is a standard, though mathematically non-
rigorous, practice to include this energy dissipative term in dynamic simula-
tions. This parameter has a small value, in practice. For our model, a value
of 0.001 was chosen.

5.3 Nondimensionalization of Variables

Simulation variables which would be of later interest were made
dimensionless, and denoted by the symbol ( ). The following chart lists the
nondimensionalizing factors:

Nondimensional
Variables Factor
oy o
time: S Pt (1/t%)
angles: 9, 01g1 (1/DB)
angle rate: 6, 6181 (t*/DB)

DB and £* refer to the deadband angle and characteristic time, respectively.

1




5.4 TInitial Conditions

A number of initial conditions must be set for the integrating blocks.
Conditions were Inade compatible with a step change from a motionless attitude.
That is, q, q, 60, were zero, while 6 was given an arbitrary rotation of
10 DB.

6. COMPUTATION PROCEDURE

An IBM-packaged computer language named CSMP (Continuous System
Modelling Program) was available to numerically solve the control loop equations.
CSMP has the great advantage of being a digital dynamic simulation program, while
offering many advantages of analog computation. In use, the programmer is simply
required to list system transfer functions, and set the various numerical con-
stants and initial conditions.

The CSMP user must pay the price, however, for the programming ease.
Since the program is supplied as a prepackaged language, the programmer must
arrange his problem to suit the program, and not vice-versa. Input and output
formats are limited, as are the variables available as output. Another dis-
advantage is the large amount of compiling time required to process a CSMP
simulation.

The particular program written to solve the system of Fig. 9 is found
in Appendix A. Most of the statements are self-explanatory. Two subprograms
are added; one simulates the PSR relay with deadband and hysteresis, while the
other provides punched cards of required output variall es.

6.1 Integration Method

A CSMP-supplied fifth-order Milne method was selected for integration.
Step size was allowed to vary, being decreased until prescribed error criteria
were met.

Predictor and corrector calculations were applied by CSMP, using the
following formulae:
Predictor:
YP(t + At) = Y(t - At) + (At/3)[8X(t) - 5X(t - At)
+ UX(t - 28t) - x(t - 34t)] (6.iL)
Corrector:

Yc(t +At) = [Y(t) + 7Y(t - At)] - [65%x(t + At)

192
+ 2u3x(t) +51X(t - At) + X(t - 248)] (6.2)

The integration interval was then adjusted, such that one of the following
equations would be satisfied:

42



0,04 lgT'YP[ E A; IYC[ > (6-3)

or

0.04[¥°¥F| < g (6.1)
where A is the allowable error.

Once these criteria were satisfied, the integration estimate became:
Y(t + At) = 0.0388k4 YP(t + At)

6.2 Operating Procedure

The CSMP program was run to provide output from t = 0.0 to t = 20.0.
(This corresponds to t = 855 seconds of real time.) With each run, new values
were set for the flexibility parameters w; and ki corresponding to a predeter-
mined ® and . P was varied from 0.1 to 1.0 in steps of 0.1. & took on five
values in the range 0.1 to 10.0. This resulted in a total of 50 simulations
with flexibility, in addition to one rigid reference case.

A number of simulations were undertaken to determine a reasonable
error criterion. It was found that an error of 5 x 10°° was required at large
B and ® to find output approachigi a limit. At lower values of B and ®, the
error could be relaxed to 1 x 10 ¥, allowing better computational economy.
Computer CPU times on the University of Toronto's IBM 370 system were generally
in the range of 0.25 to 0.70 minutes per simulation.

T. DATA PRESENTATION AND ANALYSIS

2 A . Punched card output from the CSMP program provided values of t, é,
e, 61, él, and ty, at regular small intervals of time. These provided the data
base from which simulations were analyzed. From here on, we write simply 63 for

elqlo
7.1 Simulation Plots

To allow a qualitative overview of performance trends, a number of
computer plots were drawn of each simulation run. The attitude angle and rate,
® and 6 were plotted versus t, as was the measure of fuel consumption, € o
(fon was divided by the value of £y, for the rigid spacecraft to give a el
factor".) A step-by-step calculation of satellite mechanical energy was also
plotted against t. (The formula used is presented in Appendix B.) This display
is particularly valuable, since it provides some insight into stability. The
more rapidly the vehicle loses its mechanical energy, the more quickly it
approaches its ideal ultimate state of zero 8 and zero 6. Clearly if the
energy were to steadily increase, the gsatellite configuration could be labelled
unstable, This would indicate that energy from control jet pulses was being
added to attitude oscillations, instead of being subtracted, as required.
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Figures 11 through 31 show some of the simulation plots. The first
of the series, Fig. 11, presents the performance of the fully rigid spacecraft
(B = 0). Following are graphs at B = 0.1, 0.4, 0.7, and 1.0 for the full range
of ®, A number of trends are evident.

0 vs t

All simulations show a rapid initial reduction of © to values hovéring
about the deadband. There are pattern changes, though, that relate to ranges of
®., At low &, the attitude angle tends to ride the edge of the deadband. It
appears that the control jets have the power to hold the main body in place, but
must constantly fight the slowly but surely moving appendages. When @ is greater
than 1.0 (above controller resonance), the response tends to follow the rigid
simulation pattern. The flexible vibration of the booms seems to add only a
high-frequency ripple to a steady motion, as shown for the case B = 0.1, ® = 3.16.
Unlike the lower frequency examples, the response of the appendages does not
dominate the pattern,

A
° A

6 va t©

The oscillatory frequency is readily apparent in these plots. Like
the displacement vs time series, the response pattern is more a function of ¢
than it is of B. At low values of ¢, the pattern follows the form of alternating
spikes about a relatively low velocity. The steady low velocity corresponds to
the intervals where 6 hugs the deadband edge. The large spikes show the effect
of the appendages intermittently swinging the core to the opposite side of the
deadband. Velocities will be high until the thruster fires repeatedly, again
bringing the attitude angle to the deadband edge. For the larger ®'%, there is
a ripple of varying magnitude about steady coasting velocities.

~

5 ys £
O] Y

Fuel usage at larger values of ©® follows closely the figure for the
rigid satellite. The thruster uses little power after t = 2.0. This contrasts
sharply to the requirement of satellites with ¢ = 0.1. After the initial spurt
of fuel, the usage figure slowly, but steadily, increases. The total flow at
t = 20, however, remains somewhat lower. The largest figures for fuel usage
are found when the satellite's natural frequency is approached, and especially
for large B, Similar to the low frequency case, a large portion is spent after
the initial jump.

Energy vs £

There seem to be three patterns for the energy plots. At low ®, there
is a tendency to drop rapidly to a high and steady value. This indicates that
the attitude jets have little effect on the vibrations of the low frequency
appendages, once those appendages have been set in motion.

At the slightly larger frequency of ® = 0.316, the energy follows a
slow steady decrease, showing some controller effectiveness in reducing vibration.

For ® = 10,0 and for ® = 3.16 at high B, there is a rapid decrease to

a low energy value. Being comparable to the rigid case, it provides an extra
indication that little flexible vibration occurs at large @.
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7.2 Performance Quality Numbers

The simulation data was subjected to a more gquantitative analysis

- through a program called "SIGVALS". This program, found in Appendix A, isolated
or calculated values from the simulations which were congidered significant in
terms of showing satellite performance. The items of interest were:

(i) Total Fuel Expended

The total thruster-on time for each flexible simulation was divided
Dby the corresponding t,, for the rigid satellite. This provided a fuel factor
corresponding to the fuel used in a particular run, divided by the fuel usage
for the reference rigid run.

(ii) Time in Deadband

The primary function of the control system is to maintain the attitude
angle, 0, within the deadband region. A measure of the system's success in
meeting this requirement is shown by the percent of time that it actually satis-
fies |6] < 1.0.

(iii) TInitial Overshooting

When the control loop is first excited, there is a tendency for state
variables to overshoot. A satellite with less overshoot is better capable of
coping with attitude perturbations. Program SIGVALS, therefore, was designed to
find the maximum overshoot of the attitude angle and rate (Q and 0), along with
the component of angle and rate due to flexibility (61 and 01).

(iv) Secondary Maximums of Variables

Tn the time span of £ = 2.0 to the final t = 20.0, it can be assumed
that initial overshooting has tapered away. The maximum magnitudes of the state
variables now provide some indication of deviation over an extended period.

(v) Energy
Ultimately, the energy represented by the state variables should
become zero. How closely a given simulation approaches this goal indicates

system stability. By calculating the energy at € = 20,0, a powerful indicator
of performance quality was measured.

7.3 Plots of Performance Quality Regions

The "significant numbers" found above for each simulation were
assessed. Grades were assigned, ranging in value from "A" to "E", with an A
identifying the best level. Generally, an "A" signified performance equal to,
or better than, the performance of the rigid reference case. FEach performance
criteria of Section 7.2 received a quality grading for all flexible simulations.
This allowed quality region plots to be drawn, as shown in Fig. 32 to 38. (The
computer program which calculated the quality grading, and drew the plots is
found in Appendix A.) Each criterion has a display of ® vs B. Quality gradings
are entered in the position corresponding to each simulation's flexibility
parameters.
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Figure 32 shows plots for criterion 1 using both the constrained and
unconstrained format (i.e., @ vs B and $ vs B). Subsequently, only the uncon-
strained type is displayed. The latter can easily be converted, using the
transformation of Fig. 10.

8. RESULTS FROM PERFORMANCE ANALYSIS

Figures 32 through 38 show many interesting performance trends for the
flexible satellite model, Each criterion of quality will be reviewed individually.

Criterion 1. Fuel Expended

There is a definite increase in fuel consumption as the appendage
modal frequency approaches the satellite's natural frequency (i.e., ¢ = 1.0).
In addition, extra fuel is required at large B. The excellent economy shown at
low ¢ may be misleading, however, due to the finite interval of our simulations.
The fuel usage plots show little sign of easing consumption at t = 20.0, indicating
that larger long term figures can be expected.

Criterion 2. Time in Deadband

A definite trend is shown of decreasing deadband time as ¢ decreases,
and as B increases. Only those frequencies above w, show good results.

Criterion 3. é Overshoot

The attitude angle is shown to be less likely to overshoot at large B
and small ¢. This P trend is due, no doubt, to the decreased main body inertia
which the attitude jets must control. The lower frequency of vibration allows
plenty of time for the jets to assert authority.

Criterion 4. 6 Overshoot

The area of highest velocity overshoot is found at low ¢ and large B.
Most of the performance degradation is caused by the worsening contribution of
01 (see Criterion 6 below).

Criterien 5. él Overshoot

The trend in this criterion is exactly opposite to that observed in
Criterion 3. The implication is apparent. The proportion of appendage inertia
is largest when the rigid main body inertia is least, making the high B, low ¢,
zone most subject to overshoot.

Criterion 6. 631 Overshoot

3 %
The region of high 63 overshoot is also the region of largest 631.

The larger flexible displacements at given frequencies result in correspondingly

larger modal velocities.

Criterion 7. Secondary 4

The long-term attitude angle perturbations become considerably
degraded around the resonance frequency. Good performance is found only at the
high and low modal frequencies. :
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Criterion 8. Secondary ©

The trends of the velocity excursions follow closely the pattern
established above for the angular displacements.

Criterion 9. Secondary 63

The simulation plots of Figs. 11 to 31 showed how the appendage motion
became more violent at low ¢ and high . This is distinctly underlined by the
larger long term 91 in this regime, as shown in the performance quality plot.

~

Criterion 10. Secondaryj@;

it
. Areas of highest appendage velocity, 61, coincide with the regions of
maximum 8y . This is compatible with the results of Criterion 9.

Criterion 11. Energy at % = 20

The quality pattern found for the energy criterion is not as clear
as some others. However, one result is readily apparent. At ¢ above the
resonant frequency, energy drops very well, with somewhat less improvement at
smaller B.

The low frequency, high flexibility region (low ¢, high B) retains a
large amount of residual energy.

8.1 Concluding Remarks

The plots of the preceding section show definite variations in satel-
lite performance as a function of appendage flexibility.

The ability of the pseudo-rate controller to operate well is very much
a function of the natural frequency of vibration of the appendages. At higher
frequencies, the elastic modes are not as likely to become excited by control
inputs. At lower ranges, however, elastic oscillations can become a dominant
motion, particularly when large boom inertias are present. In addition, these
modes tend to persist much longer, as shown by the energy plots.

It is of marked interest that energy levels for all simulations show

a decreasing trend with time. This indicates that no unstable behaviour has
been found for any flexible condition of our spacecraft model.
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APPENDIX A

This appendix contains a computer listing for the following programs:

(i) CSMP simulation program
(ii) Program "SIGVALS"

(iii) Program to calculate and plot performance
quality regions




w03 /1

SYIHY ALIIVAD FONVWHOINI4 3HL SL07d ONV SIL¥INDIVD WYHOOMd ONIMOTI0S 3HL

’"
./

66°==V134
viva wrone
* G0 NISAS®09//
[

135 VIVG 40 Q3
waunn 383N NI

an3
11X3 1D €9
€ 01 09
(E*L39€*B31S € T37) LVAHOS B2L
LOV44% 1314 XVAAS XVREAS XYNZASXYWTA(BZL S HONGN) 3LTHM
(G°€13%) L¥AN0d L2L
XVADYS XVAEY S XYIWZYONIWTY (LZLHONGN) 311N
(9°6TI¢=NIHAHG* XG4 95T+ =D THAHG XG4 2% v ¢ =¥ 1IEHS ) L YANOS 92L
NIHA " THA*V1IBIIZL HONGN) 3L18M
(/6649 X0IZ26 40X 70 > TTInexXn ¢ #1194 XT) LYWEOS G2L
15444 1Dd14XVhA T

TXVWEASXYWZAVXVHTAS XYY XYWNEY S XYWZYNIWTV (GZL* LdaN) ILTaM
(4 $2%94%,=D1Hd* TP 2VLI3H) () LVWHOS 024

DTHA'VLIB(02LY LEAN) L1

HNNOL/ (91 XVAA= LIV

81092°0=¥NNOL

3 NOT1335 40 ON3
3NNTANOD 09E
(S XVNZ= XYY L5E
09€ 0L 09
XYWOX=XVARY GGE
LSE4GEENGEE (XYWIX=(S) XYNZ) 31 USE

(WIXVNZ=XVAEY L7E
0S€ 0L 09

36021
1¥1S1=ONIL+HINT L=8ONTL
*Z/(1STI+NINILI=ONIL v
05 01 09
0=30021
*2/11STLNINIL)=1NIS) 0%
G7e 0 On(USTLI=L1141 GE
GEL0SHOEININILIAL 62
T=11 0¢

0*0=HONT L
1/9°ST3*XLE) LVWHOS 166
ATXVITSS*UNN)IUYIE 8

PN E P

IATLVOIN S1 v138 NIHM L3S VIVG 30 ON3
(9°GTI4X0T*9°G1I4X0TZ* 734 XS) LYWHOS 066
NIHG*DIHd V13B(0SS QENIOVIY €
(//H01OVAHO* XG4 HA NI IWTLHOT* X9 e NTHLANGSXINTHLHY * XLENHLOHY T
SXRONHLIHE S XTTONTHLOHS S XGENTHLHD O XLENHLOHY ¢X90NHL *NIWHESXZ) LYNE0S 8TL
e (BIL4L¥AN) LTHM
(V3INAHNO XL INIDYIAHLOX0T 0 2=NIWIL ¥aLdY T
SIVA *SBY *XVWHOESXBT+0*Z=NIWIL IN0438 *IVA *SHY *XVAHTEAXL)LVWHOS LTL
(LTLS LY¥AN) 3LIUM
(/7,¥1¥0 X314¥3d WO¥S SINTVA INVDISINOIS, $X2ne THT) LYNNOS STL
(STL4LEdN) 3118M
- LTHONGN
9=1daN
S=Q¥N
(9IXVWZ *1OIXVWL *(FIXVWA *(9ININL *(9INIWA NOISNIWIQ

3
(BONIL=) 3NOZ 80 NI 3WIL 3L¥INDIWD OL AY¥O0¥d >
Lo 3

AVNIWEIL

(1IHINNG 1T¥D
THOSON
NNOL® NTHLQSNTHLSNHLIG*NHL*N3nTL INI¥d
NNOL4NTHLG*NTHLONHLOSNHL*NIWIL 3uVdIdd
*02=NINIL HSINIS
9=30° T=NIN13Q ¢ *1=130¥d ¢*1=1304N0 **006=H IINI4 ¥IWIL
S 500000*0%44500000*0=¥4500000*0=HH1_8¥313Y
S00N00*0=4%500000°0=V*S00000°0=¥H1 H¥ISEY
3NN UOHLIW

UY1S1/NOL=NNOL
o ¥ViSL/3WIl=N3WIL
THLG (90/8VLSLI=NTHLD
€O/ THL=NTHL
H10#(80/HYLS1) =NHLO
GO/HLaNHL

SIBYINVA LNALNO IZITYNOISNINIG-NON »

(NOLQ*0*0) THOUNI=NOL
(¥)SEY=NOLC
QLedL=43NL

e l3rN=dL
VA3HLN#3IHL=15d3
B e N T e
S378VINVA ONV S¥D078 ¥3HIO =

4w d¥=25d3
(¥44nY14025d3) 1dTVI¥=S
(€SdI*H0¥) AV ITemY
25d3-15d3=€5d3

» G0 NISAS*18034//
N6L=09*NOTO3IN*09IVLN0S DIXI //
"

W3ITNI0HINDD ILVH=0GN3Sd &

XVAEX=XVWEY S9E ALLYO1¥de/ (THL*OTHIO)IATH30=THIO
LYESGHESGIE (XYWEX=17)XVWZ) ] O%E (042)=713AFTOSKO¥RSSY IO JHI 1IVW, ¢ (007402 OT4HY I3 TBTIT 7/ (HL*OHLO)AT¥3A=HIa
(EIXYNZ=XVWZY LEE THi+¥HL=HL
0v€ 0L 09 R . AlXev=THL
XVNZX=XVNZY GEE (VHATVENTN X dno=v
LEE$GEEISEE IXYWZX=(E1XYNZ) 31 (VHAIY40* 040 *0$0UHLAS ONMHL | TdXAWI=EHL
3NNLINDD 1€€ S3NVA O1¥I/13NL=VHATV
¥Z=(F1XVWZ OFE NOTLYINWIS INVIT4INDTS 40 DD 3HL ¢SIVAOIS WYaOOHd SI ONIMOII04 3HL SOINVYNAG AGOS »
16€ 0L 09
HZ= (M )XVYWZ 62E ) - 17 JIWYNAQ
OEe6ze 62 az=v2)dl 82c w7
040282 126 80raN3
92€ 0L 09 an3 1805

((FYXYWA) SHY=HZ G2€
LZEYGZE4GZEL0°Z=HVLSL/ (FIXVIL) 41 T2€
0*0=vZ 02¢

NENL3E 0061
(9*€139) LYWHOS 61
(IONVHN$Z=10 (1) XVNBL) (6142) 114N

T2€ 0L 09
CUFINIWA)SEYRVZ L1E
0ZE*LTESLTEI0"Z=HYISL/ (FINIWLI ST
Srear TE€ 00 GIE€
NIWIX=NIWTY OTE
G1€ 0L 09

o == TUIONVES =IO (1) XVWH) (6T192) JLTEN
(FONVENSZ=14 (1INIWHL) (6142) 3LINM

(IONVHNZ=I4 (1INIWS) (61921 3L18M BT
0057 0L 09

(9°E139) L¥YW¥04 #1

(HYHOXZ=14 (1) 1N0X) (#T42)31T¥M €T

(§°2139) LyW¥04 2T
UYLSLONIHLONOTHLIQWNOTH L $NONHLOS NOBHL (ZT42) 3LI¥M
(946134201 HY49*GTI0=NTN HEHI*GTI¢=ITH HG4G* L4 udWVAHS) LYWHOS T1T
QLEATH OTHS GVA(TT4 21 ILTHA
44 =¥13BHE ) LYWHOS O
AIHI$IIHA* VIIB(0T4Z) ILINM
LHOSON
NOILVWHOSNI TWILINI JO SG¥VD HONNG

(90513 3

(ZINTWA=NIWTY SOE
OTE*G0E $SOE(0*Z=HYLSL/ (ZININL) 31
wnZLOZNAUVISL
S3INTVA ¥ >
NOTLY3S 3SN 40°Z *19* NIWIL 41 *0°Z=N3WIL OL dN SIMWVINVA 4O >
*IVA *SHY *XVW ONIJ *ALITIIVH XVW=NIW dWSD ONISA == O NOIID3S wsed

3
(9°€139) LVANO04 655
(94 T=1¢(1)XVWL) (555 %QUN)QV3Y
(94 T=1¢(1)XYWA) (G554QUN)QVIY
(94 T=1¢(1INIWL) (G54 TUN)QVIY
(94 T=1¢LTINIWA) (6554 QYN ) QVIY 09

THIS1-GN3L+8ONT L=6ONT L
1571=QN3L 6§
09455409(30021141 0€

@ NOILD3S 30 ON3  waed
3NNTINGD 062

WA=XVNTA 662
06240624652 (WA=XVnbA) 31 062
EASXVWEA S¥C

04240624592 (EA=XYWEA) 31 09¢
ZA=XVWZA §€2

OnZHON2IGEZ (ZA=XVAZA) 41 0EL

005T 01 09(T0000°0°19* (NA=(1)1NOXISEVIAT
107d1=NL

(%)2=(111n0X 0021
(119X3aNI=%

HAVHOX*T=1 0021 0T VOE

00§T 0L 09(1*3N*d3IN) 4L
81 0L 09(0°17°8r) 4l
(93014 (TIOVIAIT) ¢ ( (THAIEIENIDIH) IINIIVAINOS
CLT)INBX* (92)4N8) ¢ ((T)4NG14 (1) 4N8) 3IINITVAINOS
COTIIULTLTSCTIITLTLI ¢ (VAIIA4H) IDNITVAINOS
(1301N0% (913 * (130¥d* (5%

)0 ¢ (RTINTS® (%)) ¢ (NTWTI3Q* (€)) ¢ (1730%(212) ¢ (INLLE (1) D) IINITYAINDS

(TIBNASS BNASON*ONT LON® (0S)WYd NOWNOD
€919V 114 TINIT¢INIT* (0€)9VT414S

ANTHATS LOTAT ¢ ISHTAT+ONI 1+ 11 JONIENNYIUS SONT $WYANS WY INS AVIXAT NOWROD
(05)9X3ANT* (06) LNOX+138Y 194 3WYNd* [0S ) dXONT ¢ (0ST) ¥4NAA NOWWOD
HAVHON S HAVHON® LXINL4OTHA ¢ 1dOT $STHONS XINIL NOWNOD

- _____lSOT)EWNQC*ONOM* (0Z)ZANAD NOAWOD
o (00T IINVH I+ (06) dXIANT $ONGHEITITLE dIINCH NOWWOD
(0OT)XVWH1¢ (00T)NIWHL® (0OTIXVWH* (ODT)NIWY NOWWOD
LTINS ASYIVE LSYINS LSV ILE L4 SBY NS 13854 IAALNT 500708
+ONYHNSSINTANG LOTALHBY TN LOTSN ¢ LNIHAL INTHINS INTOAN WV IVN NOWWOD
(0008 3¢ INIdAL® (9%) TANAD NOWHOD

1 3GNI¢NNYIH QHOMS (63

TA=XVWIA §¢2
0€Z40€24622 ( TA=XVWTA) 41
(NTHLOISEV=nA
(NTHLISHYREA
(NHLQ)SHY=ZA
(NHL)SHY=TA 012

TINTAAL# (661371114 (OTT1138V15¢ (0G)1ONGH* (00 T)3WYNd NOTSI>3d¥d 31N00
UVA* (06)4N8 NOISIDI¥d 316N0U

L/ANYIHASHLIAXNIOE Be1V3Y

1210281 NOISNIWIU

(11374141 NOISNIWIU

(0 ) 4NBX* 1051 4NBI_NOISNIWIQ

OTZ4L2YLZ(0°Z=NINILI 41 0
0°2Z=N3WIL ¥314V SITBYINVA 40 3NTVA *SBY XVW ONIJ == © NOILIIS esed
¥ NOILD3S 40 UN3  wasd

3NNITINOD 061

PX=XVAIX 651

061406T4GST (wX=XYAnX) 41 0S1

EX=XVWEX G91
0ST+0GTHSHT (EX=XVWEX) J1 OW1
Zx=XVWZX SET
091409 THSET (2X=XVWZX) 31 OET
TX=NIWTX $2T
SZT4OETPOETLIX=NIWDX) 31 021

= (8F1HONAG INTLNOYENS
aN3
N¥NL3Y

(1IBWAS = AVI3Y 05

L= (116AAS 0%

*1==4110°0 *37° (*T+(1)8WASISBY) 41 02
o 0L 09

ST=L(T0%°0 *37° (*I=(1)8WAS)SEY) Il §
ov oL 09
02 04 O9(((*T=) *19* €Sd3) *UNV*® ((He*T=) *17* €Sd3)Idl
ST OL O9((°T *17° €Sd3) *ONV* ((H="T) *19°* €Sd3))3l
*l==1(*1=*37* €Sd3)dl

OTHLQ+0¥HLO=0H10
OTH1+0¥H1=0HL
UYLS1/80eNOTHIQ=0THLIA
YVLS 1/80=NONHLO=0¥HLIA
BAWNOTHL=OTHL
OaNOUHL =08HL

. NM/6STHI®ER ZaaVISL
L(OT¥T@IX)/ (1IF ¥V LIHLN) ) LHOS=NM
S¥ILINVEYE ¥IHLIO ILVINIIVD =

0*1=20¥ +0%0=025d3 NOINI
0°0=NOTHLQ *0*0=NOTHL NOINI
0°0=NO¥HLO *0*QT=NON¥HL NOINI
SNOILIGNOD TVILINI 135 =

0°0%0L WYHVd
0*0=NIHL WYSVd
SLNANI TWNN3LXI L3S =

*89=01¥1 +Z1°0s13F) WVEVd

= @g=dNVL V€T EI=d) WYAVd
£0-36980179=80 *8810°0=H **EIT=VIIHLY WYNVY

W3ILSAS TOMINOD 40 SUILIWVHVY 135 «

100*0=dn¥Q WYNYd

T0+30LLYLE *OSNTN $00+3929526°0=DTX WYV
§%8Z*82=N1Hd *000000°0T=J1Hd *0°T=VIi38 WV3Vd
076 3781X374 ¥O4 SHILINVAYL L3S

AVILIND

(TIAVI38 ABOISTH

Q3ANTONT 300W 316IX374 OINIVHLSNOONN 3NO
4007 31¥¥-00N3Sd 40 NOILYINWIS IINVWNOI¥Id o

HOIIVW ¥IUINMD ==  (X3VJH3d: WYHOOHd e

06T OI 09 e *T=I(*T *39* €54d3141 &
0*0=XYWYA 0§ 01 09
0 0= XVWEA D14z (1IGWAS &
0*0=XVAZA Seven(INILISL
0°0=XVWTA *0s1
yX=XVHPX . T=Tidoed=1 .
CX=XVAEX T (3WTL* (1151 3ONIWAINOI
2X=XYW2X W3n NOAROD
0*0=NIWIX §TT (ESJIHHIDILONIAVIIY NOTLONNS
0ZT4GTT+0ZTININIL) ST doLs
(NTHLO) SHv=oX aN3
(NTHL)SEV=EX 2y
NHL=TX OTT (T=1HINNG TT¥D

S0ZSOTTHOTT(*2Z=NIWIL) 31
0°Z=NIWIL OL dN SITGVINVA 40 INIVA *SBY X¥W ONIJ == V NOIID3S wned

|V 39Vd

11215741 0§

(9°€13) L¥wa04 ST
Hd(GT+2) 3L 18M
*0l==¥d
%330 VivG 3LYNIWY3L OL Q¥YD ¥ 300D =

® 00 NISAS*dWS//

==d007 TOMINOD 3HL 40 NOTLVINWIS dWSD 3HL *X374¥3d WYHOON¥d S1 ONIMOTIO4 3HL

SWY¥OON¥Nd ¥ILNAWOD ¥ X10N3ddV




*10CS1C uuvumt:a-no"sn.(:vnmko.\‘v’unn:m
SONE WORD INTEG

esese D AT A 1IN MERE seene
=99

61% mnnn-u.ouu»u:-un '''''
620 WRITE (74803}

*L1ST"SOURCE PROGRAM 0 550 PAGE A2
c 625 xruwnx-ao.oun.ns.uo
< PROGRAN 70 PLOT PERFORWANCE QUALITY REGIONS 430 WRITE (7,802)
< PEN AT ReMsSe AT START THE FOLLOWING ARE THE VARI PERFORMANCE CRITERIA_SECTIONS WHICH
C PLOT CAN BE MADE OF EITHER consvnm:n [ um:uusnumeo Nl ARE INSERTED INTO THE PREV 1OUS. PERFORMANCE REGION PROGRAM 635 IF (AGMAX=15.0164516451640
3 INCLUDES CMANGEABLE SECTION FOR PERFORMANCE CRITER 640 WRITE(74801)
< GO T0 550
5 WRITE(14540) 645 WRITE(74800)
540 ronunt-(ousmuntn PLOT == INPUT 1+ UNCONSTRAINED PLOT ==INPU GO 10 550
cuv:nu 1 TOTAL FUEL EXPENDED Ce#e END OF CRITERIA 6
READIB-MHKGDE 600 romn'n:lroaumcs :ln:nu 1
561 FORMATI(I1) 601 FORMAT('TOTAL FUEL EXPENDED'
3 1FUFFACT=1,41615+£104610 CRITERIA 7 == SECONDARY MAX THN
3 DRAW PAGE BORDER 610 WRITE (72611 300 EORNATCIPERKORMANCE CRIVERTA. 741
CALL SCALF(140+1404040s=108) 611 FORMAT( 201 FORMAT ( +SECONDARY WX TN
CALL FPLOT(140404040) ; l'(Vlu‘l-l.‘ﬁlblﬁ'bl,ullo
CALL FPLOT(2+040+84351 €15 |nrncv-x.uug.uo.uu 610 Ullel'hln
CALL FPLOT(0+10485+843: 620 WRITE (7+621) GO T
CALL FPLOT(0¢+10485+0401 621 remn-:-y 615 |nvmx-\.nuzs.azs.un
CALL FPLOT(=11040+040) 10,2 620 WRITE(T
625 IF FFA 0163546354630 i ,50
< SCALE_PLOT AND_ORAW AXIS . 630 uqv:n-un ey 625 IFIY1MAX=1
CALL SCALF(840v1+€0=0021=246251 631 FORMAT('R') 630 WRITE (748021
CALL FGRID(0+040s=14251041410) GO TO 550 Go 1o
CALL FPLOT(=21040+=1425) 635 WRITE (71636) 635 IF (Y1MAX=1415)64526451640
00710°se1¢10 636 FORMAT ('A") 640 Iln!l'l-loll
GO T0 550
Aum-o- AL £y, C#ss END OF CRITERIA 1 22 645 nntn.loox
YPL=ALOG (ANUM1 /2302585 e e >
CALL FPLOT(0+040+YPL) Cons sno o cnn:nu 7
CALL POINT(O) CRITERIA 2 == TIME IN DEADBAND
10 CONTINUE $00 FORMETHASCREORANCE CRITERTA 2n
00 11 1=2+10 601 FORMAT(*TIME IN CRITERIA 8 == SECONDARY MAX DTHN
Ale=l IF(TPCT=8 .mm-us-bm L _____600 FORMAT('PERFORMANCE CRITERIA 8')
ANUM=1.0%AT 610 WRITE(T+611) 601 FORMAT('SECONDARY MAX DTHN')
VPL-ALOﬁ(ANUﬂII/!-!°Z9B5 611 FORM!\'('A'I IF(Y2MAX=10+01615+615+610
CALL FPLOT(0+040+YPL 610 WRITE (748041
CALL POINT(O) 615 w(rncr-w.uuzs.ns.uo 550
11 CONTINU! 620 WRITE(7 615 17 (YMARST45)62816251620
00 12 1=2.8 633 Fommatioaer 620 WRITE(7803)
Al=l
ANUM=104#AT 625 1F(TPCT=554016351£351630 625 1FIY2MAX=3001635,633,630
YPLwALOG(ANUM) /24302585 630 WRITE(74631) 630 WRITE (7,802
CALL FPLOT(0+0405YPL) €31 FORMAT(vCr)
CALL POINT(O GO 10 635 IF(Y2MAX=245)64516450640
12 CONTINUE 635 IF(TPCT~4040)64506459640 SEE 640 WRITE(74801)
640 WRITE (7+641) GO TO 550
3 ANNOTATE THE AXES 661 FORMAT('D') 645 WRITE (748001
00 17 K=ls11 60 10 550 GO TO 550
S 645 WRITE (74646) END OF CRITERIA 6
P=AK/1040 646 FORMAT('E')
15 XP=P=0415/840 GO T0 550
VPa=1425=042/146 e F CR S clnznu 9 == HL
CALL FCHAR(XP»YP 1041400150401 < i O EBRTEIA 00 FORMAT ( 'PERFORMANCE CRITERIA 911
WRITE (7,501)P sol FORMAT { * SECONDARY MAX THIN')
301 FORMAT(FS.1) CRITERIA 3 == INITIAL THN OVERSHOOT TF(Y3MAX=5 Yersre1sm10
17 conTiw 600 FORMAT( *PERFORMANCE CRITERIA ;-| 610 WRITE(74804)
20 CALL FCMAR(=02051=1403125104140211040) -t 601 FORMAT(*INITIAL THN 0 550 =
WRITE (7+505) 7 V610, 615 IF(YIMAX=345162516251620
505 FORMAT('041%) 610 uiﬂé’?%"’% e shoai 620 wmsn oa
F =0405+=0403125+0+1+0414040) GO TO 5!
4 615 lnuum.a.ouszs-ezn.szo 623 xrw:mx-z.mea;.su.no
b 620 WRITE (7480; 630 WRITE(7+802)
6875100120410040) 5010 330 GO 10 550
WRITE (74507) 625 lFlAmmo;.nensss.szo.un €35 IF(YIMAX=0451645:6450660
507 FORMAT('1040") 630 WRITE (74802 640 WRITE (74801)
< 0 0
[ WRITE TITLES 635 WRITE (718031 645 WRITE(74800)
CALL FCHAR(=040751045+041510415+1457074) G0 T0 5
1F {ICODE=1)10]+1010102 C#ws END OF CRITERIA 3 Co#® END OF CRITERIA 9
101 WRITE(7+542)
542 FORMAT('PHIC')
0 105 CRITERIA 4 == INITIAL MAX DTH CRITERIA 10 == SECONDARY MAX DTHIN
lﬂ? WRITE (74563) 600 FORMAT( 'PERFORMANCE cnnsuu “n) 600 FORMAT ( 'PERFORMANCE :unuu 10"
43 FORMAT('PHIU' ) 601 FORMAT (*INITIAL MAX DTHN 601 foﬂnul'sscownv MAX DTHIN
103 CALL FCHAR (0492541453125 4015104180040} T AZNAXY 15401613 86350610 3 4MAX= 840)16151615+610
WRITE (74544 610 WRITE (748041 M i 610 vnrsn.anu
544 FORMAT('RETA') GO TO 550 GO 10 55
SALL_HAR(0+118 524125 0018404130451 615 1F (AZMAX=100401625+6251620 615 [F (YAMAX~640)6251£25+620
WRITE (7 620 WRITE(7+803) 620 WRITE(7+803)
545 FORMAT(1PLOT OF PERFORMANCE UALITY REGIONS 1
CALL FPLOT(=21001749s=244 625 TF (A2MAX=8540)64016400635 625 IF(Y6MAX=44016351£350630
CALL FPLOT (140482813924 —Wﬂuozn o 630 WRITE (7+802)
CALL FCRARIOs03sm145835, 0+ 15041+040) GO T0 550
WRITE (746001 640 xruzm\:-m.uluo.sso.su 635 1F (Y4MAX=24016451645+640
CALL FCHAR(04051=146875404140411040) 645 ..an:n.aon 660 WRITE(74601)
WRITE(74601) 0 10 550
L T’ S chss 650 WRITE (748001 645 WRITE (74800) : Do 3
550 READ(2+54T1BETASPHICIPATU N e 2
567 FORMAT(5X+Fte2110XsE150Cr 10X sEL546) C#es  END OF CRITERIA & Cees END OF CRITERIA 10
TF(RETAI 70045554555
553 READ(25481 ALMIN 1 AZMAX A 3HAX sAGHAX
548 FORMAT(4E1345 CRITERIA 5 == INITIAL MAX TH1 Cews PERFORMANCE CRITERIA 11 == ENERGY AT COMPLETION OF SIMULATION
nEAmz.9:.91vwx.vzmx.vgnu.um...v(..rr.g B k = 600 FORMAT { | PERFORMANCE gg"ﬂ“ 50 550 READ(24547)BETASPHICSPHIUVENRLG o2 08
= % ~ 601 FORMAT('INITIAL MAX THIN e e = 547 FORMAT (5X+F4e2110X 10X+ET546410KsFaTT

549 FORMAT (4E13451FBa3F 7431
<

C#ws THE NEXT SECTION WILL CONTAIN ONE OF THE PERFORMANCE CRITERIA.
Ce®e QUALITY WILL BE GRADED AS AsBsCs ETCs  REGIONS ARE THEN PLOTTED
3

_KPLISBETA-0.009375
TF{ICODE=11602+60

602 VPL'IALOG(PNXCI/Z-JDZSS! 04046875
GO 10 605

603 YPLT=ALOG (PHIU1/24302585=04046875

605 CALL FCHAR(XPLT#YPLT40e15+04154C40)

800 FORMAT('
RO1 FORMAT(
807 FORMATI'C')
803 FORMAT('D')
804 FORMAT('E')

ONE OF THE STABILITY CRITERIA GOES IN HERE  #ewww

c
700 CALL FPLOT(1+1454=34125)
6 CALL EXIT
END
/1 x€Q

1F (A3MAX=B401615+£104610
610 Hnnsn.aun

GO T
615 lrlunu-s.ouz;-ezn-sza
620 WRITE (74803)

550
625 1F (A3MAX=4401635+€304630
630 WRITE (74802)

635 IF(A!MAX-?.OIGA!-AM,'AMI
ZEAD VRS TE O eol

0 550
645 wnsn-sau)
55
Conn sun or (R"ER!A 5

clvr:kl & == INITIAL MAX DTHIN
FORMAT ( "PERFORMANCE CRITERIA 6')
tol FORMAT ( *INITIAL MAX DTHIN')

IF (AGMAX=90,0161516151610
610 WRITE (74804

GO T0 550

S

IF(BETA) 70045554555
€
600 FORMAT( 'PERFORMANCE CRITERIA 11
601 FORMAT('ENERGY AT SIMULATION COMPLETION')
VALL==640

VAL2=:

VAL3==640

VALG==T4

F(ENRLGhVALHblhé'ﬁ-HO
610 WRITE(T

60 10 550

615 lFIENRLG-VALﬂbZS-bithO
620 WRITE(74803)

GO 10 550
625 1F (ENRLG=VAL3)63516354630
630 WRITE(74802)

GO 10 550

635 1F (ENRLG=VAL4 164516455640
640 WRITE(7+801)

645 WRITE(7+800)
GO TO 550
END OF CRITERIA 11




APPENDIX B

The total mechanical energy has kinetic and potential parts. The
kinetic contribution can be written as:

R AT
I, 6 +2fa(x6 + y)<dm

= nj -

& 62 + % 62 [ x%am +% [ 5Pam + & [ xj dm (B.1)

where Iy is the inertia of the main body. A mass integral is taken over the
flexible appendages, denoted by "a".

Now, from the formulae and notation of Ref. 10, we can expand © and

y as:
B =0+2 enqn('t) (B.2)
y =28 (x)q (t) (8.3)
with
fa 6n(x)5m(x)d_m =166: n#m (B.k4)
[, 82(x)am = I, (B.5)
6 = - % [ x6_(x)dm (B.6)
92
n
k, = p— (B.7)

Substitute (B.2) to (B.7) into (B.l), assuming one flekible mode.
Further nondimensionalization by 1/2 I wy results with:

62 bt}
T . e
w2 ) [ & +z En Ywi (8.8)
(6]

The potential energy is composed of two parts. The first is the
potential of elastic deflections. This can be written as (Ref. 10):

-

T _ g2y 2
Vet =3 " wn(If ¥ en)q'n




or: 2
v w
ef z n 2 2
%) e @ (B.9)
2 I uf kw2 B
2 c n c
after nondimensionalizing.
A further potential term can be estimated for the satellite controller. -
It will exist for attitude angles beyond the deadband angle. If we define
eEXT = 06 - DB, we may write:
=1 2
Veont = 5 ¥ Opyp (3.10)
where

k=1 wi (B.11)

After substituting (B.1l1) into (B.10), we have:

Vcon‘t )

- == O (B.12)
=T w

2 e

The total dynamic energy is the sum of (B.8), (B.9) and (B.12) which, for one
mode, is given by:

+ GEXT (B.13)

. 2 2 22
E _ (6 2 4 (ay. .+ Wrqy) Oy
=

2
wck:L

1 2
2Iwc
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