
 
 

Delft University of Technology

Estimation of Flight State with a Collision Alert Radar

Maas, J.B.; van Gent, R.N.H.W.; Hoekstra, J.M.

DOI
10.2514/1.I010898
Publication date
2021
Document Version
Final published version
Published in
Journal of Aerospace Information Systems (online)

Citation (APA)
Maas, J. B., van Gent, R. N. H. W., & Hoekstra, J. M. (2021). Estimation of Flight State with a Collision Alert
Radar. Journal of Aerospace Information Systems (online), 18(6), 347-354.
https://doi.org/10.2514/1.I010898

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.2514/1.I010898
https://doi.org/10.2514/1.I010898


Estimation of Flight State with a Collision Alert Radar

Jerom Maas,∗ Ronald van Gent,† and Jacco Hoekstra‡

Delft University of Technology, 2629 HS Delft, The Netherlands

https://doi.org/10.2514/1.I010898

It was found that a newly developed portable collision alert radar receives reflections from the groundwhile flying.

In this paper amethod is developed that uses range andDoppler information from these reflections. This information

is used to compute height and velocity information relative to the terrain, somethingwhich is not possible with existing

hardware.Themethodwas tested on a local flight in theNetherlands, with a prototype of the radar. Flight state results

were compared with those of a GPS tracker on board. It was found that the velocity can be computed within meters-

per-second accuracy. Height differences are due to the measurement method, measuring directly from the ground

surface (radar) or relative to a database (GPS). If developments inmicrowave sensing techniques continue to improve

the hardware, flight state estimation by radar can become an option for pilots who do not want to be dependent on the

correctness of a terrain model, but who measure the terrain shape independently.

Nomenclature

A = aircraft position
altitude = vertical distance of aircraft above mean sea level,

computed by a barometer
elevation = vertical distance of ground above mean sea level
H = height of aircraft above ground
height = vertical distance between aircraft and ground
p = a point on the ground
r = distance from the aircraft to the object observed by

the radar
SD = standard deviation
T = aircraft track vector
V = aircraft velocity vector
Vr = Doppler velocity of the object observed by the radar
VX = horizontal velocity of the aircraft
VZ = vertical velocity of the aircraft

I. Introduction

A NAIRBORNEcollision alert radar is being developed for use in
general aviation (GA) [1,2]. Although its primary goal is not to

detect the ground, reflections from the surface are observed in the
radar output. These reflections can contain useful information for a
GApilot, because it is crucial to know the aircraft statewith respect to
the landscape.
The traditional flight instruments of an aircraft provide the pilot

with the state information by interpreting the air data. A barometric
altimeter can compute the distance above the runway. If the altimeter
is set correctly, the altitude is 0 when the aircraft lands on the runway.
This way of setting the altimeter will be used in the rest of this paper,
but it does not provide information about the landscape around the
airfield [3].
Inertial Navigation Systems (INS) track the aircraft position by

dead reckoning from takeoff, and satellite-based navigation (GPS) is
used in commercially available navigation apps [4–6]. These systems
determine the sensor position with respect to the start of the flight
(INS), or with respect to an elliptical approximation of the Earth
mean sea level (GPS).None of these instrumentsmeasure the surface,
but the position of the ground is stored in an internal model of
the elevation. But this map may be outdated or lack detail, and tree

tops increase the terrain height that a pilot wants to avoid, which may
not be included in the database. Such faults can lead to unsafe
situations.
In order not to rely on an elevation map, it is possible to perform

direct measurements on the surface. This can be done with a radar or
light detection and ranging (lidar) altimeter [7,8]. These systems
measure the distance to the ground directly below the aircraft. This
provides information from a single point and not about the entire
landscape. For collision warnings about the landscape in front of the
aircraft, the pilot is still dependent on an internal elevationmodel. The
limited functionality of lidar altimetry, combinedwith a steep price, is
the reason that lidar altimeters are not often used in GA.
Progress in the field of microwave sensing has empowered the

development of new portable radar hardware for direct measurements
[9]. Such a new system can be used in GA, as a collision alert radar.
Example functionalities are to detectwind turbines and to track aircraft
in 3D. The equipment will cost less than a complete ADS-B/CDTI§

combination, and all “sense and avoid” functions can be performed
simultaneously by a singlemachine. The application of portable radar
in GA looks promising, and the processing methods for it are being
developed [2].
In this paper, the development and testing of a new method are

presented. This method will use reflections of the collision alert radar
to determine the state of the aircraft: its height and velocity with
respect to the landscape. The method makes use of the wide aperture
of the radar, as well as the signal filtering properties. It combines
several surface reflections in front of the aircraft into one final aircraft
state, and it can therefore provide ground collision warnings based on
the landscape in front of the aircraft. This is not possiblewith existing
equipment. This system has the potential to act as a terrain collision
warning system for the pilot.
The underlying hardware and software principles of the state

determination method are presented in Sec. III. This method is first
tested in simulation experiments described in Sec. IV. The radar and
the algorithmare subjected to a flight test, which is presented inSec.V.
The results of the flight are presented in Sec. VI, and a discussion
on these is found in Sec. VII. Conclusions on the algorithms are given
in Sec. VIII.

II. Algorithm Theory

Modern microwave sensing hardware and software has improved
greatly in the past years, partly empowered by the arrival of self-
driving cars [10–12]. Because of this, new systems can be developed
that complement the shortcomings of current flight instruments [2].
In this section, the theoretical method for detecting the state is
introduced. The hardware and software for this are described in two
parts.
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A. Hardware

Frequency-modulated continuous-wave (FMCW) radar systems

measure range and Doppler velocity (noted as r and Vr) of objects

within sensor range [13].Theweight, cost, andpower consumptionare

low enough that they can be taken on board of a small aircraft. If this is

done, they can be used to sense the aircraft surroundings [14,15].

A collision alert radar system is developed for use in GA. This

system is expected to increase situation awareness of GA pilots. The

system is developed to have awide aperture, up to 60 deg horizontally

and vertically. Other aircraft can be seenwith these radars and ground

reflections are observed as well. Technical specifications of the

hardware used can be found in Table 1.

An FMCW radar system can measure both the distance to and the

Doppler velocity of an object [10,13], after antialiasing is performed

[16,17]. The Doppler velocity is the component of the relative veloc-

ity in the direction of the object. Direction of arrival estimation can

help localize a source of reflection in three dimensions [18,19].

B. Software

When the radar system is moving over a landscape, the surface can

be represented by a collection of objects with different distances and

relative radial velocities. The measured signals can be used to deter-

mine the instantaneous state of the system.

The landscape is modeled as an inertial flat plane that reflects

emitted radar signals back to the system. The effect of this assumption

will be investigated in Sec. III. Because the surface is not moving, the

relative velocity vector is equal at all locations on the surface.

Radial velocity is defined as the component of the relative velocity

vector in the direction of the object [17]. Because the relative velocity

is the same everywhere, this is only dependent on the angle between

the distance and velocity vectors of a point.

Thismeans that two pointswill have an equal radial velocity only if

the angles between the line from the aircraft to the point and the

aircraft velocity vector are equal to each other. As illustrated in Fig. 1,

this means that all points with the same radial velocity must lie on a

three-dimensional cone around the system velocity vector.

A contour plot on the surface is created, connecting the points on

the surfacewith equal radial velocity. Because all suchpointsmust lay

on the three-dimensional cone and on the surface plane, the resulting

curves are hyperbolas, parabolas, and ellipses. The transverse axes

of the hyperbolas are the projection of the axis of the cones, i.e., the

aircraft velocity vector. A second contour plot is added to the figure,

connecting surface elements with the same distance to the system.

The result is seen in Fig. 2.

From Fig. 2 it is observed that for a given distance to the system,

multiple radial velocities exist. For this given distance, the maximal

and minimal radial velocities can be found where the hyperbolas are

tangent to the circle. Because the center of this circle lies on the

transverse axes of the hyperbolas, the two types of contour plots must

be tangent at the vertices of the hyperbolas, which is indicated as the

dotted line in the figure.
Thismeans that for a given distance to the system, themaximal and

minimal radial velocities can be found at the transverse axis of the

hyperbolas. This axis is the projection of the system velocity vector

on the plane, which will be called the track vector. The track vector is

illustrated in Fig. 3.
The FMCW radar can measure the distance and radial velocity of

all points that form the surface. The following is now found: For a

given distance, the surface points with the maximal and minimal

radial velocities must lay on the track vector of the radar system.

These points are significant, because they can be used to derive the

aircraft state, as will be discussed in Secs. II.B.1 and II.B.2.
This is also given in mathematical notation. Say S is the collection

of points p on the surface, and V is the velocity vector of the aircraft.

NoteVr�p� and r�p� as theDoppler velocity and the range ofp. Then
it follows that

Table 1 Technical specifications
of the radar hardware

Parameter Value

Carrier frequency 9.425 GHz
Wavelength 31.83 mm
Sampling frequency 10 MHz
Pulse repetition frequency 4921 Hz
Power emitted 40 dBm
Bandwidth 10 MHz

a) The absolute velocity vector V of A b) The relative velocity vectors of the points
and their doppler velocities Vr

Fig. 1 Aircraft A and four points with the same angle between distance and velocity vector V forming a cone.

Fig. 2 Three-dimensional view of a system with a velocity above a flat
surface, with contour plots of equal distance (gray) and radial velocity
(colors).

Fig. 3 Three-dimensional view of the track vector T as the projection of
the velocity vector V on the ground.
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S � fp:p on surfaceg (1)

Sx � fp:p ∈ S; r�p� � xg (2)

T � fp:p ∈ S; p belowVg (3)

p ∈ T ⇔ Vr�p� � maxfVr�s�: s ∈ Sr�p�g (4)

1. State Finding Theory

In Fig. 4 a side view is given of a radar system above a surface.
According to the theorem in the previous section, let point p be the
point with the highest radial velocity VR of all measurements with
distance r. Therefore, pointpmust lay on the track vector of the radar
system.
The radar systemmoves with a velocity of VS. This means that the

relative velocity vector of p is given as

Vp � −VS �
"
−VX

−VZ

#
(5)

The radial velocity (which is measured) is a component of this
relative velocity vector:

Vr �
Vp ⋅ r
r

�
"
−VX

−VZ

#
⋅

" �����������������
r2 −H2

p

H

#
1

r
(6)

To get rid of the vector notation in Eq. (6), it is written out com-
pletely. Then calculus is applied to sort out the terms in groups of radar
parameters r andVr (which are measured) and system parametersVX ,
VZ, and H (which are unknown). These steps are as follows:

Vr ⋅ r� VZ ⋅ h � −VX

�����������������
r2 −H2

p
(7)

�Vr ⋅ r�2 � 2VrrVZH� �VZ ⋅H�2 � V2
X�r2 −H2� (8)

�Vr ⋅ r�2 � 2VrrVZH �H2�V2
X � V2

Z� � r2V2
X (9)

1

V2
X

�Vr ⋅ r�2 �
2VZH

V2
X

Vrr�
H2

V2
X

�V2
X � V2

Z� � r2 (10)

With multiple measurements of Vr and r, a set of equations can be
constructed:

2
6666664

�Vr0r0�2 Vr0r0 1

�Vr1r1�2 Vr1r1 1

..

. ..
. ..

.

�Vrnrn�2 Vrnrn 1

3
7777775
2
4 a

b

c

3
5 �

2
6666664

r20

r21

..

.

r2n

3
7777775

(11)

with the parameters

a � 1

V2
X

b � 2VZH

V2
X

c � H2

V2
X

�V2
X � V2

Z�

The equation is now in the form AX � B, with matrices A and B
only containing measured data: Vr and r. The other three terms, a, b,
and c, consist of combinations of VX , VZ, and H. These are un-
known parameters, and they describe the state of the radar system: the
velocities tangential and perpendicular to the landscape, and the
height above it.

1. State Finding Method

If the radar can observe at least three surface points, a least squares
solution to Eq. (11) can be found and parameters a, b, and c are
known. Observing more points p increases the accuracy of the a, b,
and c estimates. The aircraft state can then be computed as follows:

VX �
���
1

a

r
(12)

VZ � b������������������������
4a2c − ab2

p (13)

H �
��������������
c −

b2

4a

r
(14)

The challenge is to observe multiple suited surface points with
values of Vr and r. The reflections that lay on the track vector must
therefore be distinguished from the rest. This can be done in several
ways, for example, with direction of arrival estimation [18]. In this
paper, Eq. (4) is used, as introduced previously.
Using this theoremmeans that if all observed reflections are sorted

in range bins [20], the track vector can be found by selecting the
observation with the highest value for Vr. This will provide a set of
data points with different values of r andVr, with which it is possible
to compute the aircraft state.

III. Verification by Simulation

A simulation experiment is performed to verify the performance of
the state determination algorithm. This section is divided into two
sections, which discuss the setup of the experiment and the simulated
results.

A. Simulation Experiment Setup

As an experiment, a virtual flight is performed in the X-plane flight
simulator. The flightwas recorded, and the radar terrain reflections are
simulated once per second. The chosen location is important, because
the algorithm makes use of radar reflections of the local landscape.
Therefore multiple flight locations are used for this experiment.
Because Eq. (4) is based on the assumption of a flat landscape, the

locations are selected to violate this assumption in increasing order.
Digital elevationmaps (DEM) of Europe¶ are used to quantify the local
variance in terrain height. The DEM is divided into pieces of about
1 km × 0.6 km, and of each segment the standarddeviation (SD) of the
landscape height is taken. In Fig. 5 the result is displayed as a heatmap,
where brighter regions have a more local variance in terrain height.
Five locations are selected for simulation testing. The first is the

airfield of Deelen in the Netherlands, because this is the location
where a flight test experiment is possible (as described in Sec.V). The
other locations are coordinates in regions around Europe, which vary

Fig. 4 Side view of the geometry between a moving aircraft A and a
point p on the track vector T. ¶The DEMs are retrieved from http://www.viewfinderpanoramas.org/.
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from hilly tomountainous. These locations are in thewest of England

(near Worcester), the Eifel area, the Jura, and the Pyrenees. The

coordinates are indicated on themap inFig. 5.Also, a sixth simulation

experiment is performed above a flat plane.
The same simulated flight is used for all experiments. The flight

track is plotted over the elevationmaps, as canbe seen inFig. 6.As can

be seen, some flight locations are higher above mean sea level than

others. The altitude of each flight is adjusted, in order tomake sure that

the average height above the landscape is the same for all simulations.
To check how the chosen test locations are related to the rest of

the continent, a histogram is made in which the standard deviation

of the local terrain elevation is counted for all DEMs available. This

histogram (plotted on a logarithmic scale) is seen in Fig. 7. The values

of the locations chosen are indicated in the figure aswell. Thevalues of

Fig. 7 are also displayed in Table 2. The standard deviation of the local

terrain elevation is given, aswell as the percentage of themap in Fig. 5,

which has a lower local SD than the location.

B. Simulation Experiment Results

The results for the height estimates are seen in Figs. 8 and 9.At first

glance it is seen that the algorithm can approximate the simulated

values for some of the simulations. For other flights, the results differ

from the simulated truth.

As expected, the results deteriorate when the landscape has more
height differences. The flat terrain simulations yield results that are
very close to the simulated truth. Simulations above the Deelen area
also provide consistent results, and this area was found to be hillier
than 33.4%of Europe. For test areas such as the Jura and the Pyrenees
the results are unreliable. These test locations represent about the
most mountainous landscapes of Europe.
Numerical values of the height estimate differences can be seen in

Table 3. The algorithm seems unsuitable for flight over mountainous

Fig. 6 Local DEMs at the simulation experiments’ locations. Lighter colors indicate higher terrain. The flight tracks are drawn with colored lines.

Fig. 5 Locations of the five simulation experiments within Europe.

Fig. 7 Histogram of occurrences of local terrain SDs in the DEMs of
Europe.

Table 2 Values of local terrain height SD
and how this compares to the rest of Europe

Location SD of local height, m Part of Europe flatter, %

Flat terrain 0 0
Deelen 19.2 33.4
Worcester 39.9 52.68
Eifel 63.6 65.32
Jura 251.2 93.72
Pyrenees 345.0 97.24
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regions, but it appears that the algorithm can provide accurate results
when used above regionswith low local height SD. It is also observed
that a low-pass filter may help remove high-frequency noise from the
results.

IV. Flight Experiment

In Sec. III, the state finding method has been developed. Prelimi-
nary results froma simulation experiment indicate that themethod can
yield desired results. After this, the algorithms were used in a flight
test in the Netherlands. This experiment is described in this section.
The aircraft used is a Pipistrel Virus, and two freight containers are

attached to the wings. In the front of one of the containers is the radar
hardware. The radar antennas have a range of 3 km and they are aimed
to the front anddownward, such that they canalways receive reflections
from the track vector. The radarmeasurements are able todetermine the
range to a reflection accurate within 20 m, and the radial velocity is
accurate to0.3 m∕s.An imageof the aircraft can be seen in Fig. 10, and
the aperture and aim of the antenna are illustrated in Fig. 11.
The flight was performed on October 23, 2019, under visual

meteorological conditions. The location was the military airfield of
Deelen, in the Netherlands, and the airspace was closed for other
traffic. The pilot flew circuits around the airfield with increasing
altitudes. The aircraft’s true location and velocityweremeasured using
an on-board GPS device and they are plotted in Fig. 12. The FMCW
radarwas operational during the entire flight, including taxiing, similar
to theGPS. The radar state results are comparedwith those of theGPS.

V. Results

The results of the experiment can be seen in Figs. 13 and 14. Both
of these figures contain two subfigures. In Fig. 13 the velocity results
are given in horizontal and vertical direction. In Fig. 14a the GPS
results are seen unmodified. In Fig. 14b the GPS results have been

calibrated such that the height above the published airfield altitude

is given.

The light green line in the background is the raw radar data, and it

can be seen that high-frequency variations are present. The first step

in the computations is to apply outlier filtering and to discard data

points of which the height differs by more than 150 m from the GPS

data; 15% of the data were removed in this manner.

a) Horizontal velocity results b) Vertical velocity results

Fig. 9 Velocity results of the state algorithm for simulated radar data, and the true values.

Table 3 Mean and standard deviation of height estimate
errors of simulated flights at different locations

Location Mean error, m SD of the error, m

Flat terrain 8.5 6.5
Deelen 10.3 13.1
Worcester 11.3 35.8
Eifel 20.4 70.5
Jura 130.0 451.1
Pyrenees 381.7 821.6

Fig. 10 The test aircraft, with the radar in the port freight container.

Fig. 8 Height results of the state algorithm for simulated radar data,
and the true values.

Fig. 11 The aperture and direction of the radar, as mounted on the
aircraft.

MAAS, VAN GENT, AND HOEKSTRA 351

D
ow

nl
oa

de
d 

by
 T

U
 D

E
L

FT
 o

n 
Ju

ne
 7

, 2
02

1 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/1
.I

01
08

98
 

https://arc.aiaa.org/action/showImage?doi=10.2514/1.I010898&iName=master.img-004.jpg&w=237&h=139


The other data results are fed to a simple Kalman filter to remove

the variations of the signal [21]. Because the height and vertical speed

are related to each other, the linear model for the filter used is

x ≔ F ⋅ x �

2
664
1 0 0

0 1 0

0 −dt 1

3
775
2
664
VX

VZ

h

3
775 (15)

The negative sign in the equation is a consequence of VZ being

defined positive downward, which is the opposite direction of H, as

was seen in Fig. 3.
Similarly, it should be noted that the values for VZ in the Fig. 13b

are also positive downward. Kalman filtering does improve the

accuracy of the results, as expected. Numerical values of the results

are displayed in Table 4.
From Table 4 it is seen that the estimates of the velocity have a

small offset of several centimeters per second. The standard deviation

is larger, in the order of several meters per second.
Fig. 12 The three-dimensional flight path, containing circuits of
increasing altitude.

Fig. 13 Velocity results by GPS, radar, and filter.

Fig. 14 Height results by GPS, radar, and filter.
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It is also seen that the height measurements are on average 36 m
off, and that their standard deviation is of equal size. This will be
discussed in more detail in Sec. VII.
The Kalman filter removes high-frequency noise from themeasure-

ments and improves the results. The mean error of the velocity mea-
surements becomes smaller, and the standard deviation is reduced for
all measurements. Only the average difference in the altitude measure-
ments does not improve when a Kalman filter is applied, but it is still
around 36 m. This will be discussed further in the next section.

VI. Discussion

As noted in the previous section, the height difference between
GPS and radar is on average 36 m off. The origin of this is the
difference in GPS altitude and terrain elevation. Whereas GPS com-
putes the altitude above the Earthmodel, the radar uses the reflections
of the actual terrain. At the start of the flight, before takeoff, the GPS
indicated an altitude of 35.97 m. This explains why the radar has a
mean difference of about 36 m, or about 120 ft.
A solution to this GPS error can be to calibrate the height at the

start of the flight, which will yield results similar to those in Fig. 14b.
However, this solution guarantees only a local fix, and it does not
prevent other faults in the landscapemodel either, including the height
of trees. If relying only on GPS during a flight, a risk of terrain
collisions is still present.
The height estimates are dependent on the position of the radar

reflections. If trees are present, the radar signals will not reach the
ground but reflect back on the leaves of the trees. A canopy of trees
acts as a radar reflecting plane, parallel to the ground. This means that
trees and other foliage increase surface height, and therefore decrease
the radar height further. This is useful for the pilot, whowants to avoid
flying into the canopy.
In Fig. 13a it is seen that the VX measurements are often very close

to the actual speed, but that they are several times distorted by a few
outliers that have not been removed by the first filter. These outliers
affect the mean error and standard deviation, and their influence is
reduced effectively by a high-frequency noise filter. In this study a
Kalman filter was used.
Apart from the height difference, it is observed that the algorithm

accuracy is similar to the performance of the hardware, of which
the range accuracy is within 20 m and the radial velocity accuracy
is 0.3 m∕s.
The vertical speed has more accurate results than the horizontal

speed,which is surprising because the radarwas pointed to the front of
the aircraft. Thismeant thatmost of the reflections observedwill lay in
front of the aircraft, and therefore have a high horizontal radial
velocity. It was therefore expected that the algorithm would be able
to tell thehorizontal velocitymore accurately than thevertical velocity.
The Kalman filter uses the relation between vertical speed and height,
so extra information is available for a good estimate for both param-
eters. This can be a reason why the vertical velocity is more accurate.
Considering theuncertainties of the systems, it is found that the radar

is less accurate than the GPS, but it is not dependent on a database to
find the clearance to theground.GPSdetermines theposition relative to
theEarth ellipsoid approximationwithahorizontal accuracyof 4mand
a vertical accuracy of 8 m. For GPS altimetry, the uncertainty can be
expressed as 8 m� ground database uncertainty� unknownheight
of trees. For the radar system, the standard deviation is 24 m.
Relating back to the theoretical model and the simulation experi-

ment in Sec. IV, it is found that the state finding method is more
accurate over flatter landscapes. As found from the digital elevation

maps, about 33.4% of the European land is flatter than the landscape
around Deelen, which is the test area. This implies that state estima-
tion is possible with this system above at least one-third of European
land. For mountainous areas, however, it is unlikely that the method
from this paper alone is sufficient. Future research may indicate in
more detail at what locations this system can provide reliable results.
It should be noted that much space for improvement exists in

the radar system. Better outlier filtering can have a significant impact
on the VX estimates, as well as the height tracking. Increasing the
measurement rate can be of great influence on the Kalman filter
results as well. This experiment was performed with one observation
per second, but sampling rates of 10, 20, or 100 measurements per
second are possible with modern-day radar systems.
As mentioned in the Introduction, the availability and performance

of modern microwave sensors and processors have increased signifi-
cantly over the past years. In the last five years, the price of the equip-
ment used in this experiment has decreased by a factor of 40, and the
gain of available antennas has increased by over 10 dB. It is possible
that the accuracy of the raw results of the radar systemwill surpass that
of the GPS system in the next decade, for a similar price. A pilot will
then be able to use a radar system to provide ground collisionwarnings.

VII. Conclusions

In this paper a novel strategy for altitude andvelocity determination
was presented. The method is based on an on-board radar system and
its reflections on the ground. It is therefore suitable for operations in
the lower segments of the airspace, typically at altitudes used for GA.
The system was tested in a local flight. It is concluded that the

velocity estimates of the radar can approach the quality of those of
GPS navigation, if proper filtering techniques are applied.
It is found that the GPS can provide a more accurate altitude above

a reference point than the radar. However, calibration was necessary
for the GPS results but not for the radar. Also, the radar does observe
tree height and landscape shape, whichmay be absent or unreliable in
the GPS database. Radar altimetry may be a better option than using
GPS, depending on what the data are used for.
Simulations experiments indicate that the radarmethod is expected

to work above at least 33.4% of the European landscape. Further
research can indicate the performance limits for the rest of Europe.
The quality of available radar hardware has increased significantly

in the past years, and prices have decreased. If these trends continue,
using a radar system to find flight state information can become a
solution for pilots that do not wish to be dependent on the correctness
of any databases.
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