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ABSTRACT

The current automobile industry is undergoing a paradigm shift from the conventional internal combustion

engines to electric vehicles. Electro mobility is a greener alternative compared to the conventional engines.

But one of the negative factors for the demand of electric cars is the maximum range which they can offer in

a single battery charge. To extend the maximum range of electric cars Micro Gas Turbines are used due to

their small size, better performance and lower emission compared to their internal engine counterparts. The

automobile industry as any other industry is governed by stringent emission norms and to adhere to these

emission levels, Flameless Oxidation (FLOX) combustion technology is employed. In this kind of combustors

FLOX type of combustion is achieved based on high internal flue gas recirculation that is driven by high

momentum of the air and fuel jet entering the combustion chamber. By doing so the chemical reactions are

delayed and the combustion is rather distributed over a large volume leading to lower peak temperatures

and NOx emissions. This concept has been applied on conventional gas turbines however the application

of this to a liquid fueled Micro Gas Turbine offers additional challenges which affects the physical processes

of atomization, evaporation, fuel/air mixing etc. The objective of this thesis is to investigate these effects

computationally and validate it against the experimental data measured at a DLR (German Aerospace Center)

test facility to gain better understanding of the underlying physics.

Experimental data are available for a model combustor at DLR Stuttgart on light heating oil. Spray char-

acteristics have been measured which in this study are used for validation of the combination of CFD models

for turbulence, combustion and dispersed liquid phase flow. CFD results for droplet size, velocity, volume

flux are compared against the measurements and additionally temperature and other flow characteristics are

computed that are not measured which helps in developing further insight into the combustion process in-

side the burner. Further additional CFD simulation is done with higher air preheat temperature to study its

effect on the combustion process.

For the validation study in this thesis, 3D steady state Reynolds-Averaged-Navier-Stokes (RANS) Eulerian-

Lagrangian simulations are performed where gas phase computations are performed within Eulerian frame-

work and dispersed phase is treated in Lagrangian framework. Two different combustion models are used:

combined Eddy Dissipation and Finite Rate Chemistry (ED/FR) and Eddy Dissipation Concept (EDC). These

combustion models are used with two different turbulence models of Reynolds Stress Model and Shear Stress

Transport turbulence models with various other models for modeling dispersed phase. It was observed that

the combined ED/FR model predicted early spatial heat release leading to inaccurate droplet velocity predic-

tions while EDC model predicted proper heat release leading to better prediction of velocity profiles. Further,

the applicability of Flamelet approach was investigated through Flamelet Generated Model (FGM) and Steady

Flamelet Model (SFM). While SFM predicted combustion much upstream of the combustion chamber, FGM

model predicted proper reaction zone. However, the FGM model predicted early spatial heat release due to

the prediction of near equilibrium chemical time scales as the Damköhler number is close to unity. Further

effects of turbulent two-way coupling are investigated and are found to be important. Radiation is found to

have only a minor role in this case.
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1
INTRODUCTION

The current population is said to increase from 6 billion to 10 billion in the coming 50 years and with that the

vehicle population is said to increase from 700 million to 2.5 billion [5]. If all these vehicles will be propelled

by Internal Combustion Engines running on conventional fuels which is said to be depleted by 2038 with the

current trend of oil discovery and consumption [6] then the future of earth would be grim. This situation

has compelled the research community to find greener solutions for transportation industry. Worldwide,

according to the recent statistics of International Energy Agency (IEA), of the total world oil consumption,

a whopping 63.8% is consumed by the transportation sector in 2013, an increase from 45.4% in 1973 [1] as

shown in fig. 1.1. According to the International Energy Outlook published by the Energy Information Admin-

Figure 1.1: Sector wise oil consumption [1]

istration, USA, the contribution of liquid petroleum fuels including biodiesel is set to be still the dominant

source of energy for transportation sector in the future [7]. Dwindling oil resources and rise in demand of

petroleum fuels calls for a search of non-petroleum, greener solution. With regards to addressing this issue,

1



2 1. INTRODUCTION

people have switched their attention from ICE to Electric Vehicles (EV) which are greener and efficient and

this is slowly manifesting in people buying plug-in electric vehicles. However, the range of modern electric

vehicles is limited and to give a perspective, the Tesla Model S 85D’s range is 270 miles with one complete

battery charge [8]. Thus in order to enhance the range a MGT (Micro Gas Turbine) on board can be used to

recharge the battery as proposed by companies involved in this business which should have low emissions

and better performance [9]. One such MGT range extender which is built by Bladon Jets, UK is shown in

Fig. 1.2. Gas Turbines working at most efficient point produce lower emissions as compared to IC engines

and also the weight of the MGT for same power specification is less compared to ICE [10]. Hence a MGT

combustor which produces low emission and is fuel flexible is studied in this thesis.

Figure 1.2: Micro Gas Turbine by Bladon Jets, UK

1.1. EXPERIMENTAL SETUP

The stationary and propulsion gas turbines of today’s generation are subject to stringent emission norms

without compromising on the efficiency and performance of the systems itself. This has led to the use of lean

premixed combustion technology which offers benefits of lower NOx emissions compared to nonpremixed

combustion [11]. In most of these cases the flames are aerodynamically stabilized by swirl which are suscep-

tible to thermo-acoustic instabilities and sensitive to the fuel composition changes and risk of flashback are

some of the limitations for a safe and reliable operation [2].

On the other hand gas turbines based on Flameless Oxidation principle (FLOX) have proven to be an alter-

native for reliable, fuel flexible and low emission combustors [12, 13]. The combustion process in the current

combustor does not completely meet the characteristics of flameless oxidation due to its high power density

and higher adiabatic flame temperatures. However, the FLOX term denotes a certain model type of gas tur-

bine burner which offers benefits of low emissions and fuel flexibility [2, 12, 14]. This type of combustor is

characterized by high momentum jets which are discharged through the orifices arranged on a circle into the

combustion chamber. The axial momentum jets provide distinct recirculation in the combustion chamber as
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shown in the work of Lammel et al. in Fig. 1.3. This leads to intense mixing of burnt gases with fresh fuel-air

mixtures and thus stabilizes the flame.

Figure 1.3: FLOX based combustor showing CO and NO molar fraction distribution with streamlines representing the flow [2]

The liquid FLOX burner which is based on the earlier work of Zizin et al. [15] was specifically designed

to be tested at the High Pressure Optical Test Rig (HIPOT) at DLR Stuttgart. The burner was designed to

operate at a thermal power load of 155 kW at 3.5 bars operating pressure corresponding to electric power

output of 48 kWel . Fig. 1.4 shows the sectioned view of the burner in the yz plane taken in the middle of the

combustion chamber. The liquid FLOX burner consists of 8 nozzles equally spaced on a circle of radius 34

mm as shown in the figure. The diameter of each nozzle is 7 mm and each nozzle is equipped with a pressure

atomizer from Steinen (0.25−45°) GPH MST MICRO-FLO mounted 139 mm upstream of the nozzle exit plane

as shown in the Fig. 1.5. Fig. 1.5 shows the main parts involved: the injector, the mixing chamber where the

inlet preheated air mixes with the atomized fuel, mixing tube and finally the combustion chamber where

combustion occurs. The preheated air enters the plenum and the atomized fuel from each injector is carried

by stream of preheated air through a contraction into the mixing tube for respective nozzle before entering

the combustion chamber. In the Fig. 1.5 the contraction part upstream of the mixing tube is not shown as

the design is under patent application and with the grant of patent, the design will be made public. The

inlet section of the nozzle also has some holes which pick up the main air and create a thin film of air along

the nozzle walls. The fuel used in this study is light heating oil and the differences between diesel and light

heating oil were found to be small [16]. The operability limits of the burner at 3.5 bars operating pressure was

carried out in previous study by Gounder et al. [16] and one of the BOP (Burner Operating Point) has been

chosen for detailed experimental and numerical analysis. The initial conditions of the BOP is given in table

1.1 and this will be referred to as the test case in this study hereafter.

In this study, only the spray measurement over nozzle 6 was made using a point measurement method:

Phase Doppler Interferometry (PDI) to obtain droplet size and velocity at different axial locations in the com-

bustion chamber which are demarcated in Fig. 1.5. In the Fig. 1.4 it can also be seen that the planar measure-

ment technique of Particle Image Velocimetry (PIV) was also used on nozzles 5 and 8. In the experiments it

was observed that the radial profiles of the axial velocity at different axial locations were in good agreement

with the bulk velocity of the test case of 120 m/s when measured with PIV on nozzle 5 and 8 and with PDI on

nozzle 6. For numerical model validation the spray data obtained from the PDI measurement over nozzle 6

will be used. Fig. 1.6a shows the mean OH∗ chemiluminescence of different nozzles and Fig. 1.6b show the
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Figure 1.4: View of combustion chamber in xz plane showing the
arrangement of the nozzles

Figure 1.5: Sectioned view of combustion chamber in xr plane
across nozzle 6 and 7 showing the PDI measurement locations

Table 1.1: Boundary Conditions for nozzle 6

Parameter Value
Pressure (bar) 3.5
Tai r (K ) 573
λG 1.45
Vbulk (m/s) 120
Pth(kW ) 186
T f uel (K ) 310
Fuel mass flow rate over 8 nozzles (g/s) 4.3
Air mass flow rate over 8 nozzles (g/s) 91.4

rms image of Mie signal from spray particles exiting nozzles 5 and 8. From mean OH∗ image it is visible that

the flame stabilizes close to the nozzle exit plane and the length of flame covers almost two third of combus-

tion chamber length. No temperature measurements were made in the combustion chamber. It should be

mentioned here that no temperature measurements were made and also no gas phase velocity measurements

were made.

1.2. OBJECTIVE OF THE WORK

As seen from above, numerous works have been carried out on FLOX based combustors with gaseous fu-

els for generic gas turbines. But, implementing liquid fueled FLOX based combustor to Micro Gas Turbine

(MGT) poses additional challenges as MGT’s are not well equipped to operate in low emission regime with

liquid fuels. With the use of liquid fuels the small size constraint of MGT brings problems to physical pro-

cesses of atomization, evaporation and fuel-air mixing in the combustion chamber. With the completion of

liquid fuel FLOX based MGT design at atmospheric pressure, further development of this combustor at high

pressure application requires deeper understanding of the underlying phenomena of fuel-air mixing, tem-

perature distribution etc. With this work, the available numerical models for various physical phenomena

are validated against the experimental data which are measured at DLR test facility in Stuttgart, Germany

and as a result the unmeasured quantities of interest such as temperature field, recirculation zones, cooling

air distribution and effect of air preheating temperature are obtained which will aid in the development of

the burner. The validation study leads to the study of following points in this work.
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(a) Mean OH∗ chemiluminescence signal (b) RMS image of Mie signal from spray droplets
exiting nozzles 5 and 8

• Importance of combustion models to model this type of combustors

• Accuracy of turbulence models

• Modeling of drop size distribution function for spray boundary conditions in CFD simulation

• Problems with the current numerical models to predict the proper physics

In order to achieve the objective the turbulent spray combustion CFD simulation is carried out in two dif-

ferent commercial codes: ANSYS CFX and ANSYS FLUENT. In the first stage of this thesis, the simulations will

be carried out with gas phase code of ANSYS CFX-16 and the liquid phase simulation code- SPRAYSIM. The

SPRAYSIM-code is the development platform of the DLR Institute of Combustion Technology for unsteady or

steady Lagrangian particle simulation. A brief description will be given in chapter 3 In the second stage, the

commercial code of ANSYS FLUENT-16 is used for both gas phase and liquid phase simulation. The compu-

tational approach is quite similar to the ANSYS CFX - SPRAYSIM combination. The Lagrangian tracking of

droplets is done by FLUENT itself and the droplet parcel raw data which is captured at desired registration

planes are then processed in SPRAYSIM postprocessing tool to obtain quantities of interest. The main differ-

ence with the combination of CFX - SPRAYSIM and FLUENT is present mainly in the combustion modeling

which is discussed in this work.

Hereafter, the work carried out in this thesis is delineated. Chapter 2 reviews the theory behind the various

numerical models related to modeling of turbulence, combustion, radiation and liquid phase. In subsequent

chapters the application of these models to predict the experimental observations is presented and the results

are deliberated to understand the reasons behind the obtained results. Finally, some conclusions are drawn

and recommendations based on this work are given.





2
COMPUTATIONAL MODELS

Turbulent reacting flows is an ensemble of various fluid dynamic phenomenon including one or more of

the following: turbulence, combustion, radiation heat transfer and acoustic instabilities. As such the scales

involved in the flow are widely different and has to be captured in order to understand the physics behind

the turbulent combustion. Further, turbulent spray combustion adds additional physical processes such as

atomization, droplet dispersion, evaporation which change the turbulent reacting flow phenomena. Robust

computational models are required to properly describe and mimic these processes.

Turbulent numerical simulations can be broadly classified into: Reynolds Averaged Navier Stokes simu-

lation popularly known as RANS simulations, Large Eddy Simulation (LES) and Direct Numerical Simulation

(DNS) depending on the resolution of grid and how the turbulence is modeled. The main focus in this the-

sis work is RANS simulation and thereby turbulence modeling is one of the key issues in the simulations. In

this work, various turbulence models are used namely: k − ε, k −ω based Shear Stress Transport (SST) and

Reynolds Stress Model.

Then, the next thing is the modeling of chemical reactions and their interaction with the turbulence

present in the flow. This is achieved through combustion models. In this work, different combustion models

are discussed: Eddy Dissipation Model combined with Finite Rate Chemistry (EDM/FRC), Eddy Dissipation

Concept (EDC), Steady Diffusion Flamelet (SFM) and Flamelet Generated Manifold (FGM).

Radiation heat transfer can be an important important phenomena at high temperatures which are expe-

rienced in these kind of combustion devices. Radiation can affect the temperature field and hence the other

processes such as evaporation, flame structure which depend on temperature. In this section brief descrip-

tion is given about the modeling of radiation heat transfer which will be used in this work to assess the effect

of radiation.

The liquid phase modeling involves the atomization of the bulk liquid into droplets, evaporation of the

droplets and the droplet dispersion which is due to the turbulence in the flow. In this work, the atomiza-

tion process is not taken into account as the flow physics of injectors used in gas turbine configuration is

very expensive to calculate[17, 18] and thus an injection model is used instead which provides the necessary

boundary conditions for CFD simulations. In certain cases, there might be secondary breakup of the droplets

due to the higher aerodynamic Weber number and this is modeled by secondary atomization models. Af-

ter the droplet injection, the droplets are heated and undergo an evaporation process where mass transfer

from the liquid phase to gas phase and energy from gas phase to liquid phase occurs. This reduces the local

7
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gas phase temperature. Along with heat and mass transfer, the momentum transfer from liquid phase to gas

phase occurs through droplet drag force. The evaporated fuel then mixes with the oxidizer and then burns.

While, mass, momentum and heat is being exchanged with the gas phase, in turbulent flow the droplets

modify the mean gas field and modulate turbulent scales and in turn the gasfield has strong influence on the

droplet motion, heating and evaporation. This is known as the turbulent two way coupling and changes the

flow physics significantly. All the models from injection to evaporation and combustion used in this work are

explained in this chapter.

In the following sections, the governing equations for the gas phase are given and the closure of these

equations: turbulence models, turbulence-chemistry interaction models are discussed. Finally, the liquid

phase governing equations are treated and various processes of liquid phase modeling which are mentioned

above are also discussed.

2.1. GOVERNING EQUATIONS

The natural starting point to solving any fluid dynamics (non-reacting) related problems is the solution of

the governing equations namely mass and momentum conservation which are enough to describe the flow

without any heat transfer. This would already result in solution of 4 Partial Differential Equations (PDE) (3

momentum and 1 mass conservation). In addition, if there is heat transfer at play then an additional PDE has

to be solved for energy conservation. Hence 5 partial differential equations have to be solved for a spatially 3

dimensional problem.

In reacting flow, chemical species are present and chemical components conservation is accounted for

by solving the transport equations for species mass fractions which is defined as Yk = ρk /ρ where ρk is the

mass density of the species k. The density of the mixture is the summation of the densities of various species

in the mixture ρ = ∑Ns
k=1ρk and Ns is the number of species present in the gas mixture. In reacting flows, in

total Ns +5 equations have to solved in order to completely describe the system. The instantaneous balance

equations for mass, momentum, energy and species are given below:

∂ρ

∂t
+ ∂

(
ρu j

)
∂x j

= Sv
ρ (2.1)

∂
(
ρui

)
∂t

+ ∂
(
ρui u j

)
∂x j

=− ∂p

∂xi
+ ∂

∂x j

[
−µ

(
∂ui

∂x j
+ ∂u j

∂xi
+ 2

3
µ
∂um

∂xm
δi j

)]
+ρgi +Sv

ui
(2.2)

∂
(
ρh

)
∂t

+ ∂
(
ρhu j

)
∂x j

= Dp

Dt
− ∂q j

∂x j
+τi j

∂ui

∂x j
+Q +Sv

h (2.3)

∂
(
ρYk

)
∂t

+ ∂
(
ρYk u j

)
∂x j

=−∂Jk, j

∂x j
+ ω̇k +Sv

Yk
(2.4)

In equations 2.1- 2.4 the Einstein summation convention is observed where the sum is taken over the

repeating indices. ρ,u,Y ,h is the density, convective velocity, mass fraction and enthalpy respectively and

these are the unknowns which are solved for. Index k denotes the number of the species and index i denotes

the spatial directions. p is the pressure, second term on RHS of eqn. 2.2 is the stress tensor. The bulk viscosity

(µv ) is assumed to be zero[19]. g is the acceleration due to gravity (body force). Heat flux q j in eqn. 2.3 takes

into account the heat transfer through heat conduction and diffusion of species with different enthalpies.

First and third term in the energy equation (eqn. 2.3) represents the pressure and viscous work. Q is the heat

source term due to radiation or other sources. ω̇k = ρSk is the chemical source term which is defined as the
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production (or consumption) of species k per unit volume per unit time. Jk, j is the diffusion flux of species

k. In the above equations the superscript "v" denotes the source terms due to the droplet evaporation. In

further sections the method of solving this set of equations for turbulent flow will be explained. Finally, the

relationship between thermodynamic variables is obtained through the assumption of multicomponent ideal

gas and thermodynamic equilibrium at the liquid-gas interface. Equation of state is used which relates the

two state variables say for example, ρ,T with other variables. Ideal gas equation of state is given by:

p = ρRT (2.5)

where R = Ru/W is the gas constant and W is the mean molecular weight. Ru = 8.314J/(mol ·K ) is the univer-

sal gas constant. In order to model turbulent reactive flows, RANS approach is followed as mentioned earlier.

Typically in turbulent flows, local properties will have a mean value and a fluctuating part around this mean.

By this principle, any property f can be split into two parts: f = f̄ + f ′. By applying this to the instantaneous

balance equations for constant density flows, following equations for mass and momentum are obtained.

∂ρ

∂t
+ ∂

(
ρu j

)
∂x j

= S
v
ρ (2.6)

∂
(
ρui

)
∂t

+ ∂
(
ρui u j

)
∂x j

=− ∂p

∂xi
+ ∂τi j

∂x j
+ρgi +S

v
ui

(2.7)

In the eqn. 2.6 & eqn. 2.7 the average of products when expanded gives terms such as ρ′u′ which are corre-

lation of density and velocity fluctuations. In modeling reacting flows, where variable densities are encoun-

tered, the density and velocity fluctuation correlations are awkward to handle. Thus another approach is used

where in these density fluctuations do not appear as the averaging is mass-weighted. This type of averaging

is known as Favre averaging.

f̃ = ρ f

ρ
(2.8)

Again, any quantity f can be split into mean and fluctuating quantity as:

f = f̃ + f ′′ (2.9a)

f ′′ = 0 (2.9b)

Using this averaging technique following averaged conservation equations are obtained:

∂ρ

∂t
+ ∂

(
ρũ j

)
∂x j

= S̃v
ρ (2.10)

∂
(
ρũi

)
∂t

+ ∂
(
ρũi ũ j

)
∂x j

=− ∂p

∂xi
+ ∂τi j

∂x j
+ρgi −

∂
(
ρ�u′′

i u′′
j

)
∂x j

+S
v
ui

(2.11)

∂ρỸk

∂t
+ ∂

(
ρỸk u j

)
∂x j

=−
∂J k

∂x j
+
∂
(
ρ�u′′

j Y ′′
k

)
∂x j

+ ω̇k +S
v
Yk

k = 1 · · ·Ns (2.12)

∂ρh̃

∂t
+ ∂

(
ρh̃u j

)
∂x j

= Dp̃

Dt
− ∂

∂x j

(
q̃ j +ρ �u′′

j h′′
)
+τi j

∂ui

∂x j
+Q +S

v
h (2.13)

In eqn. 2.10 - eqn. 2.13 there are some unclosed terms which needs further modeling. In turbulent combus-
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tion simulation closure of these equations is the main objective. The term −ρ�u′′
i u′′

j in eqn. 2.11 is known as

Reynolds stress. Generally, Reynolds stresses represent the flux of momentum of i th component in the j th

direction due to fluctuating velocity field caused by turbulence. Closure of Reynolds stress manifests into

different turbulence models which will be discussed further in some detail. Terms ρ�u′′
j Y ′′

k and ρ �u′′
j h′′ repre-

sents the turbulent fluxes which are modeled using gradient diffusion hypothesis. The term ω̇k represents

the mean chemical source term and is the main subject of combustion models which deal with the closure of

this term.

In the following sections different turbulence models are discussed which are used in this study. Further,

the closure of turbulent scalar fluxes is discussed. Finally, the closure of the mean chemical source term is

elucidated.

2.2. TURBULENCE MODELS

As seen earlier, the averaging process of instantaneous balance equations produces a new unclosed term in

the momentum equation known as Reynolds Stress. In order to close this, either a model equation for every

component of the Reynolds stresses themselves can be solved during computation or it can be modeled in a

relatively simpler way. Firstly, the turbulence models based on eddy viscosity hypothesis are discussed. Then

the Reynolds Stress Model (RSM) which works with anisotropic turbulence is discussed. Boussinesq made an

hypothesis where the Reynolds stresses was written similar to molecular stress. By this the Reynolds stress

can be modeled as:

ρu′′
i u′′

j ≡−µt

(
∂ũi

∂x j
+ ∂ũ j

∂xi
− 2

3

∂ũk

∂xk
δi j

)
+ 2

3
ρkδi j (2.14)

where µt is the turbulent dynamic viscosity which needs to be closed and k is the turbulent kinetic energy.

Thus now the problem becomes finding a model to close the turbulent viscosity which is appearing in the

eqn. 2.14. From dimensional analysis, it can be determined that the turbulent kinematic viscosity, νt has the

dimensions of m2/s. So, νt can be expressed as the product of velocity scale and length scale.

νt =C ρ vt lt (2.15)

We see that, νt can be obtained once the velocity and length scales and the constant are determined. To

obtain these quantities, extra transport equations have to be solved. Depending on the number of transport

equations required the turbulence models are classified into zero, one or two equation models. In this work

only two equation models: k −ε and k −ω based Shear Stress Transport models will be discussed.

2.2.1. K-EPSILON MODEL

k −ε is one of the most widely used two equation turbulence model. It has become the primary workhorse in

modeling turbulence due to its robustness and reasonable accuracy for wide range of engineering problems.

k − ε is based on eddy viscosity hypothesis and to close eqn. 2.15 two transport equations for k and ε are

solved to obtain required velocity and length scale of turbulence. Transport equations for (k) and (ε) are

shown below:
∂

∂t

(
ρk

)+ ∂

∂x j

(
ρkũ j

)= ∂

∂x j

[(
µ+ µt

σk

)
∂k

∂x j

]
+2µt Si j ·Si j −ρε+Sd

k (2.16)

∂

∂t

(
ρk

)+ ∂

∂x j

(
ρεũ j

)= ∂

∂x j

[(
µ+ µt

σε

)
∂ε

∂x j

]
+C1

ε

k
2µt Si j ·Si j −C2ερ

ε2

k
+Sd

ε (2.17)
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where Si j is the mean strain rate and it represents the generation of turbulence due to the mean velocity

gradients in the flow. σk and σε represent the turbulent Prandtl numbers for k and . C1ε,C2ε,σk and σε are

empirical constants and have following values:

C1ε = 1.44 C2ε = 1.92 σk = 1.00 σε = 1.30 (2.18)

Turbulent viscosity is calculated according to eqn. 2.15 and the constant in the equation is given by C =Cµ =
0.09. Finally, the terms: Sd

k & Sd
ε in eqn. 2.16 & eqn. 2.17 represent the source terms of the spray droplets

present in the flow, to consider the effect of turbulence two way coupling which is described in liquid phase

section 2.6.5.

2.2.2. SHEAR STRESS TRANSPORT (SST) MODEL

The two equation Shear Stress Transport (SST) was introduced by Menter [20] in 1994 to address the problem

of predicting the onset and the amount of separation under adverse pressure gradient flows. The SST model

in essence is a careful combination of the k − ε model and the k −ω model with blending function which

makes use of the best elements of the two models. The k − ε model although it is successful in predicting

large variety of flows suffers from lack of sensitivity under adverse pressure gradient flows [20, 21] due to

the over-prediction of turbulent length scale which yields in large turbulent viscosity in the near wall region.

Damping functions are introduced to contain the over-production of turbulent viscosity but the functions are

numerically stiff and non-linear. On the other hand, another two equation eddy viscosity model: k−ωmodel

solves for the turbulent kinetic energy and the large scale turbulence frequencyω. The model performs better

in in the near wall region and does not employ damping functions. Nevertheless the k−ωmodel suffers from

the problem of sensitivity to the free stream value of ω. Thus, Menter proposed a new baseline turbulence

model which uses the k −ω formulation in the near wall regions and switches to the k −ε formulation in the

free stream through a blending function. The blending function F1 is multiplied with the terms of the k −ω
model and 1−F1 with the k − ε model terms and takes value of one near the wall and is equal to zero in free

stream. Further, the main difference between Reynolds stress transport and other two viscosity models is that

the former takes into account the transport of the principal turbulent shear stress (−ρu′v ′) whereas the latter

does not. In order to take into account the transport of principal shear stress, Menter [20] used the earlier

observed finding that in a boundary layer shear stress is proportional to the turbulent kinetic energy.

τ= ρa1k (2.19)

where a1 = constant. While the conventional two-equation models calculate the shear stress as:

τ=µt
∂u

∂y
(2.20)

Eqn. 2.20 can also be rewritten for the two-equation models as:

τ= ρ
√

production

dissipation
a1k (2.21)

For adverse pressure gradient flows, the ratio of production to dissipation can be greater than one [20], which

leads to over-prediction of shear stress. Thus in the framework of eddy-viscosity model, the turbulent viscos-
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ity is redefined to satisfy eqn. 2.19 as follows:

νt = a1 k

max
(
a1ω, ∂u

∂y F2

) (2.22)

where F2 is a function equal to one in boundary layer flows where production is greater than its dissipation

and hence ∂u
∂y > a1ω and thus eqn. 2.19 is satisfied whereas νt = k/ω is used for rest of the flow.

2.2.3. REYNOLDS STRESS MODEL (RSM)

Previously discussed two equation models are based on the eddy-viscosity hypothesis and therefore isotropic

assumption of normal stresses is implied. But in many practical applications such as swirling flows this

assumption does not hold well. RSM accounts for this anisotropy by solving the transport equations for

Reynolds stresses by taking the moment of the exact momentum equation [21]. The transport equation is

thus given as (Ri j =�u′′
i u′′

j )

∂

∂t
ρ̄Ri j + ∂

∂xk
ρ̄Ri j ũ j = DT,i j +DL,i j +Pi j +Πi j +εi j +Mi j (2.23)

where DT,i j is the turbulent diffusion term, DL,i j is the molecular diffusion term, Pi j is the the production

term,
∏

i j is the pressure strain term which relates the fluctuating pressure and fluctuating strain, εi j is the

dissipation term and Mi j is the production by system rotation. By taking into account symmetry- Ri j = R j i ,

6 transport equations are solved which correspond to 6 components of the Reynolds stress tensor, along with

additional equation for dissipation rate, ε. Thus in spatially 3D flows, 7 equations are solved. For detailed

understanding of modeling of all the terms please refer to [21]

2.3. CLOSURE OF TURBULENT SCALAR FLUX

The other unclosed term in eqn. 2.12 is the turbulent species and enthalpy flux. This is closed by using the

gradient diffusion hypothesis as shown:

ρ�Y ′′
k u′′

j =− µt

Sct

∂Ỹk

∂xi
(2.24a)

ρ �h′′u′′
j =− µt

Prt

∂h̃

∂xi
(2.24b)

where, Sct and Prt are the turbulent Schmidt number and turbulent Prandtl number and for simple flows

both numbers are of order unity [21].

2.4. COMBUSTION MODELS

The last unclosed term in eqn. 2.12 is the mean chemical source term (ω̇k ). Various approaches to close this

term are generally known as combustion models or Turbulence-Chemistry Interaction models (TCI). For set

of reactions (R) in a mechanism with number of species S, the rate of formation/consumption of species i is
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obtained by the sum of rate equations of all the elementary reactions.

wi = dCi

d t
=

R∑
r=1

kr

(
ν

p
r,i −νr t

r,i

) S∏
s=1

C
νr t

r,s
s i = 1 · · ·S (2.25)

The rate constant kr depends strongly on the temperature and is found to have Arrhenius temperature de-

pendence as:

kr = AT bexp

(
− Ea

R T

)
(2.26)

The reaction source term then becomes:

ω̇i = wi Wi =Wi

R∑
r=1

kr

(
ν

p
r,i −νr t

r,i

) S∏
s=1

(
ρYs

Ws

)νr t
r,s

i = 1 · · ·S (2.27)

In uniform medium with reaction only, the species equations take the form of set of Ordinary Differential

Equation (ODE).

There are two class of combustion models, one which solves the species transport equations to obtain

the reaction source terms during run time along with flow field calculation. Another class of combustion

models decouple the calculation of species transport equations from the flow field calculation based on some

assumptions about the reaction timescale and flame structure. These kind of models are known as tabulated

chemistry models as the reaction rate values for reduced set of chemical variables required for all reactions are

stored in the table before the running of the simulation (pre-processing step) and the values are just fetched

from the table during the run-time thereby reducing the computational time significantly. Firstly, the models

belonging to the first group are discussed and then the tabulated methods are discussed.

2.4.1. COMBINED EDDY DISSIPATION/FINITE RATE CHEMISTRY MODEL

This method is the combination of two combustion models: Eddy Dissipation Model (EDM) and Finite Rate

Chemistry Model (FRC). EDM model is a simple model which considers the effect of turbulence on the chem-

ical reaction rate. In this model, the reaction is mixing limited meaning the chemical time scales are shorter

than the turbulence mixing time scale. As the turbulence mixes the reactants it is assumed to form products.

For a single step reaction scheme

Cx Hy +
(
x + y

4

)
O2 = xCO2 + y

2
H2O (2.28)

where for light heating oil used in this study, x = 14.32, y = 25.75. The Arrhenius parameters for the above

reaction are given below:

Table 2.1: Arrhenius parameters for reaction 2.28. Units: J, mole, m, K

Reaction Ea AF n m
2.28 1.256e+5 1.36e+15 0.25 1.5

The local reaction rate (kg /m3/s) is obtained as the minimum of the rate computed by EDM and FRC:

R = mi n (REDM ,RF RC ) (2.29)

REDM = mi n

(
AEρ

ε

k
Y f uel , Aρ

ε

k

Yox

x + y
4

, AE BEρ
ε

k

Yp

x + y
2

)
(2.30a)
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RF RC = AFρ ·exp

(
Ea

RT

)(
YCx Hy /WCx Hy

)n (
YO2 /WYO2

)m
(2.30b)

where AE and BE are the adjustable model constants of the EDM model and are equal to 4 and 0.5 as in the

original article of Magnussen et al. [22], AF is the pre-exponential factor of Arrhenius law, Y f uel , Yox Yp are

the mass fraction of fuel, oxidizer and products. There is no theoretical background for the default values of

EDM model constants AE = 4 and BE = 0.5. The values are tuned to attain maximum flame temperature [23].

In this study, the value of AE was changed to 2 in order to obtain maximum flame temperature which was in

agreement with the equilibrium values obtained by Gaseq [24] for the light heating oil with the given global

equivalence ratio of 1.45.

EDM can produce nonphysical results such as flashback (if the flow is turbulent before the flame stabi-

lizer, EDM predicts combustion), creeping of flames along the walls (as close to the walls, the energy dissipa-

tion rate is high and according to eqn. 2.30a it predicts high reaction rate). In order to overcome this problem,

EDM model is combined with Finite Rate Chemistry (FRC) method. The reaction rate for elementary reaction

has Arrhenius temperature dependence and is low at low temperature. By this backward reactions can also be

incorporated. But alone using FRC model neglects the influence of turbulence on combustion. By using the

combination of EDM & FRC, the reaction rate is calculated as the minimum of the reaction rate calculated by

the two methods. This way, the drawbacks of EDM model such as flashback, creeping of flames where EDM

predicts non-physical results but according to chemistry, the reaction rates are low is avoided. But the com-

bined EDM/FRC model cannot be used for multi step reaction mechanisms. This is because, suppose there

are two reactions, reaction A with slower chemical time scale than turbulent mixing time scale and reaction

B, with faster chemical time scale than the turbulent mixing time scale. In a fully turbulent flow where all the

reactants are well mixed, at a certain point, according to the principle of combined EDM/FRC, reaction A will

have reaction rate from turbulence while reaction B will have reaction rate from chemistry while in reality

this does not happen. Thus, only single step chemistry is allowed with combined EDM/FRC model.

2.4.2. EDDY DISSIPATION CONCEPT

Eddy Dissipation Concept (EDC) is an extension of the Eddy Dissipation Model (EDM) to include detailed

chemical mechanisms in turbulent combustion. The effect of the turbulent fluctuations on mean chemical

reaction rate is taken into account using the phenomenological description of turbulence through the energy

cascade. It is believed that the mixing of reactants and the dissipation of turbulent energy happens only in

small volume fraction of the fluid and these regions are occupied by fine structures whose characteristic di-

mensions are of the same magnitude of the Kolmogorov scale [25]. It is in these structures that the turbulence

energy is dissipated and is assumed that the reactants will be mixed at microscale and react. In EDC model,

the computational cell is divided into two zones namely the reacting "fine structure" and "surrounding fluid"

as shown in fig. 2.1. All the reactions occur inside the fine structures of size ξ for a time scale of τ where the

conditions are assumed to be adiabatic, isobaric, perfect stirred reactor, transferring mass and energy to the

surrounding fluid where only turbulent mixing takes place thus transferring mass and energy to and from

the fine structure. The size of the fine structure and the mean residence time of the fluid in fine structure is

determined from following expressions:

ξ=Cξ

(νε
k2

)1/4
(2.31)

τ=Cτ

(ν
ε

)1/2
(2.32)

where Cξ is the volume fraction constant and the default value in FLUENT is set to 2.1377, Cτ is the time

scale constant which is set to a default value of 0.4082 and ν is the kinematic viscosity. As mentioned earlier,
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Figure 2.1: Fine scale and surrounding fluid in EDC model [3]

the computational cell is assumed to be a constant pressure reactor. The initial conditions are taken as the

current species and temperature values in the cell and reactions proceed over a time scale τ governed by

Arrhenius rates and are integrated numerically in time using ISAT algorithm [26] thereby the use of "Plug

Flow Reactor" is made in FLUENT code as opposed to "Perfectly Stirred Reactor" which some researchers

have used as discussed in [3]. The mean reaction source term with this approach is determined from the

following equation. ˜̇ωi = ρξ2

τ
(
1−ξ3

) (
Y ∗

i − Ỹi
)

(2.33)

where Y ∗
i is the mass fraction of the species reached from the initial value of Ỹi by action of applied chemical

reaction mechanism over time τ.

2.5. FLAMELET APPRAOCH

The other class of TCI models which use tabulated chemistry approach are discussed here. With the detailed

chemistry, calculation of reaction rates from EDC model is computationally expensive. In contrast, tabu-

lated approaches are more computationally efficient. Flamelet models assume that the mean composition

and source terms can be obtained by averaging over properties of laminar local states. The thermochemistry

calculations (species, temperature) are stored in a table in a pre-processing step and are looked-up during

run-time thereby reducing the run-time significantly. In the following subsections, two different methods

of flamelet approach: Steady Flamelet method and Flamelet Generated Manifold (FGM) methods are eluci-

dated.



16 2. COMPUTATIONAL MODELS

2.5.1. STEADY FLAMELET MODEL

The flamelet concept was first proposed by Peters [27] where the flame reaction zone is assumed to be very

thin and that the turbulent flame is an ensemble of laminar counter-flow diffusion flames as shown in Fig. 2.2.

In turbulent flow, the flamelet concept is valid when the chemical reactions are faster than the smallest tur-

bulent time scale i.e Kolmogorov time scale. This is expressed through Damköhler number which is defined

as:

Da = t f low

tchemi cal
(2.34)

The solutions of flame calculations are functions of the physical space and thus in general are multi-dimensional.

Figure 2.2: Laminar counter-diffusion flame

A different counter-diffusion flame is observed when the spacing of the fuel and oxidizer in Fig. 2.2 or their

velocity are changed and this needs to be incorporated. Also, in the flamelet concept as the flame reaction

zone is thin, only changes in the direction orthogonal to flame front are important and changes parallel to

flame front are negligible. This reduces the multi-dimensional system to one dimension. For non-premixed

combustion this one dimension is characterized by a new variable known as mixture fraction which has value

of zero in air inlet and is equal to one in fuel inlet. By coordinate transformation the governing equations for

species and temperature from physical space are converted to mixture fraction space. In FLUENT, some as-

sumptions are made for the derivation of flamelet governing equations which are shown below:

• Lewis number is unity i.e mass diffusivity is equal to thermal diffusivity.

• Diffusion coefficients of all species is equal.

Based on these assumptions the following flamelet equations are derived for species and temperature.

ρ
∂Yk

∂t
= 1

2
ρχ

∂2Yk

∂Z 2 +Sk (2.35a)
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ρ
∂T

∂t
= 1

2
ρχ

∂2T

∂Z 2 − 1

Cp

∑
k

Hk Sk +
1

2Cp

[
∂Cp

∂Z
+∑

k
Cp

∂Yk

∂Z

]
∂T

∂Z
(2.35b)

where Yk & T are the species mass fraction and temperature respectively. ρ,Cp ,Cp,k are the density, mix-

ture averaged specific heat and specific heat of k th species respectively. In eqn. 2.35a & eqn. 2.35b there is

a new factor χ, which is known as scalar dissipation rate. The scalar dissipation effects the change in rela-

tive velocities of the counter-flowing jets and is a measure of the departure from the equilibrium condition.

Higher scalar dissipation shows deeper non-equilibrium phenomena in the flame. Furthermore, turbulence

stretches and strains the flame. In order to consider the effect of strain rate in the mixture fraction space, the

scalar dissipation is defined as:

χ= 2D |Z |2 (2.36)

where D is the diffusion coefficient of species. Now, in order to solve eqn. 2.35a & eqn. 2.35b the knowledge

of χ is needed. Thus, species mass fraction and temperature can be obtained as a function of mixture frac-

tion and scalar dissipation rate. Further, in the steady flamelet method the temporal terms in eqn. 2.35a and

eqn. 2.35b are ignored and only the RHS terms are solved for solution of species mass fraction and temper-

ature. The scalar dissipation rate is varied from a very small value (close to equilibrium) in small steps until

the flamelet is extinguished. Typical generation of a flamelet can be seen in Fig. 2.3 where blue lines corre-

spond to the steady flamelet model. The results from the flamelet generation are stored in the table and the

independent parameters of this table are mixture fraction and scalar dissipation rate.

Non-adiabatic effects due to droplet evaporation can be taken into account through the calculation of

enthalpy. However, modeling of steady flamelets over a range of enthalpies is quite difficult. Hence, in ANSYS

FLUENT, assumption is made that the effect of heat loss/gain is considered not to affect the species mass

fractions. So the adiabatic species mass fractions are still used and the temperature is adjusted according to

the mean enthalpy gain or loss.

Although the chemical time scales in SFM are assumed to be smaller than the smallest turbulence time

scale, turbulence can still wrinkle, stretch and strain the flame. These effects have to be included during the

flame calculations. Thus turbulence-chemistry interactions are taken into account through the joint Proba-

bility Density Function (PDF) of the controlling parameters Z ,χst .

φ̃=
∫ 1

0

∫ ∞

0
φ

(
Z ,χst

)
P̃

(
Z ,χst

)
d Z dχst (2.37)

where φ is species mass fraction or temperature and P̃ is the joint PDF. χst is the value of scalar dissipation

rate at stoichiometric mixture fraction and is characteristic of each flamelet. If the variables are assumed to

be statistically independent, then the joint PDF in the above equation can be expressed as:

φ̃=
∫ 1

0

∫ ∞

0
φ

(
Z ,χst

)
P̃Z (Z ) P̃χ

(
χst

)
d Z dχst (2.38)

The advantage of using separate PDF for each variable is that the shape of the PDF can be assumed for each

of the variables. In FLUENT, the mixture fraction is presumed to be of shape of β function. By doing this, the

fluctuations in the mixture fraction are taken into consideration. But for χst no presumed PDF is considered.

Alternatively, Dirac delta function is used to define the fluctuations in χst . The β function is defined as shown

in eqn. 2.39a. In order to determine the β function, the mean (Z̃ ) and its variance (Z̃ ′′2) have to be known.

Once these quantities are determined the β function can be computed.

p(Z ) = Zα−1 (1−Z )β−1∫ 1
0 Zα−1 (1−Z )β−1 d Z

(2.39a)
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α=
[

Z̃
(
1− Z̃

)
Z̃ ′′2

−1

]
Z̃ (2.39b)

β=
[

Z̃
(
1− Z̃

)
Z̃ ′′2

−1

](
1− Z̃

)
(2.39c)

As mentioned earlier the fluctuations in stoichiometric scalar dissipation rate is assumed to be of Dirac delta

function. The Dirac delta function is shown in eqn. 2.40a.

pχ
(
χst

)= δ(
χst − χ̃st

)
(2.40a)

χ̃st =Cχ
ε

k
Z̃ ′′2 (2.40b)

where Cχ is a constant and is equal to 2. Also the turbulence quantities ε,k are obtained from the employed

turbulence model.

With the values of independent parameters Z & χ obtained from the flamelet table, the turbulence-

chemistry interaction can be included through the above mentioned process. By doing so, the earlier two

dimension calculation (Z & χ) will be changed to three dimension namely mean mixture fraction (Z̃ ), mix-

ture fraction variance (Z̃ ′′2) and mean stoichiometric scalar dissipation rate (χ̃st ). In order to reduce the

computational time, the integration of eqn. 2.38 of is not performed during run-time and instead it is per-

formed in the pre-processing step by solving the equation for various values of (Z̃ , Z̃ ′′2, χ̃st ). The result of this

is the species mass fraction and temperature are stored in three-dimensional look-up table for referencing

during run-time. Also inclusion of non-adiabtic case is possible and in this case one additional dimension of

mean enthalpy is needed to describe the heat/loss gain. Finally, the process of executing the presumed PDF

Steady Flamelet Method is described in the process flow diagram in Fig. 2.3

Figure 2.3: Execution of PDF steady flamelet method [4]
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2.5.2. FLAMELET GENERATED MANIFOLD (FGM)

As mentioned earlier with Steady Flamelet Method, deeper non-equilibrium effects such as ignition, mix-

ing cannot be captured and thus a more general approach such as Flamelet Generated Manifold is needed.

Overall the basic procedure is similar to SFM method but there are some differences in the FGM methodol-

ogy. When the flamelets are generated, the non-equilibrium unsteady effects are considered which are not

done in SFM method. In SFM method, the flamelets are generated from χ = 0 until the flamelet is extin-

guished, χexti ng ui sh which are seen as the lowest blue line in the Fig. 2.4. With FGM the transient extinguish-

ing flamelet is added (red lines in Fig. 2.4 covering the range from the start of extinction to pure mixing).

Similar to SFM, in FGM the reaction is assumed to happen in lower dimension manifolds which are charac-

Figure 2.4: Temperature vs. Mixture fraction with increasing scalar dissipation rate

terized by few independent variables which can change in the composition space. In FGM the controlling

parameters are mixture fraction which shows the extent of mixing and a new variable is used which shows

the progress of the reaction completion, c, with c = 0 from pure mixing in unburned condition to c = 1 fully

burnt condition. In FLUENT mass fractions of CO2, CO are used as the marker of the reaction progress. The

progress variable is defined as shown in eqn: 2.41.

c =
Y eq

k −Yk

Y eq
k −Y mi xi ng

k

(2.41)

where Y eq
k denotes the species mass fraction at equilibrium condition and Y mi xi ng

k shows the mass frac-

tion at mixing condition. Similar to SFM method, the turbulence-chemistry interaction is modeled through

joint PDF and β function shape is presumed for fluctuation of progress variable c along with the β shape for

mixture fraction, Z. In order to define the β function, mean progress variable (c̃) and progress variable vari-

ance (c̃ ′′2) have to be known. Therefore in FGM, 4 transport equations are solved namely: mixture fraction

(eqn. 2.42a) and its variance and un-normalized progress variable (eqn. 2.42b) and its variance [28].

∂ρz̃

∂t
+∇(

ρvz̃
)=∇

(
µt

σt
∇z̃

)
(2.42a)

∂ρc̃

∂t
+ ∂

(
ρũi c̃

)
∂xi

= ∂

∂xi

(
ρDe f f

∂c̃

∂xi

)
+ S̃c (2.42b)

where µt andσt are turbulent viscosity and turbulent Schmidt number and S̃c is the reaction progress source

term which is obtained from the flamelet library. When these quantities are known, the species mass fraction
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and temperature are computed from the following integral equation.

φ̃=
∫ 1

0

∫ 1

0
φ (Z ,c) P̃Z (Z ) P̃c (c)d Z dc (2.43)

Again, the effect of heat loss/gain can be taken in to account by adding another dimension of mean enthalpy.

Finally, the integration of eqn. 2.43 is carried out for different values of (Z̃ , Z̃ ′′2, c̃, c̃ ′′2) and are stored in look-

up table for referencing during run-time. It should be mentioned here that the gaseous flamelets are used

to represent the local structure of the turbulent spray flames. But the droplet evaporation process in spray

combustion provides local fuel source and could modify the reaction zone in the mixture fraction space. For

detailed information on spray flamelet modeling refer to [29] and references therein.

2.6. DISPERSED PHASE MODELING

2.6.1. GOVERNING EQUATIONS FOR DISPERSED PHASE

The injection of liquid fuel into the gas phase sets off a wide variety of interaction among the two phases.

The main processes of turbulent spray combustion involves disintegration of bulk liquid into ligaments and

then droplets known as primary atomization. Secondary atomization may be present depending upon the

drop sizes produced after primary atomization. The droplets are injected into the gas phase and experience

aerodynamic forces and thereby exchange momentum with the continuous phase. The turbulence present in

the gas phase facilitates the mixing of droplets with gas phase thereby distributing these sources of chemical

energy in the flow, which is modeled as turbulent particle dispersion. Further, the concentration gradient at

the droplet gas interface leads to evaporation of liquid fuel. Turbulence enhances the evaporation by homog-

enizing the gas phase in the vicinity of the droplet. This evaporated fuel then acts as a source for combustion

process and the combustion process releases heat leading to faster evaporation of fuel. All these processes

are highly coupled with the gas phase and a change in one of the processes leads to different combustion

performance and hence all these processes needs to be correctly modeled. All these changes are accounted

into the gas phase through various source terms which appear in the gas phase governing equations as seen

in section 2.1.

There are two different methods to treat the dispersed phase in conjunction with gas phase and these

are Eulerian framework and Lagrangian framework. In the Eulerian framework the dispersed phase is also

treated as continuum and interacts with the gas phase continuum resulting in set of differential equations

representing conservation laws of mass, momentum and energy. The Eulerian approach is easy to apply and

computationally inexpensive but the constitutive relationships to solve the governing equations are rather

empirical. Also, prediction of droplet size distributions is difficult. In the Lagrangian framework, the discrete

particles are tracked through the computational domain by solving their equation of motion. Lagrangian

approach is widely used for particle tracking in many engineering problems [30–33]. In this thesis, the spray

is dilute as the volume fraction of the dispersed phase in the gas phase is very low. Therefore Lagrangian

framework is used to model the discrete phase in both SPRAYSIM and FLUENT.

As in Lagrangian method each droplet is tracked throughout the computational domain, the number of

droplets produced by a spray process is of the order of millions and thus the computational cost of doing such

a modeling would be very high. Therefore the parcel approach is used wherein group of droplets (parcels) of

identical properties such as diameter, velocity, temperature are continuously injected into the computational

domain with the given initial conditions. Then the evolution of the parcels through the properties of position,

velocity, diameter, velocity and temperature is sought in Lagrangian frame by solving the equation of motion
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for every parcel.

In this work, droplets are tracked using the steady injection method. In this method, after the iterations of

gas field, the spray parcels are injected into the flow from the desired position with the given initial conditions.

These parcels are then tracked in the domain and the status of each parcel is registered either as evaporated,

escaped or incomplete. Where escape means that the parcel has left the computational domain without

evaporating and incomplete means the number of tracking steps specified was not sufficient enough to track

the parcel. After one discrete phase injection, specified number of gas phase iterations are solved with the

sources from the discrete phase calculated from previous calculation. Then again the discrete phase parcels

are injected into the modified gas field for re-tracking of the injected parcels and this loop is continued until

the convergence is obtained.

As there is exchange of mass, momentum and energy between liquid and gas phase. In order to evaluate

these a set of ordinary differential equations are solved in the Lagrangian framework of the dispersed phase.

The mass conservation for a droplet can be written as follows, which shows the conversion of liquid mass

in time equal to the vapor mass flow.
dmp

d t
=−ṁv (2.44)

where mp is the parcel mass and ṁv is the vapor mass flow. The droplet motion is given by eqn. 2.45 which is

a function of time and depends on all the forces acting on it.

d
(
mp ·~up

)
d t

=−mv ·~up +∑
~Fi (2.45)

where ~up is the droplet parcel velocity and
∑
~Fi is the sum of forces acting on the droplet. Differentiating

eqn. 2.45 gives the following equation.

mp
d~up

d t
=∑

~Fi (2.46)

The sum of forces includes: the drag force experienced by the droplet due to the relative velocity between

discrete and continuous phase. Volume force due to gravity. Basset force which is due to the transient nature

of the development of the particle’s boundary layer. Virtual mass force which originates due to the difference

in the acceleration of fluid and particle. Magnus force which arises due to rotation of particle in a non-rotating

environment. And finally, Saffman force which accounts for lift force experienced by particle when it moves

through a viscous liquid due to the velocity gradients caused by the translational velocity of the particle.

However, the equation of motion can be greatly simplified when the flow is considered to be dilute, turbu-

lence intensities are less and particle to fluid density ratio is greater than 200 and the droplets are of spherical

shape. In this situation, apart from drag and volume forces by gravity all other forces mentioned above such

as Basset, Magnus, virtual mass and Saffman are negligible. Hence the particle motion equation with drag

force and volume force is given in terms of particle relaxation time.

d~up

d t
= 1

τr el ax
·~ur el +

(
1− ρg

ρp

)
·~g (2.47)

where ~g is the specific volume force, ~ur el is the slip velocity and ρp , ρg are the density of the parcel and gas

phase respectively. τr el ax is the particle relaxation time defined in eqn. 2.48 as:

τr el ax = 4

3

ρg

ρp

dp

CD |ur el |
(2.48)

where CD is the drag coefficient. For dilute spray the drag coefficient in SPRAYSIM is taken from Clift et al.
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[34] for solid spheres without correction for evaporation. In FLUENT the drag coefficient when no secondary

breakup is activated is obtained as:

CD = a1 + a2

Rep
+ a3

Re2
p

(2.49)

where the droplet Reynolds number Rep is:

Rep = ρg
∣∣~up −~ug

∣∣dp

µg
(2.50)

Knowing the velocity of the particle, the droplet location can be obtained by the integration of the follow-

ing equation.
d~xp

d t
=~up (2.51)

With the mass and momentum conservation determined the droplet energy equation is obtained as:

dTp

d t
= ṁv∆hv −Q̇

Cp,l i qρl i qVd
(2.52)

where Tp is the parcel temperature, hv is the enthalpy of vaporization, Q̇ is the heat flow onto the surface of

the droplet, Cp,l i q is the specific heat of liquid at constant pressure, ρl i q is the density of the liquid and Vd is

the volume of the droplet. The mass flow rate due to vaporization and the heat flow into the liquid is obtained

from an evaporation model such as Abramzon-Sirignano evaporation model described below [35].

2.6.2. EVAPORATION MODELING

In brief, the Abramzon-Sirignano model is based on the classical gas-film theory. It assumes that the gas

obeys ideal gas law and the droplet interior is well mixed i.e. there is no temperature gradient inside the

droplet (also known as infinite conductivity model) and the process of heat and mass transfer is quasi-steady.

Quasi-steady means: if an evaporating droplet is kept at constant radius by continuous replenishment of

liquid at the droplet center, then the concentration gradient away from the droplet is steady. The classical

gas-film theory assumes that the resistance to heat and mass transfer from the non-vaporizing particle and

gas flow may be modeled by introducing diffusional and thermal boundary layer of constant thickness. But

this does not include the Stefan flow (blowing effect) which thickens the laminar boundary layer and thereby

modifies the heat and mass transfer process. With infinite conductivity model the temperature evolution is

given as follows:
dTp

d t
= πdpλ f i lm Nu

mpCp,l i q

(
T f i lm −Tp

)+ 1

Cp,l i q

∆hv

mp
ṁp (2.53)

where Tp is the droplet temperature, dp is the droplet diameter, λ f i lm is the gas phase thermal conductivity

evaluated at film condition, Cp,l i q is isobaric heat capacity of liquid, ∆hv is the latent heat of vaporization

and mp is the droplet mass. The mass transfer is given by:

dmp

d t
=πdp ShDvapρg ln (1+BM ) (2.54)

where Sh is the Sherwood number Dvap is the diffusion coefficient, BM is the Spalding mass transfer number

which is obtained from Raoult’s law and Clausius-Clapeyron equation. The Sherwood number and Nusselt

number for convective flow is obtained from the popular Ranz-Marshall correlation given as:

Nu = 2+0.552Re1/2
p Pr 1/3

f i lm (2.55a)
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Sh = 2+0.552Re1/2
p Sc1/3

f i lm (2.55b)

In order to account for the Stefan flow, corrections have been given by Abramzon and Sirignano [35] for Sher-

wood and Nusselt numbers which are given in eqn. 2.56b and eqn. 2.56a.

Nu∗ = 2+ Nu −2

FT
(2.56a)

Sh∗ = 2+ Sh −2

FM
(2.56b)

FT = (1+BT )0.7 ln (1+BT )

BT
(2.57a)

FM = (1+BM )0.7 l n (1+BM )

BM
(2.57b)

BT = (1+BM )φ−1 withφ= Cp,vap

Cp, f i lm

Sh∗

Nu∗
Pr f i lm

Sc f i lm
(2.58)

where FM and FT represent the relative change in film thickness due to Stefan flow effect. When Abramzon-

Sirignano model is used, Nu and Sh in the eqn. 2.53 and eqn. 2.54 are replaced with Nu∗ and Sh∗. Finally the

film condition is chosen as:

T f i lm = Ts + 1

3
(T∞−Ts ) (2.59a)

Y f i lm = Ys + 1

3
(Y∞−Ys ) (2.59b)

where 1/3 value is recommended for most of spray combustion calculations and also popularly known as

"1/3r d " rule. Other values of 1 and 1/2 have also been used as mentioned in [29].

The evaporation model in FLUENT employs the classical model of evaporation with correction for the

convective transport of fuel vapor and gas mixture away from droplet surface (Stefan flow) [36]. This results

in following equation for Nusselt number:

Nu = ln (1+BT )

BT
Nu0 (2.60)

where Nu0 is obtained from eqn. 2.55a with coefficient of 0.552 changed to 0.6. For mass transfer away from

the droplet FLUENT uses eqn. 2.55b with coefficient of 0.552 changed to 0.6.

2.6.3. SECONDARY ATOMIZATION

When a drop experiences a surrounding flow field moving with some velocity relative to it, the aerodynamic

forces cause the droplet to deform and break into smaller droplets. This process is referred to as secondary

atomization [37]. Whereas in primary atomization the sheet or jet of liquid breaks up for the first time to form

drops and it occurs close to the nozzle exit. To model the secondary atomization: "Cascade atomization and

drop breakup" model (CAB) of Tanner [38] was used in SPRAYSIM in the CFX-SPRAYSIM coupled runs as the

drop size prediction with the given initial drop size condition did not match the experimental values at the

first measurement position, which is explained further in 3.1.

The CAB model is used to accommodate the catastrophic breakup apart from bag and stripping breakup

modes observed in many sprays. In CAB model the drop breakup is considered by taking into account the

aerodynamic forces acting on the droplet which leads to its distortion and subsequent breakup into collection

of product droplets. The drop distortion and breakup criteria is based on the droplet deformation dynamics
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of Taylor Analogy Breakup model where the droplet deformation is thought of as spring-mass-damper sys-

tem. The aerodynamic droplet-gas interaction is the forcing term while the liquid viscosity plays the role of

damper and surface tension acts as the restoring force. Drop breakup occurs when the gas Weber number

(eqn. 2.61) exceeds the critical value. The properties of the product droplets are governed by eqn. 2.62 based

on the theory of population dynamics. In short, it is assumed that the number of product droplets formed

is proportional to number of parent droplets and the proportionality constant depends on the drop breakup

regime.

W e = ρg as v2
r el d

σ
(2.61)

d

d t
m(t ) =−3Kbum(t ) (2.62)

Kbu =


k1ω W ecr i t <W e ≤W eb,s

k2ω W eb,s <W e ≤W es,c

k3ωW e3/4 W es,c <W e

(2.63)

where subscripts b ,s, c correspond to bag, stripping and catastrophic breakup, constant k1 is determined

from the Rayleigh-Taylor instability analysis and is equal to 0.05, m denotes the mean mass of the product

drop distribution. Values of k2 & k3 are chosen such that Kbu is continuous across all Weber numbers.

2.6.4. TURBULENT PARTICLE DISPERSION

In dilute spray applications such as the combustion system, the dispersion of fuel droplets due to turbulent

fluctuations is important and has to be properly accounted for. The droplets carry the chemical energy with

them and hence their position in the combustor affects the reaction zone and flame characteristics. The

particle dispersion model varies depending on which framework (Eulerian or Lagrangian) is used to describe

particle motion. In most combustion studies, Lagrangian framework is employed.

Modeling particle dispersion depends mainly on two aspects [39] :

• Carrier phase turbulence models.

• The ability of the carrier phase models to provide the exact details of instantaneous gas velocity at each

particle location needed to model particle dispersion.

Thus, the key to modeling particle dispersion is to obtain the required data through turbulence models with

valid assumptions. When Lagrangian particle tracking is applied, there are two ways to model the particle

dispersion: the particle trajectories are generated directly using stochastic model (random walk model) for

Lagrangian velocities. This method is simpler as it does not require the information from Eulerian fluid ve-

locity field but it is confined to passive particles such as dispersion of pollutants in atmosphere. In the second

approach, the particle trajectories are obtained by solving the particle momentum equation for representa-

tive samples through the Eulerian fluid velocity field. But there is a problem with this approach, the carrier

phase is solved in Eulerian framework and the practical turbulence models give time-averaged fluid velocity,

whereas the particle momentum equation requires instantaneous carrier phase velocity at each particle loca-

tion. So these models need to estimate fluctuating fluid velocity at each particle location as it moves through

the computational domain.

In turbulence, the fluctuating velocity is correlated to itself for a certain time interval before it significantly

changes. This time interval is roughly of the order of the Lagrangian fluid time scale. According to Gosman

et al. [40] the Lagrangian fluid time scale is conceptually similar to particle Lagrangian time scale and it can
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be viewed as the large eddy lifetime based on the dissipation length scale (Kolmogorov scale). According to

Taylor’s theory of particle dispersion, in order to calculate the variance in the particle trajectory, this fluc-

tuating fluid velocity at two different times is needed. This temporal correlation is an important factor to

consider if the particle trajectories are constructed by marching downstream the flow with time steps less

than or equal to Lagrangian fluid time scale. Thus the models which estimate the fluctuating fluid velocity

from the time-averaged Navier-Stokes equation need to circumvent a way to account for fluid temporal cor-

relation. To obtain time-dependent data, the same fluctuating fluid velocity is assumed to act on the particle

for a time interval known as particle-eddy interaction time, which is the minimum of the eddy lifetime and

the transit time needed for a particle to cross an eddy of certain size. In the following models, the concept of

particle interaction time is used to model turbulent particle dispersion.

In FLUENT, the Discrete Random Walk model of Gosman and Ioannides [40] is used. According to this the-

ory, the instantaneous gas velocity in the particle momentum equation is obtained from the time-averaged

Navier-Stokes equation and the carrier phase turbulence fields. The turbulence is assumed to be isotropic

and the droplets are assumed to interact with a sequence of randomly sampled turbulent eddies. The fluc-

tuating velocity is assumed to be the shape of Gaussian PDF (eqn. 2.64) with zero mean mean and standard

deviation obtained from the local turbulence kinetic energy which are sampled at appropriate points in the

domain to obtain the prevailing fluctuating velocity field.

u′ = ζ
√

u′2 (2.64)

where ζ is normally distributed random number. In eqn. 2.64 the RHS is the RMS fluctuating velocity which

is related to the kinetic energy obtained from the transport equation for kinetic energy.√
u′2 =

√
v ′2 =

√
w ′2 =

p
2k/3 (2.65)

When Reynolds Stress Model is used, the fluctuating velocity in each direction is obtained separately by us-

ing the computed normal stresses. For particle trajectory computation, the time for integration is obtained

using particle-eddy interaction time which is mentioned before. To compute particle-eddy interaction time,

the eddy lifetime τe is assumed to be either constant as shown in eqn. 2.66b or as random variation about

Lagrangian fluid time scale, shown in eqn. 2.66c computed in FLUENT as:

TL ≈ 0.15
k

ε
(2.66a)

τe = 2TL (2.66b)

τe =−TLl n(r ) 0 < r < 1 (2.66c)

Particle eddy transit/crossing time is computed as:

tcr oss =−τln

[
1−

(
Le

τ
∣∣u −up

∣∣
)]

(2.67)

where τ is the particle relaxation time, Le is the characteristic eddy size (based on dissipation length scale)

and
∣∣u −up

∣∣ is the slip velocity. The particle interacts with the eddy for a time which is minimum of eddy

lifetime and eddy crossing time. When this time is reached the particle is assigned a new fluctuating velocity

by applying new value of ζ in eqn. 2.64.

When steady tracking of particles is used in FLUENT, each time when the particles are injected, certain
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number of times (referred to as number of tries) each particle in the injection is tracked through the flow with

the calculated random carrier phase fluctuating field. When this number is small the ensemble average of

the trajectories is different each time the trajectories are computed. In order to have statistical convergence

a sufficient number of tries should be used. But high value of this leads to longer computational time. Thus a

trade-off has to be made. Recommended values for number of tries is between 3-5.

In SPRAYSIM, the spectral dispersion model of Blümcke [41] is used. As in DRW model, this model is also

based on stochastic approach to determine the particle trajectories. In DRW model, the parcel experiences

a constant gas fluctuation velocity as long as it is thought to be moving inside an eddy. These gas fluctua-

tion velocities experienced successively by a parcel along its trajectory are not correlated. In Blümcke’s more

advanced spectral dispersion model, a realistic decay of the two-point autocorrelation of the gas fluctuation

velocity components ’seen’ by the parcel both in time and in space is employed. For detailed description, the

readers can refer to [41].

2.6.5. GAS-DISCRETE PHASE COUPLING

The interaction of discrete phase with continuous phase is taken into account through various source terms

in gas phase balance equations. The coupled calculation in both SPRAYSIM and FLUENT is carried out as

follows:

1. Solve the gas field prior to the introduction of discrete phase.

2. Introduce the discrete phase by calculating the particle trajectories and compute the sources for gas

phase.

3. Recalculate the gas field with the exchanged mass, momentum and heat transfer source terms calcu-

lated during discrete phase.

4. Recalculate the discrete phase with the modified gas field.

5. Repeat the previous two steps until a converged solution is achieved in which both the continuous

phase flow field and the ensemble of discrete phase particle trajectories are unchanged with successive

iterations.

The source terms calculated during discrete phase calculations when introduced into the gas field may cause

solution to become unstable or lead to divergence. Therefore under-relaxation factors are introduced in the

mass, momentum and heat transfer terms to let the impact of the discrete phase change only gradually. The

set of equations shown in eqn. 2.68 show the update process with the under-relaxation factor α where m,f,e

are the exchanged mass, momentum and heat transfer terms.

mnew = mol d +α (mcalcul ated −mol d ) (2.68a)

fnew = fol d +α(
fcalcul ated − fol d

)
(2.68b)

enew = eol d +α (ecalcul ated −eol d ) (2.68c)

When the source terms of mass, momentum and heat transfer are introduced into the gas field as shown

above it is known as two-way coupling. However, with regards to turbulence, only the influence of gas phase

turbulence on discrete phase is considered. Whereas the gas phase turbulence can also be modified by the

discrete phase. The effect of this is known as "turbulence two-way coupling". When the particles are intro-

duced into the carrier phase, either augmentation or attenuation of turbulence can occur depending on the
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size of the particles [26, 42]. Generally it is believed that small particles (smaller than energetic eddy in the

flow) attenuate the turbulence intensity of the carrier phase as the small particles in an eddy are imparted ki-

netic energy at the expense of the eddy’s turbulent energy. On the other hand large particles tend to augment

the turbulence intensity through vortex shedding in the wake region of the particles. This modulation of the

turbulence manifests as source terms in turbulence transport equations (eqn. 2.16, eqn. 2.17). In SPRAYSIM,

this turbulence two-way coupling is available but has not been used. In FLUENT, the turbulence two-way

coupling is only possible when k − ε turbulence models are used. However, when Reynolds Stress model is

employed, FLUENT does not allow the turbulence two-way coupling. Study of turbulence two-way coupling

is used to assess the sensitivity of this in the current case and is discussed in the results section.

2.7. RADIATION MODEL

Radiation plays an important role in a of combustion chamber and an accurate treatment of radiation is es-

sential to develop a mathematical model of the combustion system. The level of detail to be included depends

on the problem of interest such as, in order to model pollutant formation accurate prediction of temperature

distribution is of paramount importance as species rate equations are highly dependent on temperature.

Hence radiation has to be treated carefully. Also, prediction of soot formation and oxidation is highly depen-

dent on temperature and inaccurate prediction of temperature leads to erroneous soot yield and therefore

radiative heat losses. Radiation effects are important when the domain size is big and the fraction of heat

transfer due to radiation grows with the combustor size [43]. Radiative heat transfer can be computed if the

radiative properties of the participating medium and the temperature field is known. But as the temperature

field is unknown and is solved for in CFD simulations, the radiative transfer equation is coupled to the energy

equation through a heat source term in eqn. 2.3, Q. This heat source term can be expressed as divergence of

heat flux vector, ~qR ,

~qR =
∫ ∞

0
κη

(
4πIbη−

∫
4π

IηdΩ

)
dη (2.69)

where η is the wavenumber, Ω solid angle, κη the spectral absorption coefficient, Iη the spectral radiative

intensity and subscript b denotes blackbody property. As the radiative energy travels in the form of elec-

tromagnetic waves or rays of photons, it is best to quantify the radiative heat transfer in form of radiative

intensity. The radiative intensity is defined as the radiative energy flow per unit time, per unit area normal to

the ray of radiation, per unit solid angle and per unit wavenumber and is the solution of the Radiative Trans-

fer Equation [44]. The radiative energy traveling in a participating medium undergoes absorption, emission

and scattering from the medium which changes the intensity of the radiation. A simple energy balance for a

ray of radiation leads to Radiative Transfer Equation (RTE). RTE gives the intensity field inside a domain con-

taining participating medium as function of spatial coordinates, direction and wavelength (frequency) and is

expressed in general form as:

d Iη
d s

= κηIbη−βηIη+
σsη

4π

∫
4π

Iη(ŝi )Φη (ŝi , ŝ)dΩi (2.70)

where~s is the unit direction vector,βη is the spectral extinction coefficient which is sum of spectral absorption

coefficient κη and spectral scattering coefficient σsη. The quantity Φη (ŝi , ŝ) is the scattering phase function

which describes the probability that a ray from a certain direction ŝi is scattered into other direction ŝ. The

first term on RHS of RTE is the augmentation of radiative intensity due to emission. Second term is attenu-

ation of radiation due to scattering and absorption and third term describes the augmentation of radiation

due to scattering of radiative intensity from other directions. The above integro-differential equation can be
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simplified depending on the nature of the participating medium. Such as in lightly sooting flames scattering

is negligible and eqn. 2.70 reduces to just a differential equation:

d Iη
d s

= κηIbη−βηIη (2.71)

With proper boundary condition the above equation can be solved to obtain Iη and subsequently the heat

flux vector in eqn. 2.69.

The accuracy of radiation calculation depends on the solution method used to solve the RTE and the ac-

curacy of the radiative properties of the participating media. Hereafter just a brief description of the solution

method of P1 and the weighted-sum-of-gray-gases for evaluating spectral radiative properties is described.

P1 Radiation Model: P1 is a spherical harmonic method and is one of the models in the class of P-N

method. It is based on the idea that the solution of RTE can be simplified by expressing the radiative intensity

as orthogonal series of spherical harmonics which satisfy Laplace equation in spherical coordinates. The

number of terms retained in the series expansion gives the method its order and name. So, P1 model means

only first order term of the series expansion is retained. By this way the RTE is transformed into a set of

simultaneous PDE’s that are solved in a reacting flow. For detailed information on P1 and other radiation

model please refer to [44].

The next part which affects the RTE is the radiative properties of the gas phase species involved in the

combustion system. Generally, water vapor, carbon dioxide and carbon monoxide are important contribu-

tors to nonluminous radiation and the effect of NOx and SOx is not great as they are present in only small

quantities [45]. Radiation from a flame is absorbed and emitted by participating media only at certain fre-

quencies governed by the quantum mechanics. The radiative properties such as absorption coefficient tend

to oscillate across the spectrum. Therefore approximate methods have been developed which predict the

radiative properties and one of them is the Weighted-Sum-of-Gray-Gases (WSGG). In brief, WSGG replaces

the nongray (functions of spectral properties) gases with number of gray gases. Radiative heat transfer rates

are calculated independently by solving the RTE with weighted emissive powers for each gray gas [43, 45]. In

FLUENT the P1 model with WSGG approach for radiative properties is used in calculating the radiative heat

transfer from the flame.

2.8. COMPUTATIONAL MODEL FOR DROP SIZE DISTRIBUTION

This section discusses the different types of size distribution functions used to model drop size distribution.

It highlights the empirical size distribution techniques namely: Root normal distribution, Log normal dis-

tribution, Rosin-Rammler distribution, Log Rosin-Rammler distribution, Nukiyama-Tanasawa distribution.

Also a brief discussion about Maximum Entropy Formalism is presented. Further implementation of the

Nukiyama-Tanasawa distribution in the DLR code- SPRAYSIM is discussed.

2.8.1. MATHEMATICAL AND EMPIRICAL REPRESENTATION OF SIZE DISTRIBUTION

Sprays produced by different atomizers contain a wide spectrum of drop diameters and the knowledge of this

size distribution is vital for understanding the operation of the system. Different applications require differ-

ent type of distribution ranging from narrow distribution (narrow drop diameter range)for respiratory sprays

to wide distribution (wider drop diameter range) for gas turbines. Therefore, drop size distribution is equally

important in spray literature apart from prediction of single diameter. Sprays produced by the atomization
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process is highly diverse and distinct for each atomizer. There are various mechanisms involved such as jet

and sheet disintegration processes which result in the formation of different diameters and the resulting main

and satellite drops vary in size accordingly. This makes prediction of drop size distribution from first princi-

ples a difficult task and till date no theory has been able to completely describe this phenomena [46]. Because

of this, there are many functional relations which are based on probability theory or purely empirical consid-

eration to mathematically describe the drop size distribution. Some of the widely used mathematical corre-

lations are: Normal, Lognormal, Rosin-Rammler, Log Rosin-Rammler and Nukiyama-Tanasawa. According

to [46] mathematical functions should have the following characteristics to be of practical importance.

1. Provide satisfactory fit to the experimental data.

2. Be able to extrapolate to drop sizes outside the experimental range.

3. Permit easy calculation of mean drop size and other characteristic diameters.

4. In ideal situation, also be able to reflect the basic mechanisms involved in the atomization.

The fact that different type of functions are used is because they are formulated by fitting to wide variety of

experimental data through empirical arguments. It is therefore necessary to test several of these distribu-

tions to find a right fit for the given experimental data. In the coming section, some of the mathematical

and empirical functions will be discussed, but before that a brief account of different representations of size

distribution will be discussed.

In principle there are multiple ways of representing the drop size data. Graphical representation of the

drop size distribution is the more efficient way of expressing the data. Intuitively, range of drops produced by

a given spray can be divided into set of classes, where each class consists of drop whose diameters are in the

range of a given diameter, D i.e each class consists of drops whose diameters are in the range of D −∆D and

D +∆D . By counting the number of drops occurring in each class, a histogram of frequency of occurrence

of a given class can be constructed. The continuous version of the histogram plot is called as the probability

distribution function (PDF) of the drop size or also known as drop size distribution function. This type of PDF

results in number based distribution (dN/dD).

If the volume of the drops rather than its number can be considered, yielding the volume based distribu-

tion (dQ/dD). Alternatively, the drop size distribution can also be represented as cumulative volume distribu-

tion (Q(D)). This is the integral representation of the volume based distribution and it informs the percentage

of the total volume of the drops in a spray present below the given diameter D (for example, Q(D)=0.5% means

50% of the volume of the droplets is below a given diameter and this diameter is known as the mass median

diameter).

It should also be mentioned here that the number based distribution is related to volume based distribu-

tion by eqn. 2.92 provided that the shape of the droplets are assumed to be spherical and have same density

[47].
dQ

dD
= D3 d N

dD∫ ∞
0 D3 d N

dD
˜dD

(2.72)

As the cumulative volume distribution is the integral representation of volume based distribution, the cumu-

lative volume distribution and volume based distribution are related to each other by the following equation.

Q(D) =
∫ D

0

dQ

dD
dD̃ (2.73)

Following figure shows the number based, volume based and cumulative representation of the same size

distribution (root normal) which has a Sauter mean diameter, SMD (defined as the diameter of the drop
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whose ratio of volume to surface area is same as that of the entire spray)
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Figure 2.5: Different representations of drop size distribution
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Figure 2.5 shows a typical size distribution generated from the SPRAYSIM software. In the volume based

distribution, it can be seen that the the size distribution is cut-off at certain value to remove out the droplets

which are very few in number and this cut-off is based on the minimum of two conditions: either the removed

droplets’ volume is not more than 0.05% of the total volume and the droplet diameter is not more than the

specified value.

Some of the mathematical functions which are frequently used to represent drop size distribution are

described below.

• Root-Normal Distribution: It is a relatively simple and robust relation to express drop size distribution.

In root-normal distribution the size distribution which follows the Gaussian shape is scaled with square

root of the drop diameter instead of linear scale for drop diameter [48]. For the sake of simplicity all the

following distributions will be expressed in terms of cumulative volume distribution (Q).

Q(D) = 1

2

[
1+er f

(
1p
2σ

×
(√

D

Dv,50
−1

))]
(D > 0) (2.74)

where σ is the standard deviation and Dv,50 is the mass median diameter and erf() is the error function

defined as:

er f (x) = 2p
π

∫ x

0
e−t 2

d t (2.75)

• Log-normal Distribution: Many particle size distribution follow a Gaussian distribution law and can

be represented as Gaussian distribution if the log of the particle diameter is taken as a variable [46]. By

doing so the cumulative volume distribution for Log-normal distribution looks like:

Q(D) = 1

2

[
1+er f

(
1p
2σ

×
(
ln

(
D

Dv,50

)
−1

))]
(D > 0) (2.76)

where σ is the standard deviation and Dv,50 is the mass median diameter.

• Rosin-Rammler Distribution: It is one of the widely used empirical size distribution for sprays. Orig-

inally developed for size distribution of coal particles, it is also being used to describe the liquid spray

size distribution successfully [49]. Rosin-Rammler is a mathematical function depending on only two

parameters namely a characteristic diameter and a width parameter. This mathematical simplicity to

describe the complex size distribution just by two parameters makes it widely popular in the spray

literature. The Rosin-Rammler distribution is represented as:

Q (D) = 1−exp

(
−

(
D

D

)q)
(2.77)

where q is the width parameter representing width of the sizes in the size distribution. If value of q

is higher, then the droplet size is more uniform and in the limit of q tending to infinity the drop size

distribution becomes mono-disperse. And D is a characteristic diameter of the size distribution and

originally Dv,63.2 is used. However, in the SPRAYSIM code Dv,50 is used which leads to a different pre-

factor in the exponential term (other than -1) as shown:

Q (D) = 1−exp

(
l n (0.5)

(
D

Dv,50

)q)
(2.78)

The result with Dv,50 was obtained in the previous works at DLR, Institute of Combustion Technology.

• Log Rosin-Rammler Distribution: As it was found earlier with the log normal distribution that using



32 2. COMPUTATIONAL MODELS

log of the diameter as variable could represent the experimental data adequately it was also found with

the Rosin-Rammler distribution. It was found that the fit obtained from the original Rosin-Rammler

distribution from pressure swirl nozzle deviated for larger drops and it could be remedied by using the

log of the diameter as shown below:

Q (D) = 1−exp

− ln (D)

ln
(
D

)
q

(2.79)

where again the parameters q and D have the same meaning as in original Rosin-Rammler distribution

and where Dv,50 is used for the characteristic diameter.

• Log-hyperbolic function: Log-hyperbolic is another empirical relation for describing the drop size dis-

tribution of sprays. It was developed by Bhatia et al. [50] to describe the size distribution characteristics

obtained from the spray of a oil burner nozzle. It contains of 4 parameters (α, δ, µ, β,) and is shown in

the following equation:

d N

dD
= a(αβδ) exp

{
−α

√
δ2 + (D −µ)2 +β(D −µ)

}
(2.80)

where a is the normalizing constant given by

a =
√
α2 −β2

2αδK1

(
δ
√
α2 −β2

) (2.81)

δ is the scale parameter, µ is the location parameter and other two parameters α & β, define the shape

of the PDF. As it can be seen, this method requires information of 4 parameters to successfully fit the

experimental data and this makes it difficult to work with. Also, according to [51], the computation of

parameters leads to instability and makes the usage even more cumbersome.

• Nukiyama-Tanasawa Distribution: Nukiyama-Tanasawa distribution was originally conceived by Nuki

yama and Tanasawa to describe the number based drop size distribution of spray produced by a pneu-

matic atomizer in 1939 [52]. It is an empirical relation consisting of 3 independent parameters namely

b, p and q which adequately describe the drop size distribution and is shown in the following equation:

d N

dD
= a Dp exp[−bDq ] (2.82)

where b, p and q control the width of the distribution and the location of the mean and a is the normal-

izing constant given as:

a = qb
p+1

q

Γ
(

p+1
q

) (2.83)

As seen from above, there are different mathematical relations to describe a drop size distribution pro-

duced by a spray, the question which generally arises is, which of the above is a better choice?. Paloposki

in his work used χ2 test to analyze the drop size distribution from 22 data sets among which some of

them were considered as benchmark data sets [53]. Paloposki concluded that the Nukiyama-Tanasawa

and log hyperbolic relations provided the best fit to the experimental data sets which he used as com-

pared to others. Another result which was of importance was that: as the number of the parameters

describing the size distribution increased, the fit provided by the method to the experimental data was
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better. This is evident, as more independent parameters give the freedom to better fit the experimental

data. With this recommendation it was considered to include the Nukiyama-Tanasawa method in the

SPRAYSIM software. While the log hyperbolic method is also mentioned, numerical fitting of the four

parameters of the complicated log-hyperbolic function is difficult [51]. Thus the implementation of it

in SPRAYSIM was dropped.

From the literature survey, it was observed that the original Nukiyama-Tanasawa distribution is used

in different ways which are either a modification or simplification of the original equation (eqn. 2.82).

One of the widely used variant is due to Mugele & Evans [52] where in the value of the independent

parameter p is taken to be fixed at 2 which essentially reduces this variant to a 2 parameter distribution.

The equation for size distribution is shown below:

d N

dD
= a D2 exp[−(bD)q ] (2.84)

Another variant of the method is given by Paloposki [54] where in the parameter ’p’ is assumed to be

equal to 1/q . By doing so, the size distribution can be defined only by 2 independent parameters. The

size distribution can be expressed by the following equation:

d N

dD
= a D1/q exp[−(bD)q ] (2.85)

The third variant of Nukiyama-Tanasawa method is given by Gonzalez [47]. In this work, effort was

made to make the method fit the experimental data by using the Sauter Mean Diameter (SMD) from

the measured data for a spray. Along with SMD, p and q are the other two parameters which completely

define a size distribution. The number based distribution is shown below:

d N

dD
= q

SMD Γ
(

p+1
q

)
Γ

(
p+4

q

)
Γ

(
p+3

q

)
p+1

×
(

D

SMD

)p

exp

−
Γ

(
p+4

q

)
Γ

(
p+3

q

)
q (

D

SMD

)q

 (2.86)

where Γ() is the complete gamma function defined as shown in eqn. 2.87. In the following section, the

implementation of the aforementioned variants of Nukiyama-Tanasawa empirical method in SPRAYSIM

is explained.

Γ(z) =
∫ ∞

0
t z−1 e−t d t (2.87)

Eqn. 2.86 is mathematically equivalent formulation of eqn. 2.82 and not a simplification. SMD is related to

other parameters as:

SMD = 1

b1/q

Γ
(

p+4
q

)
Γ

(
p+3

q

)
 (2.88)

2.8.2. IMPLEMENTATION OF NUKIYAMA-TANASAWA DISTRIBUTION IN SPRAYSIM

This section describes the implementation of Nukiyama-Tanasawa variants in the spray software SPRAYSIM.

From section 2.8.1 it can be seen that the Nukiyama-Tanasawa variants are given in number based distribu-

tion and other representations are also required to completely evaluate the spray. Thus the first step was to

convert this number based distribution to volume based and cumulative distribution. As mentioned previ-

ously all the variants of Nukiyama-Tanasawa distribution are based on the basic version of the distribution

(eqn. 2.82) and in order to be more informative, the parameter b in (eqn. 2.82) is replaced by Dr e f which
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scales with the variable D and this is shown in the following equation.

d N

dD
= aN Dp exp

[
−

(
D

Dr e f

)q]
(2.89)

The above equation is mathematically equivalent to eqn. 2.82 where parameter b is related to Dr e f by:

b = 1

Dq
r e f

(2.90)

The normalizing constant a is related to other independent parameters. The derivation for this is shown in

the appendix. The final form is given below:

aN = q

Dp+1
r e f Γ

(
p+1

q

) (2.91)

where Γ() is a complete gamma function which is defined in eqn. 2.87. With the number based distribution

derived, now the volume based distribution is derived. Assuming all the particles to have same spherical

shape and density, the volume based distribution is related to the number based distribution in the following

way:

dQ

dD
= D3 d N

dD∫ ∞
0 D3 d N

dD
˜dD

(2.92)

By using the above relation the volume based distribution function is derived. The complete derivation can

be found in the appendix and the final form is given below:

dQ

dD
= q

Dp+4
r e f Γ

(
p+4

q

) Dp+3 exp

[
−

(
D

Dr e f

)q]
(2.93)

where again Γ() is the complete gamma function. Finally, the cumulative distribution is derived. Cumulative

distribution is defined as the integral of the volume based distribution over all the diameters of the distribu-

tion. Cumulative distribution can be obtained from the volume based distribution in the following way

Q(D) =
∫ D

0

dQ

dD
dD̃ (2.94)

With the above relation the integration is carried out and the derivation is shown in the appendix. The final

result is shown below:

Q(D) = P

(
p +4

q
,

(
D

Dr e f

)q) (
q > 0

)
(2.95)

where P() is the incomplete gamma function which is defined as:

P (a,D) = 1

Γ(a)

∫ D

0
t z−1 e−t d t (a > 0) (2.96)

Eqn. 2.95 is the generalized function to obtain the cumulative distribution. It differs for each variant of the

Nukiyama-Tanasawa distribution as the independent parameters are different for each of these variants.

Table 2.2 shows the implementation of four variants (including the original version of the distribution) in

SPRAYSIM. Other representations (dN/dD, dQ/dD) are also implemented in the SPRAYSIM code. The deriva-

tion for these representations are shown in appendix and for each variant they can be obtained by substituting

respective parameter values. As we can see that to compute the cumulative distribution, values of complete
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Table 2.2: Nukiyama variants implemented in SPRAYSIM

Type Size Distribution Function Cumulative Distribution, Q(D) Independent Parameters

Nuki Original Eqn.2.82 Q(D) = P
(

p+4
q ,

(
D

Dr e f

)q)
Dr e f , p, q

Nuki A Eqn.2.84 Q(D) = P
(

2+4
q ,

(
D

Dr e f

)q)
Dr e f , q

Nuki B Eqn.2.85 Q(D) = P
(

1/q+4
q ,

(
D

Dr e f

)q)
Dr e f , q

Nuki C Eqn.2.86 Q(D) = P
(

p+4
q ,

(
D

Dr e f

)q)
SMD, p, q

and incomplete gamma function is needed. Complete gamma function and the incomplete gamma func-

tions were coded in FORTRAN 95 with some minor modifications to avoid underflow and overflow of the

values computed during the computation of these functions. These codes were based on the code given in

[55]. According to the definition of the complete gamma function, the function is defined only when a > 0

and this imposes the following parameter space shown in table 2.3 for the independent parameters to obtain

physical values of the size distribution.

Table 2.3: Possible parameter values for Nukiyama-Tanasawa variants

Type Parameter Space
Nuki A p = 2, q > 0
Nuki B p = 1/q, q > −1

4 , q 6= 0
Nuki C p >−1, q > 0; p <−4, q < 0, q 6= 0

After the implementation of these codes, an optimization routine is implemented. This is done because,

suppose the characteristic diameters of a size distribution for example only SMD and MMD (mass median

diameter) are known (either from experimental or from empirical relationships) and a Nukiyama-Tanasawa

distribution needs to be fit to these user-prescribed characteristic diameters. Nukiyama-Tanasawa distribu-

tion with different parameter values can be tried to fit to the user-prescribed diameters. Thus in order to find

the optimum values of the parameters an optimizing routine is used. By using this routine an optimum size

distribution is generated such that the standard deviation (d g oal ) (weighted) of the difference of the opti-

mized size distribution and the user-prescribed characteristic diameters (d10 · · ·d32,dv1 · · ·dvn) is minimum

as shown in eqn. 2.97.

d g oal =
(

((d10−d10N T )w10)2 +·· ·+ ((d32−d32N T )w32)2 + (
(dv1 −dv1,N T )wv1

)2 · · ·+ (
(dvn −dvn,N T )wvn

)2

w102 +w202 +w302 +w322 +w2
v1 +·· ·+w2

vn

)1/2

(2.97)

where d10N T · · · d32N T ,dv1,N T · · ·dvn,N T are the characteristic diameters from the optimized size distribu-

tion and w10, w20 · · · are the weighting factors which are non-negative numbers (≥ 0) and the value of zero

means that its characteristic diameter will not influence the eqn. 2.97.

As we see from the previous section, the independent parameters in the three variants are different. Thus

the optimizing routine which finds the optimum parameters is slightly different namely: for eqn. 2.84 and

eqn. 2.85 the parameters Dr e f and q are optimized and for eqn. 2.86 since the SMD is used as a param-

eter which is taken from the experiments, the independent parameters of p and q are optimized. For the

original representation of Nukiyama-Tanasawa distribution (eqn. 2.82) parameters p and q are optimized by

holding the mass median diameter Dv,50 constant which is related to Dr e f . Along with Nukiyama-Tanasawa

distribution optimization has already been implemented for other size distribution functions mentioned in

section 2.8.1 by DLR, Institute of Combustion Technology. All the size distribution functions are tested in the

current study to obtain a size distribution which best describes the experimental data.
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2.8.3. MAXIMUM ENTROPY FORMALISM

This section discusses the Maximum Entropy Formulation (MEF) to describe the drop size distribution in

sprays. Although this approach has not been used in this thesis work, this is a novel research area and hence

a brief account of this method is described hereafter.

Maximum Entropy Formalism is a statistical tool to predict the least biased drop size probability distri-

bution function that satisfies the set of constraints expressing the available information related to the distri-

bution sought. In order to obtain the PDF, the information regarding the PDF sought is to be known and this

information is written as constraints (in terms of the mean diameter of the PDF). The PDF which satisfies the

constraints is the one which has maximum uncertainty. According to Shannon’s entropy principle, for a set

of m states, each of them having probability, pi , the uncertainty of the probability distribution is given by:

S =−k
m∑

i=1
pi ln

(
pi

)
(2.98)

Eqn. 2.98 is similar to the entropy from statistical thermodynamics and hence S is called the Shannon’s en-

tropy. For a continuous variable, the probability distribution becomes probability density function f whose

entropy is written as:

S =−k
∫ ∞

0
f (D) ln

[
f (D)

]
dD (2.99)

Earlier methods of MEF principle were based on the information obtained from experimental work and hence

they were not purely theoretical approach in predicting the drop size PDF. This was overcome by Cousin et

al.[56] where the MEF was derived with constraints based on one mean drop diameter obtained from the

classical linear stability analysis. But with this approach the number based distribution prediction was un-

physical towards lower diameter ranges as the number distribution did not approach zero as the drop diam-

eter went to zero. Dumouchel et al. [57] developed the work of Cousin et al.[56] and is discussed here briefly

because of its insight on relationship of MEF with Nukiyama-Tanasawa distribution. In this work an inter-

esting observation was made by Dumouchel. With the newly derived number based drop size distribution

they were able to relate it to Nukiyama-Tanasawa distribution function thereby making Nukiyama-Tanasawa

distribution no longer empirical in nature. Dumouchel derived the number based PDF using the statistical

mechanics and by subjecting to following simple constraints irrespective of which atomization mechanism

is at play.

A large ensemble of N drops is considered. The droplet diameter space is divided into droplet classes with the

median diameter Di and the width ∆Di . With MEF, the aim is to determine the number of drops contained

in each diameter class, Ni .

1. The numbers of droplets is fixed.
∞∑

i=1
Ni = N (2.100)

2. Existence of finite drop diameter: Aerodynamic forces are always present and tend to break the large

diameters to small diameters. In statistical sense, all the moments of the distribution must be finite and

as these moments define the mean diameters of the distribution the following sum must be a positive

constant for each value of q.
∞∑

i=1

Ni

N
Dq

i = Dq
q0 (2.101)

3. Existence of minimum drop diameter: Surface tension forces exist in all liquids and when the droplet

gets very small the surface tension forces becomes far greater than the aerodynamic forces and hence
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minimum drop size exists. This also means that producing zero diameter particles would mean infinite

energy input and on other hand producing infinite size particle would mean no energy input. In any

case, this means the probability of any diameter class is not equally likely. Thus this limitation of drop

size is modeled as diameter-class probability distribution increasing with diameter.

gi = A Da−1
i (2.102)

where A is assumed to be a constant and a ≥ 1

With the constraints defined, W is computed, defined as the number of ways in which N particles can be

distributed, if Ni of all the particles are in class i, and if number of ways a particle can reach class i is propor-

tional to gi . In short, W is the number of possible arrangements of N droplets in infinite number of classes

whose occurrence is given by gi :

W = N
∞∏

i=1

(
g Ni

i

Ni

)
(2.103)

The distribution Ni which is sought here, is the one which maximizes W and therefore has maximum entropy

given in eqn. 2.104.

S = k log (W ) (2.104)

The maximization of S by subjecting to eqn. 2.100 and eqn. 2.101 the following number based distribution is

obtained.
d N

dD
= q

Γ
(

a
q

) (
a

q

) a
q Da−1

Da
q0

exp

(
−a

q

(
D

Dq0

)q)
(2.105)

As mentioned earlier, in this work, the drop size distribution obtained from the MEF principle was equivalent

to the Nukiyama-Tanasawa distribution. The Nukiyama-Tanasawa distribution (eqn. 2.82) is equivalent to

number based distribution of MEF (eqn. 2.105) if:
q = q

p = a −1

b = a
q D

q
q0

(2.106)

By making use of eqn. 2.106 and eqn. 2.91, it can be shown that the normalizing constant of Nukiyama-

Tanasawa distribution is analogous to the normalizing constant of the eqn.. 2.105. Thus the Nukiyama-

Tanasawa distribution is not just an empirical relation but a theoretical relation which follows from the MEF

approach given above.





3
NUMERICAL SIMULATION OF DLR MGT

BURNER WITH ANSYS CFX AND

SPRAYSIM

The numerical simulation of the two-phase flow was performed by coupling the DLR liquid phase simulation

code SPRAYSIM with the commercial CFD-code ANSYS CFX-16.1. The gasfield simulation was calculated

using the finite volume code of CFX, whereas the Lagrangian particle tracking of the droplets was performed

by SPRAYSIM. The two-way coupling of both codes with the exchange of the gasfields and the spray feedback

source terms was done via interface routines using the User Fortran feature of CFX.

The Fortran95-code SPRAYSIM is the development platform of the DLR Institute of Combustion Tech-

nology for unsteady or steady Lagrangian particle simulation [15, 16, 32, 58–61]. It is designed basically

as a standalone code running both under LINUX and WINDOWS, that can be coupled via files or online

coupling via function-calls to CFD gas field codes. The code is MPI parallelized in the number of compu-

tational particles (‘parcels’). The particle tracking happens on domains with unstructured grids employing

a predictor-corrector solver for the ordinary differential equations. Models for turbulent particle dispersion,

atomization and multicomponent evaporation are implemented in the code. SPRAYSIM employs registration

planes, where computational parcels that pass these planes are registered during the tracing. The individual

parcel data are accumulated and finally processed to obtain distributions and profiles of characteristic spray

diameters, size distributions, liquid fluxes, spray velocities, temperatures, etc.

This chapter is structured as follows: section 3.1 discusses the numerical simulation of the spray com-

bustion of the DLR MGT burner (nozzle 6). Then the determination of boundary conditions for gas phase

and spray droplets are explained. Further, initial trials of simulating the entire combustion chamber (injec-

tion nozzle to outlet) and the outcome of the simulations are discussed. Section 3.2 discusses the numerical

investigation of only the combustion chamber and the reason for doing this is elucidated. For the CFD sim-

ulation of turbulent spray combustion, the turbulence is modeled by Shear Stress Transport (SST) and the

combustion model of combined Eddy Dissipation and Finite Rate Chemistry is used. The turbulent particle

dispersion is simulated by the spectral dispersion model of Blümcke [41]. Liquid fuel evaporation is mod-

eled through the Abramzon-Sirignano model implemented in SPRAYSIM. The fuel used is light heating oil

(referred to in this work as DF2). The property tables and the NASA polynomial for DF2/light heating oil

39
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have been kindly provided by M. Rachner (DLR, Institute of Combustion Technology). They were generated

based on formulas and data values compiled from the literature. The results obtained from the simulation is

discussed and conclusions for this are drawn. 1

3.1. FULL DOMAIN SIMULATIONS

For numerical simulation, the computational domain is derived from the combustor which is experimentally

investigated in this study. Combustion chamber length from the exit of mixing tube is 218.5 mm and the

radius of the combustion chamber is 34 mm. To reduce the computational cost, the computational domain

is limited to a sector of 22.5°. The axial extent can be seen in Fig. 3.1. The boundary conditions for the

Figure 3.1: Computational domain for CFD simulations

simulation are given in Table 3.1. The coordinate system chosen for simulation is such that the origin is at

the exit of the mixing tube and the injection nozzle is located at x = -139 mm. An unstructured mesh with

Table 3.1: Boundary Conditions for nozzle 6

Parameter Value
Pressure (bar) 3.5
Tai r (K ) 573
λG 1.45
Vbulk (m/s) 120
Pth(kW ) 186
T f uel (K ) 310
Fuel mass flow rate over 8 nozzles (g/s) 4.3
Air mass flow rate over 8 nozzles (g/s) 91.4

hexahedral cells was used for the grid generation in the entire domain. Mass flow inlet boundary condition

was applied for the air inlet and pressure outlet was applied for the outlet. Liquid fuel droplets were injected

through the injection file obtained from SPRAYSIM.

With regards to spray boundary conditions, the initial conditions for droplet size and velocity are men-

tioned below. The nozzle used for the experiment was a pressure atomizer without swirl manufactured by

Steinen. Computational parcels were started 0.5 mm downstream of the injection nozzle from 10 particle lo-

cation classes equidistantly spaced in a circle and the injection direction for each particle location is obtained

from the axial and radial position of the location class as shown in Fig. 3.2 such that the final location class

will have the spray half angle of 22.5°. All the parcels starting from different location classes were given the

following initial conditions.

1Content of this chapter has been published in the following Conference:
Gounder et al. Experimental and numerical investigation of spray characteristics in a new FLOX® based combustor for liquid fuels for
Micro Gas Turbine Range Extender (MGT-REX), 52nd AIAA/SAE/ASEE Joint Propulsion Conference, Salt Lake City, Ohio, USA
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Figure 3.2: Injection direction for particle starting locations

3.1.1. INITIAL DROPLET SIZE

Several empirical relations exist in the literature to predict the SMD of the size distribution for different type

of atomizers based on certain geometric and flow parameters [62, 63]. The empirical relation for pressure

nozzles from chapter 6.16 of [62] was used to obtain the SMD of the size distribution and is given in eqn. 3.1.

SMD = 2.25σ0.25 µ0.25
L ṁ0.25 ∆P−0.5

L ρ−0.25
A (3.1)

In the eqn. 3.1, the pressure drop over nozzle was obtained for the given fuel mass flow from the technical

data provided by the nozzle manufacturer, Steinen. The values of parameters used in eqn. 3.1 are listed in

Table 3.2.

Table 3.2: Parameters for eqn. 3.1 at 573 K

ρai r (kg /m3) 0.667
µ f uel (kg /m · s) 0.0023
σ f uel (N /m) 0.0233
ṁ f uel (kg /s) 0.5375e-3
∆PL(Pa) 3886050

SMD of 91.54 µm was obtained from eqn. 3.1. Width of the size distribution which is defined by the ratio

M MD/SMD was chosen to be 1.13 which is the most frequently occurring width for gas turbine combustors

[49]. With two characteristic diameters (MMD & SMD) a root normal distribution was prescribed for all the

radial particle starting location classes.

3.1.2. INITIAL DROPLET VELOCITY

The nominal droplet axial velocity was obtained from the nozzle fuel mass flow rate according to eqn. 3.2

ṁ = ρ A u (3.2)

The density of the fuel was computed at 310K (from the property tables provided by the DLR, Institute of

Combustion Technology) and the area was calculated from the diameter of the nozzle. Radial velocity for the

droplets starting in different location classes were obtained from the axial velocity and the spray angles for

every particle location class (Fig. 3.2).

From the above gas and spray boundary conditions, a cold (without combustion) steady-state simulation

with SST turbulence model and Lagrangian particle tracking by SPRAYSIM was carried out and the spray

characteristics at the first measurement position namely at x = 4 mm were analyzed. This was possible as the

measurements suggested that the approximate flame lift-off height was in between 15-20 mm and therefore

at x = 4 mm (143 mm from the droplet injection) no flame was seen and could be considered to be relatively

cold. The simulation showed that the droplet SMD at x = 4 mm was nearly unchanged (Fig. 3.3a) while the
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measurements showed that the droplet SMD was around 19µm there. Moreover, the aerodynamic Weber

number obtained from eqn. 3.3 was greater than the W ecr i t . W ecr i t is the gas Weber number above which

the breakup occurs as suggested in [38] and references therein. This indicated that the secondary breakup

should occur in the mixing chamber.

W e = ρg as v2
r el d

σ
(3.3)

Based on the above observation a Cascade Atomization Breakup (CAB) [38] which is already employed in the
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Figure 3.3: Comparison of normalized liquid mass flow with and without sec. breakup

SPRAYSIM was used to model the secondary breakup of the droplets. With CAB model it was found that the

breakup completed inside the mixing chamber and the normalized liquid mass flow rate at the exit of the

mixing pipe was as low as ≈0.2 while the SMD was around 17 µm as seen in Fig. 3.3b. The CAB model was

found to be very sensitive to the breakup constant used in the model and the normalized liquid mass flow

and characteristic diameters changed with the change in the CAB model constant. Therefore it required a

more rigorous analysis of the secondary atomization behavior and was thus not used.

Further, with the cold simulation, another important aspect about the flow was studied: cooling air flow

into the combustion chamber. The total inlet air mass flow entering the geometry was split into primary air-

flow, which flows through the mixing chamber, mixing pipe and then into the combustion chamber and the

remaining part into the cooling air mass flow, which enters the combustion chamber through a circumferen-

tial slot. The mass flow of this cooling air was not measured during the experiments and in the simulation

it was determined through the comparison of the computed maximum axial velocity of the small droplets

(d< 5µm) from cold simulation at x = 4 mm with the experimental values of small droplets there. The fraction

of the air which was used for cooling flow was determined as 0.164. This comparison was possible because a)

the experiments showed that the flame lift-off height was in the range of 15-20 mm and therefore at x = 4 mm

the flow was still cold b) the cold simulation showed that the maximum axial velocity of the small droplets

and the gas phase had nearly the same value at x = 0 mm and at x = 4 mm.

As the secondary breakup model was not able to predict appropriate droplet sizes, the droplet size bound-

ary condition was changed with the value of SMD of 19.5 µm which was the SMD of the droplets observed

at x = 4 mm from measurements. A rootnormal type of size distribution with a width of 1.10 was employed

as this type of size distribution predicted satisfactory results at x = 4 mm when compared to measurements

there. Subsequently, with the split applied for the mass flow rate and the droplet size boundary condition
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a hot simulation (with combustion) was carried out for the complete domain with SST two-equation model

for turbulence and 1-step global reaction kinetic (eqn. 2.28) with EDM/FRC turbulence-chemistry interac-

tion model. The EDM/FRC model predicted too early onset of heat release as eary as in the mixing chamber

whereas the measurements showed that flame was only visible in the combustion chamber far downstream

of the mixing chamber. Therefore, in further investigation, the hot simulation (with combustion) was only

performed in the combustion chamber. The initial conditions for gas field and spray profiles for the hot sim-

ulation was obtained from the computed cold simulations at the exit of the mixing pipe (nozzle)at x = 0 mm.

3.2. COMBUSTION CHAMBER SIMULATION

As discussed in section 3.1 to eliminate the early onset of heat release predicted by the EDM/FRC model, the

numerical simulation was performed with computational domain consisting of only the combustion cham-

ber downstream of the mixing pipe. The initial conditions for the gas field and the radial profiles of spray

(mean and rms of axial and radial velocities, mean and rms temperature) was obtained from CFX from cold

simulation at x = 0 mm. A steady RANS computation was performed and important aspects of both the gas

phase and dispersed phase were observed. Following sections present the detailed discussion of the results.

3.2.1. LIQUID MASS FLOW EVOLUTION

One of the measure of the vaporization rate is the streamwise development of the liquid mass flow. Fig. 3.4

shows the evaporation progress of liquid mass flow normalized by the initial liquid mass flow for the simula-

tions with and without combustion from the injector (x=-139 mm) to the outlet of the combustion chamber.

Evaporation rate is significant in the mixing chamber as the oxidizing air is preheated to 573 K. Subsequently,

the evaporation rate is relatively reduced in the mixing pipe because of reduced residence times of the par-

ticles due to higher gas phase velocity. From the cold simulation, at x = 0 mm it can be observed that the

normalized liquid mass flow rate has a value of 0.336 corresponding to almost 2/3r d of the flow evaporation

before entering the combustion chamber. Also, the cold simulation curve shows enhanced evaporation in

the combustion chamber due to longer residence times of the particles due to lower gas velocity as compared

to the mixing pipe. In the hot simulation, value of 0.336 was used as liquid mass flow value to generate the

droplet injection file in SPRAYSIM. Subsequently, the hot simulation curve shows significant evaporation due

to the combustion. At x = 100 and 120 mm the normalized liquid mass flow rate has a value of 0.0196 and

0.0073 showing that hardly any droplets are seen past x = 120 mm. This was in good agreement with the ex-

perimental data where it was also observed that no droplets were seen past x = 120 mm in Mie scattering.

Moreover, it can also be observed that no droplet reaches the outlet through the droplet trajectory plot in

Fig. 3.13.
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Figure 3.4: Axial development of normalized liquid mass flow rate

3.2.2. AXIAL AND MEAN AND RMS VELOCITY PROFILES

As no gas phase velocity measurements (mentioned in section 1.1) were done and only conditioned droplet

velocity were measured at different axial locations until x = 72 mm. Fig. 3.5 shows the comparison of cal-

culated (both gas and droplet velocities) and measured radial profiles of mean and rms axial velocity. The

calculated mean and rms profiles predict a similar trend (shape) as compared to the measurements but the

magnitude of the velocity is predicted inaccurately. At x = 4 mm, the mean axial velocity at the centerline

has a velocity of 125.0 m/s which is slightly higher than the measured value. This is due to the early heat

release predicted by the combustion model and the slow radial expansion of the jet predicted by the turbu-

lence model. The slip velocity is defined as the difference between mean velocity of the droplets and the gas

phase, us = ud −ug . At x = 4 mm, droplets in the size class 15 < d ≤ 25 µm are lagging behind the gas phase

due to their inertia indicating negative slip velocity in the jet core as shown in Fig. 3.5. These large droplets

attain positive slip velocity beyond r = ± 3.5 mm when compared to r = ± 2 mm as observed by measurements

and this could be partly due to the turbulent dispersion which the droplets experience and partly due to the

heat release predicted by the combustion model where the gradient of temperature might be slightly differ-

ent compared to the experimental case. At increasing downstream distance (at x = 72 mm) the simulated

mean axial velocities have higher values close to the centerline than measured values there. The decay of the

centerline velocity in the simulations conforms to the measured mean velocity profile at higher downstream

distance around ∼120 mm which is not shown here indicating slower spreading rate of the jet predicted by

the calculations.

Calculated RMS axial velocity profiles at all measured locations show a similar trend with respect to mea-

surements: low magnitude of fluctuations in the jet core and fluctuations increase in the shear layer (r > 2

mm). However, the magnitude of the calculated fluctuation velocity is under-predicted at all locations com-

pared to measurements. Moreover, experimental u′ at x = 72 mm is nearly constant across the jet, but in the

numerical simulation this characteristic is observed only at x = 120 mm (not shown here). Both mean and

RMS calculated axial velocity profiles shows that the turbulent kinetic energy prediction by the turbulence

model is inaccurate and thus turbulent intensity prediction. Also, in the two-equation SST turbulence model

used in this simulation, the two way turbulent coupling was not included where the modulation of turbu-

lence from the droplets is considered and this can also be a factor in describing the proper spreading of the
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jet. Another reason which could also lead to inaccurate spreading of the jet is the heat release prediction by

the combustion model. Inaccurate prediction of the temperature field leads to inaccurate prediction of ve-

locity, as the temperature field affects the local density of the gas mixture (ideal gas law) and thereby affects

the velocity field. All these reasons are investigated in the further section where simulations with different

turbulence and TCI models are carried out.
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Figure 3.5: Comparison of calculated and measured radial profiles of mean and rms axial velocity at different axial locations



3.2. COMBUSTION CHAMBER SIMULATION 47

3.2.3. RADIAL MEAN AND RMS VELOCITY PROFILES

Fig. 3.6 shows the comparison of the calculated and the measured radial profiles of the radial mean and

RMS values at different downstream distances. The calculated mean radial velocity profiles for all axial loca-

tions show that the spray is symmetric as observed by experiments. This can also be seen from the particle

trajectory plot Fig. 3.13. For all axial locations the magnitude of the calculated mean radial particle velocity

increases gradually when moving radially outwards and a good agreement is obtained between the calculated

and the experimental findings. Also, the calculated particle mean radial velocity supersedes the mean radial

velocity of the gas phase for r> 2 mm due to the higher inertia of the particles. Furthermore, the calculated ra-

dial gas phase velocity is in agreement with the small particle measured radial velocity which approximately

represent the gas phase velocity until x = 16 mm. But as one moves downstream the calculated radial gas

phase velocity starts to deviate (outside of the jet core) and is under predicted. This shows that the trans-

port of momentum in the cross stream direction is being under predicted by the turbulence model which

also manifests in the slow spreading of the jet witnessed the mean and RMS axial velocity profiles in Fig. 3.5.

With regards to radial fluctuation velocity, the calculated gas phase v ′ is higher than the v ′ of large diameter

particles and v ′ decreases with increasing particle diameter as confirmed by the experiments. Although the

trend in the calculated RMS velocity profiles of gas and droplets are in good agreement with their measured

counterparts the prediction of the magnitude of the fluctuations is again under predicted. As said above this

may be due to inaccurate prediction of turbulent kinetic energy, combustion model and may be also due to

the absence of turbulent two way coupling.
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Figure 3.6: Comparison of calculated and measured radial profiles of mean and RMS radial velocities at different axial locations
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3.2.4. PROFILES OF CHARACTERISTIC DIAMETERS

The calculated and measured radial profiles of the characteristic spray diameters at different axial locations

are presented in Fig. 3.7 As mentioned earlier, a SMD of 19.5 µm was employed at the injection nozzle (x =

-139 mm) during cold simulation (without combustion). For the hot simulation (with combustion) a single

size distribution for the particles starting from all radial locations in plane x = 0 was obtained from the cold

simulation there, as the radial profiles of the characteristic diameters obtained from the measurements at x =

4 mm were nearly constant. That is why at x = 4 mm the calculated characteristic diameters in Fig. 3.7 are still

nearly constant across the jet. The plots in Fig. 3.7 show that the radial profiles of the characteristic diameters

capture well the shape of the measured profiles. Also the width (defined as the ratio of SMD/D10) of the mea-

sured size distribution is in agreement with the calculated width. The calculated characteristic diameters rise

with increasing axial distance, whereas the measured characteristic diameters remain almost constant with

axial distance. Although the evaporation of an individual droplet in a spray always decreases its diameter, the

evaporation of a spray can lead to a temporary increase, decrease or maintain nearly constant characteristic

diameters of the spray. This behavior of the characteristic diameters in the course of the evaporation is not

an indicator for a slow or fast evaporation. Evaporation on one hand leads to a removal of small droplets from

the spray (this tends to raise the characteristic diameters, e.g. the SMD) but on the other hand to a reduction

of larger droplets to medium size droplets (this tends to decrease the characteristic diameters). So there is a

dynamic filling and depleting of the bins of the size distribution of an evaporating spray. The actual change

of the characteristic diameters due to evaporation depends on the initial shape of the size distribution and

the gasfield experienced by the individual particles of the spray. Only in a very late state of the evaporation

of a spray the characteristic diameters converge, then collapse into 1 line and end up at a value of zero. This

can be clearly seen in Fig. 3.8. It shows the evolution of different characteristic diameters including some

volume undersize diameters (Dv 0.1,Dv 0.5,Dv 0.9) along the axial distance for the hot simulation. In each

axial registration plane, the characteristic diameters were calculated from all particles that passed the plane.

It can be observed from Fig. 3.8, that the characteristic diameters increase until around x = 120 mm (this rise

was already mentioned in the radial profiles of Fig. 3.7) even though strong evaporation is present (Fig. 3.4)

and this increase is due to the above mentioned reasoning. Beyond x = 120 mm, where only a tiny fraction of

the initial liquid spray volume is still present, all characteristic diameters fall continuously and converge. All

characteristic diameters meet at a single value, namely the diameter of the very last particle at the moment,

where the penultimate particle (in this case of 2 million of started computational particles) is just evaporated.

This happened just before the outlet. Hence the course shown in Fig. 3.12 demonstrates complete evapora-

tion in accordance with Fig. 3.4. The fact, that the measured characteristic diameters in Fig. 3.7 remained

roughly constant in measured planes x = 4 to 72 mm, whereas the computed values rose there, is simply the

result of a somewhat different initial size distribution at x = 0 interacting with a different gasfields, especially

the gas temperature field. Once again, the combustion model is of strong influence. (It should be mentioned

here, that in the simulation without combustion the axial development of the SMD was nearly constant from

the injection nozzle to the exit of mixing pipe even though strong evaporation was already present there, see

Fig. 3.4).

3.2.5. VOLUME FLUX PROFILE

Figure 3.9 shows radial profiles of the calculated liquid volume flux distribution at different axial locations

in the combustion chamber. At the beginning of the mixing pipe (x = 92 mm, not shown in the figure) the

radial profile of the liquid volume flux of the droplets has a maximum at the pipe center and an additional

bump at r = 1.4 mm. In the course of the further downstream development of that profile in the pipe, both
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Figure 3.7: Comparison of calculated (solid lines) and measured (dashed lines) radial profiles of droplet diameters at different axial
locations

Figure 3.8: Axial development of characteristic diameters
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maxima become lower and the bump moves toward the pipe wall. Fig. 3.9 shows, that finally at the exit of

the mixing pipe (x = 0) most of the spray has concentrated near the pipe wall (r = 3.5 mm). The underlying

radial movement of particles in the pipe from the region of high axial velocity to low axial velocity is an effect

of the turbulent particle dispersion in the shear flow of the pipe. As that radial particle drift is limited by the

pipe wall, the particles accumulate there. Downstream (x > 0) of the pipe exit the bounding pipe walls are no

longer present, and the droplets spread radially into the chamber. So the accumulated maximum of the liquid

volume flux profile near the radius of the pipe wall reduces (x = 10 mm) and finally disappears at x = 72 mm.

This spreading of the particles is larger than the spreading of the gas jet (cf. the axial velocity of the large par-

ticles compared to the gas in Fig. 3.5 at x = 72 mm) according to the particle inertia (particle’s Stokes number).

It should be noted here, that volume flux profiles from the PDI measurements in the combustion chamber

exist. However they are not calibrated and cannot be used for any quantitative comparisons. Nevertheless

they confirm the presence of accumulated liquid volume near the wall of the pipe.

Figure 3.9: Calculated radial profile of liquid volume flux at three different axial locations

3.2.6. TEMPERATURE AND SPECIES MASS FRACTION EVOLUTION

Fig. 3.10 shows the temperature and species mass fraction evolution in the combustion chamber. It should be

mentioned here that no temperature and species mass fraction were measured during experiments. There-

fore in order to validate the simulations, comparison was made with the values obtained from a chemical

equilibrium software Gaseq at similar operating conditions. The temperature rise happens quite early and

can already be seen at x = 4 mm. This rise in temperature is also a factor in increasing the maximum axial jet

velocity as the radial expansion of the jet is slower when compared to the measurements. It is also evident in

the mean axial velocity profile in Fig. 3.5 where the maximum centerline velocity of the jet is slightly higher

than the measured value. The temperature and species mass fraction profiles are obtained along the center-

line where it is believed to have maximum temperature. The calculated values are in close agreement with

the values obtained from the chemical equilibrium solver Gaseq. As the nozzle axis is not the axis of the com-

bustion chamber itself, the flow starts to bend towards the outlet far downstream and this is the reason why a

decreasing tendency is observed for both temperature and species mass fraction in the figure at downstream

distances.
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Figure 3.10: Evolution of calculated gas temperature and species mass fractions along the centerline of nozzle. Light heating oil is
referred to as DF2 (C14.32H25.75)

3.2.7. TEMPERATURE FIELD, STREAMLINES AND SPRAY TRAJECTORIES

Figure 3.11 shows the calculated temperature field in selected planes in the combustion chamber. The xz-

plane shows the gas jet. In the near field of the nozzle, the reaction zone is around the gas jet, whereas the jet

core still remains relatively cold. As a consequence, the shown radial temperature profile does not uniquely

define the flame lift-off height. The yz- plane close to the nozzle shows a distinct blue zone which is caused

by the feeding of impingement cooling air through the axial slot into the combustion chamber. In the outlet

cross section it is observed that the temperature is not fully uniform throughout the area: the maximum tem-

perature at the outlet plane (x = 218.5 mm) is found to be 2084 K close to the geometric axis of the combustion

chamber and minimmum temperature of 2025 K away from the geometric axis of combustion chamber. The

CO2 distribution in the outlet when normalized by its max. and min. values (0.1461 and 0.1390, resp.) ex-

hibits nearly the same pattern as the normalized temperature distribution, so the CO2 mass fraction in the

outlet is higher, where the temperature is higher. These maximum and minimum CO2 mass fractions are

in close agreement with the equilibrium value of 0.1439 predicted by Gaseq for the combustion of the light

heating oil with λG of 1.45. Further, the ratio of the computed mass flow of CO2 through the outlet to the

theoretical mass flow of CO2 produced for complete combustion of the fuel is 0.99938. This indicates that the

1-step reaction is fully completed inside the combustion chamber.
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Figure 3.11: Calculated Temperature contour on selected planes in the combustion chamber

Figure 3.12 shows some streamlines in the combustion chamber. Existence of three distinct recirculation

zones is visible. The two recirculation zones are present above and below the nozzle axis and help in stabi-

lization of the flame. The third recirculation zone is located at the exhaust wall of the combustion chamber.

It is rather weak and due to the flow bending from the nozzle axis to the outlet. Also visible are streamlines

which emanate from the axial slot tangentially into the combustion chamber which are later entrained into

the recirculating flow. Figure 3.13 shows particle trajectories computed by SPRAYSIM. 500 trajectories are

Figure 3.12: Calculated streamlines in the combustion chamber

shown in the figure. They reveal that the spray jet is actually symmetric in the measured axial range (x < 72

mm). The effect of the turbulent dispersion model is clearly visible. Finally, none of the spray particles reach

the outlet indicating that complete evaporation of the spray occurs.
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Figure 3.13: Calculated particle trajectories by SPRAYSIM in the combustion chamber

3.3. GENERAL CONCLUSION

The calculated and measured spray behavior in the combustion chamber showed fairly good agreement.

The results from the simulations showed that a large portion of the evaporation happened already in the

nozzle, although future investigation will be required to quantify the influence of the secondary breakup on

the evaporation in the nozzle. Even though intense evaporation is predicted in the combustion chamber

where the spray was fully evaporated, spray particles still penetrate deep into the combustion chamber (x >

150 mm).

Some differences were observed in the droplet axial and radial velocity profiles between simulation and

measurements due to the low turbulence intensity prediction and slow spreading of the gas jet in the com-

bustion chamber computed by the SST two-equation turbulence model. Also, the simulation showed that

the spray characteristics was mainly affected due to the simple global 1-step chemical kinetics with simple

turbulence-chemistry interaction (TCI) model EDM/FRC, which predicted a too early onset of the heat re-

lease.

The use of a detailed finite rate chemistry model and turbulence-chemistry interaction model is a must

for a quantitatively good prediction (not post-diction) of the two-phase flow in the combustion chamber.

The aforementioned shortcomings of the present case will be addressed in the next chapter where a better

turbulence model and a better TCI model (Eddy Dissipation Concept) with reduced chemical mechanism

will be used.



4
NUMERICAL SIMULATIONS OF THE DLR

MGT BURNER WITH ANSYS FLUENT

In this section, the CFD simulations of the MGT burner in FLUENT is discussed. As the simulation result in

the previous section showed some inaccuracies in predicting the velocity profiles due to the turbulence and

combustion models used, it was decided to use the FLUENT code which provides access to different turbu-

lence and turbulence-chemistry interaction models with provision to include detailed reaction mechanism

which is essential to model finite rate chemistry effects. Furthermore, the results obtained from these simu-

lations are discussed and also appropriate comparisons are made with the previous simulation to highlight

the causes for the inaccuracies.

During all the simulations carried out in FLUENT, Eulerian-Lagrangian approach is used to simulate the

turbulent spray combustion. In this case, the Lagrangian particle tracking from SPRAYSIM was not employed

as the coupling of SPRAYSIM with FLUENT code (although done in the past [64]) is currently not possible.

Therefore, Lagrangian tracking was done in FLUENT itself along with the gas field computation. Neverthe-

less, the spray boundary conditions which are required for simulations are still provided by SPRAYSIM which

can generate an initial condition file in the format which is acceptable for FLUENT runs. Further, in order

to facilitate meaningful comparison with the previous results obtained from CFX, the liquid properties of the

diesel fuel which was used in CFX was also used in FLUENT through the User-Defined Functions (UDF) for

the liquid properties such as: liquid density, liquid isobaric specific heat capacity, latent heat of vaporization

and vapor pressure. Meanwhile, for the gas phase the detailed reaction mechanism of Chang et al. [65] was

used for n-decane. The reaction mechanism consists of 40 species and 141 reactions and has been validated

against the experimental data available on n-decane oxidation and also been applied to predict the combus-

tion and emissions from premixed charge compression ignition (PCCI) engine by CFD simulations. This work

also serves as another validation of the reaction mechanism.

In order to predict the turbulent spray combustion phenomena correctly, firstly Reynolds Stress Model

is used along with SST model to compare the simulation result against the CFX simulation employing the

SST turbulence model. Also, k − ε model is used, to take into account- turbulence two-way coupling and

to analyze the sensitivity of this in the current case. Secondly, the turbulence-chemistry interaction (TCI) is

modeled through the Eddy Dissipation Concept with detailed reaction mechanism mentioned above. Also,

in this present investigation the applicability of nonpremixed Steady Flamelet Model (SFM) and Flamelet

55
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Generated Manifold (FGM) of FLUENT with gaseous flamelet model implemented therein is investigated.

The results obtained from different modeling approaches are compared with the experimental data.

The computational grid used for simulations in FLUENT is a similar grid with similar number of nodes as

used in chapter 3 but a change was made in the number of volume domains. Instead of having one volume

domain for the entire combustion chamber two volume domains are used: one from the inlet of air until the

exit of mixing pipe (x = -139 mm to 0 mm) and other from start of combustion chamber till outlet (x = 0 mm

to x = 218.5 mm). The EDC combustion model requires high temperature to start the combustion process. If

the entire combustion chamber consists of only 1 volume domain, then the high temperature patch which is

applied for the volume domain will be applied for the whole combustion chamber. When this happens com-

bustion is predicted where there is fuel source available (in this case upstream of combustion chamber). This

is not seen in the measurements. So, when there are two volume domains available, high temperature patch

can only be applied to the domain where combustion is seen in the measurements (in this case from exit of

mixing of pipe to the outlet of the combustion chamber). By doing so even when there is fuel source available

(due to evaporation) upstream of combustion chamber, there is no high temperature patch applied and the

flow will remain cold. When the fuel-air mixture enters the combustion chamber, combustion process starts.

In short, EDC model was applied to both subdomains and only the second subdomain (combustion cham-

ber) was initialized with high temperature patch. It should also be mentioned here that, even with employing

two volume domains for the combined ED/FR with 1-step global reaction scheme (eqn.2.28) flashback was

observed due to simple reaction kinetic and highly turbulent field present upstream of the mixing pipe.

The boundary conditions for the gas field is the same as given in Table 3.1 and as far as droplets bound-

ary condition is concerned, the droplet size of 19.5 µm was used with rootnormal size distribution and the

droplet nominal axial velocity was obtained from the mass flow rate through the nozzle as also mentioned

in section 3.1. The results are presented mainly in following sections: study of above mentioned turbulence

models in conjunction with Eddy Dissipation Concept model (EDC), then the applicability of flamelet meth-

ods and lastly the effect of radiation on combustion characteristics and then effect of higher air preheat air

temperature on the combustion characteristics in this type of burner.

4.1. RESULTS FROM EDC MODEL

4.1.1. AXIAL VELOCITY PROFILES

Firstly the axial and radial velocity profiles of the droplets are studied as these profiles were inaccurately pre-

dicted in the previous simulation described in chapter 3. Fig.4.1 shows the comparison of the radial profiles

of the measured and the calculated mean axial velocity at different axial locations with Reynolds Stress Model

and SST model. The figure also shows the result obtained from the CFX simulation employing SST turbulence

model with ED/FR model with 1 step chemistry to facilitate the comparison of the current simulation with

the previous simulation. To maintain better readability of the figure, the profiles of mean axial velocity are

presented separately for two different droplet classes (0 < d ≤ 5, 15 < d ≤ 25µm). Fig. 4.1 clearly shows that

both the turbulence models predict almost similar velocity profiles for both the droplet classes at all the axial

locations and are in good agreement with the measured mean axial velocity profiles there.

At x = 72 mm, it is interesting to observe that the mean axial velocity profile predicted by the SST turbu-

lence with EDC model is different than the SST turbulence with ED/FR model with 1 step chemistry meaning

that rather than the turbulence model, it is the spatial heat release model which affects the velocity pre-

diction in this case. In these kind of FLOX combustors [12], the heat release is delayed by the reason of

nonequilibrium effects in chemistry due to the mixing at high flow velocities in the vicinity of the nozzle

exit. Whereas the ED/FR model (used in the previous chapter with CFX-SPRAYSIM simulation of only the
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combustion chamber) with only 1 step chemistry predicts relatively faster heat release compared to the EDC

model with multi-step chemistry which can be seen in the temperature evolution along the nozzle centerline

plotted in Fig. 4.3. This faster heat release along the centerline accelerates the particles to have higher velocity

along the centerline and respond slowly to the spreading of jet. It should also be mentioned here that the flow

at x ≈ 190mm bends from the nozzle axis towards the combustor axis and that is why the temperature pro-

file along the centerline starts to decrease from x ≈ 120mm. However, the combustion reaches the adiabatic

flame temperature and was verified against the values obtained from the equilibrium calculation program

Gaseq [24] at the given global equivalence ratio.

The heat release in the combined ED/FR model is faster because the reaction rate is computed by taking

the minimum of the two rates computed by ED and FR models. The fuel-air mixture is well mixed before

entering the combustion chamber. When the fuel-air mixture enters the combustion chamber the reaction

rate computed from FR (Arrhenius Law) with 1 step chemistry is high compared to the ED model. So when

the reaction rate is computed from the ED model alone, it ignores the chemical non-equilibrium effects and

predicts the rate according to r ate ∝ ε/k resulting in higher temperature gradients. While, with EDC model

and multi-step chemistry, the temperature gradient is somewhat smooth when compared to the combined

ED/FR model as all the intermediate reactions are taken into account and is more closer to the reality.

Figure 4.2 shows the comparison of the calculated and measured radial profiles of the axial rms velocity

for two droplet classes at different axial locations. At x = 4 mm, the fluctuations are minimum close to the

centerline and rises as one moves away from the centerline of the jet towards the walls. This maxima is be-

cause, the maximum turbulence production happens in the shear layers of the gas jet (pipe inner radius is

3.5 mm) when it enters the combustion chamber and there is less turbulence production near the centerline

as the mean velocity gradient is less. While the numerical model (both RSM and SST models) are able to cap-

ture this trend, an under-prediction of the fluctuations is seen near the centerline. This may be due to two

reasons: firstly, it might be due to the under-prediction of the turbulent fluctuations in the upstream mixing

pipe as the y+, which is the non-dimensional distance of the first cell node to the wall is close to 50 in the pipe

region (for both turbulence models). This means the buffer layer and the viscous sub-layer are not resolved.

As most of the turbulence is generated in this region, failing to resolve this leads to smaller turbulence level

(turbulence kinetic energy) production and advection of it downstream. Having said that, for ε based equa-

tions such as k −ε and Reynolds Stress Model a value of y+ = 50 is normal with the standard wall function to

account for the law of the wall. Secondly, in a jet, vigorous eddy mixing transports the turbulent fluid from

nearby region of high turbulence production towards and across the centerline [66]. As such the values of u′2,

v ′2 and w ′2 do not decrease very much. This effect may not be correctly predicted by the turbulence mod-

els. Also, at x = 72 mm the measurements show a flat fluctuation profile whereas the calculations still show a

small dip near the centerline of the nozzle, which means that the jet core is still present at x = 72 mm and this

flattens only later (x = 90 mm, not shown here).
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(a) For droplet class 0 < d ≤ 5µm (b) For droplet class 15 < d ≤ 25µm

Figure 4.1: Comparison of calculated (solid lines) and measured (dashed lines) radial profiles of mean axial velocity of droplets of size
class: a. 0 < d ≤ 15µm, b. 15 < d ≤ 25µm at different axial locations
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(a) For droplet class 0 < d ≤ 5µm (b) For droplet class 15 < d ≤ 25µm

Figure 4.2: Comparison of calculated (solid lines) and measured (dashed lines) radial profiles of the rms axial velocity of droplets of size
class: a. 0 < d ≤ 15µm, b. 15 < d ≤ 25µm at different axial locations
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Figure 4.3: Calculated temperature evolution along centerline of nozzle #6 for EDC model used in ANSYS FLUENT and with the ED/FR
model used in CFX 3

4.1.2. RADIAL VELOCITY PROFILES

Fig.4.4 shows the comparison of the calculated and measured mean radial profiles of the radial velocity for

two droplet classes at different axial locations. The calculated mean radial velocity profiles shows that the

spray jet is quite symmetric around the nozzle axis. At the edge of the jet where the maximum liquid volume

flux exists higher radial velocities are observed indicating the spread of the spray. At x = 4 mm, the calcu-

lated mean radial velocity for both droplet class is close to zero as predicted by both RSM and SST turbulence

models for r > 4 mm. Whereas already non-zero velocity is seen there in the measurements which means

that the spreading of the jet is slightly slower aided by slower heat release from the EDC model and the size

of recirculation regions present above and below the centerline. However at x = 4 mm the combined ED/FR

model of CFX which predicts early heat release leads to higher radial velocities compared to the measure-

ments outside of the jet core (r > 3 mm). For x > 16 mm, the calculated mean radial velocity of the bigger

droplets ( 15 < d ≤ 25µm) from both models is slightly less outside r > 3 mm compared to the measurements

due to the combined effect of particle inertia, heat release which slowly evaporates these droplets. Further at

x = 72 mm the radial velocities increase because of the reducing dimension of the recirculation region.

Fig. 4.5 shows the comparison of the radial profiles of measured and calculated rms radial velocity at dif-

ferent axial locations with different turbulence models. As was with the axial fluctuations, the same reasoning

holds for the anamoly of the calculated profiles from the measured profiles. The magnitude of the fluctua-

tions computed from the SST model for r > 3 mm for both droplet classes with the combined ED/FR model

in CFX suggests that turbulence production in shear layers is correctly predicted.
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(a) For droplet class 0 < d ≤ 5µm (b) For droplet class 15 < d ≤ 25µm

Figure 4.4: Comparison of calculated (solid lines) and measured (dashed lines) radial profiles of mean radial velocity of droplets of size
class: a. 0 < d ≤ 15µm, b. 15 < d ≤ 25µm at different axial locations
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(a) For droplet class 0 < d ≤ 5µm (b) For droplet class 15 < d ≤ 25µm

Figure 4.5: Comparison of calculated (solid lines) and measured (dashed lines) radial profiles of rms radial velocity of droplets of size
class: a. 0 < d ≤ 15µm, b. 15 < d ≤ 25µm at different axial locations
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4.1.3. LIQUID MASS FLOW PROFILE

As mentioned in the previous chapter, development of the liquid mass flow normalized by the initial liquid

mass flow is one of the measure of evaporation progress and this is studied using the EDC model with dif-

ferent turbulence models. Fig. 4.6a shows the streamwise development of liquid mass flow normalized by

injected mass flow for the simulation with EDC model with Reynolds Stress transport turbulence. Fig. 4.6b

shows the comparison of the evaporation progress from the simulation with EDC combustion model and

SST turbulence model with the combined ED/FR model and SST turbulence model with 1 step chemistry.

Fig. 4.6a shows the similar characteristics which was observed in the previous simulation (Fig. 3.4) such as:

fast evaporation in the mixing chamber until the mixing pipe due to the higher inlet air temperature of 573

K then followed by reduced evaporation in the mixing tube starting from x ≈−96 mm until x = 0 mm due to

high gas velocity. At the exit of the mixing tube already ≈ 60% is evaporated which was similarly predicted in

the previous case. Nevertheless, the slope of the evaporation progress line in case of ED/FR model is slightly

steeper when compared to the EDC model and this is due to the high heat release predicted by the ED/FR

model which results in the faster evaporation of the droplets (see Fig. 4.3) against the slightly delayed evapo-

ration in case of the EDC model which predicts delayed spatial heat release. Finally, both the models predict

similar spray penetration length of ≈ 150mm with value of 0.0003 at x = 150 mm.

Further in the Fig. 4.6b a slightly higher evaporation rate is predicted in the mixing chamber (until the

entry of mixing pipe) in case of simulation with EDC model in FLUENT when compared to the combined

ED/FR model simulation in CFX. This may be due to the different gas film properties experienced around the

liquid droplet in EDC model. In the EDC model a detailed reaction mechanism of n-decane (C10H22) is used

whose thermodynamic properties are slightly different from the Light Heating Oil (C14.32H25.75) used in the

combined ED/FR model in CFX. As the vaporization models are extremely sensitive to the physical properties

of the variables involved [35] a direct comparison in this case does not exactly hold good. Nevertheless, the

evaporation model employed in FLUENT is a classical model according to eqn.106 and eqn.109 of Sazhin [36]

which take into effect the convective flow of vapor and gas mixture away from the droplet surface. While,

in SPRAYSIM the Abramzon-Sirignano evaporation model is implemented and is used in the CFX-SPRAYSIM

simulations in chapter 3. Sazhin [36] reports that when Abramzon-Sirignano model is used, the heat transfer

number and Nusselt number are less compared to the classical theory which is employed in FLUENT. This

reduction is due to the thickening of the film around the droplet which slightly reduces the heat and mass

transfer rates away from the droplet. Thus this reduced Nusselt number in Abramzon-Sirignano model leads

to slightly reduced evaporation rate in Fig. 4.6b.

4.1.4. VOLUME FLUX PROFILE

Fig.4.7 shows the calculated volume flux development at different axial locations with Reynolds Stress Model

and Shear Stress Transport model for turbulence and Discrete Random Walk (DRW) model for turbulent

particle dispersion. The volume flux profile obtained from the SST turbulence model and DRW turbulent

dispersion model in FLUENT is similar to the profile obtained from the SST turbulence model and spectral

dispersion model in CFX. From the figure it can be seen that, at the beginning of mixing pipe (x = -92 mm)

as the flow exits the nozzle, the liquid volume flux has maximum at pipe center with a bump at r = 1.4 mm.

Due to turbulent particle dispersion, the particles move from high velocity region at the center to low velocity

region towards the pipe wall. This liquid volume accumulation moves the maximum of liquid volume flux

from pipe center towards the wall and it remains until the liquid exits the pipe. Further downstream as the

pipe walls are no longer present the accumulated maximum liquid volume flux near the walls of the pipe

drops and disappears at x = 72 mm. However, as was mentioned in the previous section that there were no
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(a) (b)

Figure 4.6: a. Evaporation progress in EDC (RSM turbulence) with evaporation model in FLUENT, b. Comparison of combined ED/FR
model (SST turbulence) with Abramzon-Sirignano model in SPRAYSIM and EDC model (SST turbulence) with evaporation model of

FLUENT

calibrated volume flux measurements for quantitative comparison. Nevertheless the qualitative profiles are

similar to the ones obtained in the calculation.

Furthermore, the volume flux profiles obtained from the Reynolds Stress model is different than the one

computed by the SST model. More liquid accumulation is seen near the centerline when compared to the

SST model. This is due to the particle dispersion model. The particle dispersion model in

FLUENT computes the fluctuations based on the normal stresses in different directions in case of anisotropic

turbulence. As seen earlier the particles accumulate at the center of the pipe at x = -92 mm where the tur-

bulence intensity is relatively less. In case of RSM, v ′2 is smaller than u′2 and thus the particles do not have

enough vertical fluctuations to travel from high velocity to low velocity region. This liquid accumulation at

the centerline then develops along the pipe until the liquid exits the pipe into the combustion chamber. How-

ever in case of SST turbulence model the particles accumulate towards the wall and this is due to the particle

dispersion model where in the instantaneous gas fluctuation velocity in all directions is same and is equal top
2k/3 thus redistributing the droplets from centerline towards the pipe walls.

(a) RSM Model (b) SST Model

Figure 4.7: Liquid volume flux profile at different axial locations using RSM and SST turbulence models
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4.1.5. PROFILES OF CHARACTERISTIC DIAMETERS

Fig. 4.8 shows the comparison of the measured and calculated radial profiles of the characteristic diameters

at different axial locations in the combustion chamber. The radial profiles are shown here only for the RSM

turbulence model as the profile obtained from different turbulence model resulted in negligible difference.

The radial profiles of the characteristic diameters follow the similar trend as was seen in the previous simu-

lation in CFX in Fig. 3.7. Again, the radial profiles of the characteristic diameters capture the proper shape of

the measured radial profiles and also the width of the size distribution (defined as: SMD/D10) fairly agrees

with the measured width of the size distribution. The width of the size distribution is important as it is one of

the factors in determining the heat release from combustion.

Figure 4.8: Comparison of calculated (solid lines) and measured (dashed lines) radial profiles of characteristic diameters at different
axial locations

Furthermore, the value of the SMD from the injection (x = -139 mm) till x = 4 mm is nearly the same despite

strong evaporation and this could be due to the depletion of small droplets and reduction of large droplets to

small droplets are occurring at same rate. Further, the calculated characteristic diameters are increasing with

increase in axial distance as seen in Fig. 4.8 and Fig. 4.9. The reason for this behavior is already explained in

the section 3.2.4. In addition, in Fig. 4.9 initially there is increase in characteristic diameters after the injection

and this is due to the evaporation of smaller droplets which increases the characteristic diameters. But at x

= -106 mm there is a sudden decrease of diameters and this is because at x = -105 mm there is an axial slot

through which the preheated inlet air (573 K) enters and this may aid the evaporation of small droplets and

thus reduces the characteristic diameters. As there is only little liquid mass present beyond x = 120 mm all

characteristic diameters fall continuously and converge to a value of the last droplet remaining before its

evaporation.
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Figure 4.9: Axial evolution of calculated characteristic diameters

Finally, the calculated characteristic diameters are found to increase whereas the measured characteristic

diameters are found to remain constant with increase in axial distance and this is due to the droplet size

distribution experiencing somewhat different gas field compared to measurements as the calculated gas field

is different due to the different turbulence field and particle dispersion resulting from the different turbulence

field.
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4.1.6. TEMPERATURE FIELD

Fig. 4.10 shows the calculated temperature field in selected planes in the combustion chamber. The gas jet

and the impingement cooling air effect are observed in th yz and xz planes which were also observed in

Fig. 3.11. Again, in the outlet the calculated temperature distribution is not fully uniform throughout the

area and exhibits the similar distribution with higher temperature of 2112 K close to the geometric axis of

the combustion chamber. While the local minimum temperature of 2075 K occurs away from the geometric

axis of the combustion chamber. The computed CO2 mass fraction distribution is also not fully uniform and

the values range from minimum of 0.137 to 0.140. These values are very close to the value of 0.135 predicted

by the equilibrium calculations by Gaseq [24] with n-decane fuel and global equivalence ratio of λG = 1.45.

Also, the calculated NO mass fractions at the outlet are less than the equilibrium values validating the FLOX

principle in producing low NOX emissions.

Figure 4.10: Calculated temperature field in selected planes in the combustion chamber

4.2. APPLICABILITY OF FLAMELET MODELS

4.2.1. STEADY FLAMELET MODEL

As the computation time with Eddy Dissipation Concept turbulence model is high as all the species transport

equations are solved during the run time, flamelet approach seems a viable option where the species mass

fractions and temperature are just functions of mixture fraction, scalar dissipation/progress variable. The

theory behind using these approaches is elucidated in section 2.5.1. In this section the applicability of Steady

Flamelet model is presented, followed by the application of Flamelet Generated Manifold.

The Steady Flamelet Model (SFM) in FLUENT can be accessed as a non-premixed combustion model op-

tion. For SFM the table containing the data for temperature and species mass fractions should be generated.

In order to this two inputs are required. Firstly the chemical mechanism is required and for this purpose

the same reaction mechanism of Chang et al. [65] for n-decane mentioned in previous chapter is used. The

other input is the oxidizer stream and fuel stream boundary conditions which are given in table 4.1. After the

boundary conditions, the flamelet is generated by varying the scalar dissipation rate from very small value

(χ = 0.01) until the flamelet is extinguished. After the generation of the flamelet the PDF table is generated

with presumed PDF’s for mixture fraction and scalar dissipation for the integration to obtain the species mass
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Table 4.1: Boundary conditions for flamelet table generation

Temperature (K) Mass fraction (-)
Oxidizer 573 YN2 =0.768,Y02 =0.232

Fuel 310 YC10 H22 =1.0

fractions and temperature. After the generation of the table the gas phase and discrete phase coupled calcu-

lations are carried out. One thing to be noted is that unlike in the EDC model no temperature patch is needed

as the combustion is determined from the scalar dissipation which is solved for.

The simulation resulted in combustion much upstream of the combustion chamber in the mixing cham-

ber whereas measurements show that flame is only visible in the combustion chamber downstream of the

mixing chamber. This is because in the mixing chamber there is intense mixing of incoming preheated air

and the injected fuel. This well mixedness creates a small gradient in the mixture fraction Z. According to the

definition of scalar dissipation (eqn. 4.1) which is also a measure of the departure from equilibrium, a small

gradient in mixture fraction leads to small value of scalar dissipation rate.

χ= 2D |Z |2 (4.1)

Smaller values of scalar dissipation means the process is closer to equilibrium and hence combustion is pre-

dicted. The SFM model with presumed PDF approach was used by Vaz et al. [67] and they also observed this

kind of behavior. Also, in the SFM method, the deeper non-equilibrium effects of ignition and mixing effects

are not included and upstream of combustion chamber there is only mixing without ignition and hence this

non-equlibrium effect needs to be considered (Fig. 2.4, red lines). These effects can be captured by build-

ing Flamelet Generated Manifold (FGM) where flamelets are generated from mixing until equilibrium and is

discussed below.

4.2.2. FLAMELET GENERATED MANIFOLD

In contrast to Steady Flamelet method, the FGM model is parameterized by reaction progress which is equal

to zero in the unburnt mixture and one in burnt state. The progress variable in FLUENT for hydrocarbon

flames is defined in terms of evolution of CO and CO2. The FGM table is generated with the boundary condi-

tions given in table 4.1. The flamelets are solved in the reaction progress space at different mixture fractions

and are tabulated as function of progress variable and mixture fraction. FGM involves solving a transport

equation for the mixture fraction and its variance and for un-normalized progress variable and its variance

as given in eqn. 2.42a and eqn. 2.42b. After the generation of the table, the coupled simulation of gas phase

and discrete phase are solved. It should be noted here that to initiate combustion a source term is required

for the progress variable equation and thus a patch for the progress variable is used in FLUENT to initiate

combustion. The calculations are carried out until there is no change in solution for successive iterations.

Fig. 4.11 shows the comparison of the measured and calculated radial profiles of the mean axial velocity

from EDC and FGM combustion models with RSM turbulence model at different axial locations. The profiles

are presented only for small droplet class ( 0 < d ≤ 5). The calculated mean axial velocity from both combus-

tion models agree well with the measured values at x = 4 mm. However, the calculated mean axial velocity at

x = 44 and 72 mm are inaccurately predicted by the FGM model. This is due to the early heat release in the

FGM model which can be seen through the temperature plot along the centerline for both the combustion

models in Fig. 4.12. The flow exits the mixing pipe at high velocity and leads to high mixing in the shear layer

of the impinging jet and because of this the chemical reactions are strongly delayed by reason of nonequilib-

rium effects even at high preheating temperatures [12]. The flamelet approach is based on the concept that
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chemical time scales are very much shorter than the smallest flow time scale (Da >> 1). But as the chemical

reactions are delayed due to mixing at high velocity, when the FGM model is applied the chemical time scales

predicted by the FGM model are closer to equilibrium than they are in reality and thus predict early heat re-

lease compared to EDC model [28]. This is corroborated by low computed Damköhler numbers shown on the

mid plane of the combustion chamber in Fig. 4.13. When the computed Damköhler number is located in the

Borghi diagram it corresponds to distributed reaction zone and not the flamelet regime [4]. Therefore, as the

finite rate effects are important in this type of combustor, the use of FGM method (the variant implemented

in ANSYS FLUENT) is not suitable and further results of FGM method will not be discussed.

Figure 4.11: Comparison of measured and calculated radial profiles of the mean axial velocity from EDC and FGM combustion models
with RSM turbulence model at different axial locations

4.3. EFFECT OF TURBULENCE TWO-WAY COUPLING

In FLUENT and SPRAYSIM, the basic form of two-way coupling only includes the exchange of mean quan-

tities of mass, momentum and energy between continuous and discrete phase. But introduction of droplets

in the carrier phase also affects the carrier phase turbulence and for accurate predictions this has to be taken

into account (i.e, the droplet source terms should appear in the model equations of the employed turbulence

models). In this section the effect of turbulence two-way coupling is presented with k − ε turbulence model

as only k − ε models are provided with this option in FLUENT. Fig. 4.14 shows the evaporation progress with

and without turbulence two-way coupling. It can be seen that the evaporation progress for without two-way

coupling is higher than that with two-way coupling (from x > -90 mm). This is because of the damping of

the turbulence intensity through turbulent kinetic energy by small particles in the carrier phase. When the
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Figure 4.12: Calculated temperature evolution along centerline of nozzle #6

Figure 4.13: Computed Damköhler number on the mid plane of the combustion chamber

turbulence intensity is reduced then the transport of mass from the droplet is reduced [68, 69]. The fuel vapor

concentration gradient near the droplet surface is the driving force for evaporation. Reduced turbulent inten-

sity near the droplet surface could lead to slower removal of fuel vapor near the droplet surface and thereby

decrease the fuel vapor concentration gradient and evaporation rate. Reduced turbulent intensity also leads

to reduced mixing in the combustion chamber (x > 0 mm) which leads to lower fine structure volume in the

EDC combustion model. This leads to slower heat release as can be seen in Fig. 4.15 where temperature is

plotted along the centerline of the nozzle in the combustion chamber for k − ε model with and without tur-

bulence two-way coupling. For reference the temperature profile from Reynolds Stress Model is also shown

to indicate that the two-way coupling is providing better prediction of Reynolds stresses and capturing of the

anisotropy effect to some extent [42]. From the heat release pattern shown in previous figure it can also be ex-

pected that the velocity field will also be different for with and without two way coupling. Fig. 4.17 shows the

comparison of the measured and calculated radial profiles of the mean axial velocity with k − ε model with

and without turbulence two-way coupling for 0 < d ≤ 5µm droplet class. Because of the early heat release

predicted with no turbulence two-way coupling the velocity profiles are affected and at x = 72 mm higher

velocity is predicted along the centerline whereas the turbulent two-way coupled k−εmodel behaves almost

similar to the RSM model due to better prediction of Reynolds stresses and anisotropy. Further, the effect of

turbulent two-way coupling on rms velocity profiles is shown in Fig. 4.16 only for two axial locations and as

the turbulence intensity is reduced by the droplets the magnitude of the rms values is also seen to be slightly
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Figure 4.14: Evaporation progress for k −ε model with and without turbulence two-way coupling in turbulence quantities

Figure 4.15: Evolution of temperature along centerline of nozzle for k −ε without two-way turbulence coupling: Red, with two-way
turbulence coupling: Blue and RSM (without turbulence two-way coupling): Black

reduced in case of turbulent two-way coupling when compared to one-way coupled simulation. Further, the

effect of turbulent two-way coupling on mean radial velocity is observed to be negligible and for rms velocity

same behavior as that of axial rms values is seen.
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Figure 4.16: Comparison of the measured and calculated radial profiles of the mean axial velocity with k −ε model with and without
turbulence two-way coupling for 0 < d ≤ 5µm droplet class

Figure 4.17: Comparison of the measured and calculated radial profiles of the axial rms velocity with k −ε model with and without
turbulence two-way coupling for 0 < d ≤ 5µm droplet class
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4.4. EFFECT OF RADIATION

Finally, the effect of radiation is considered. Generally, radiation affects the temperature field and thus the

processes which are functions of temperature such as droplet evaporation, reaction also gets affected. But

in this combustor where the dimension of the combustion chamber is small and is characterized by high

bulk velocity and short residence times, radiation plays only a minor role in changing the temperature field

[43, 69]. Considering the minor effect of radiation in this type of combustion just an approximate measure

of computation of radiative transfer equation will suffice and to this end the computationally cheap and

yet reasonably accurate P1 method is applied. With the activation of P1 radiation model in FLUENT, the

effect on the centerline temperature profile is negligible and only a reduction of maximum temperature in the

combustion chamber by 30 K is achieved. As there is no soot emission calculation involved, the absorption

of radiation energy by species such as CO2, H2O and CO is less compared to absorption by soot and hence

the reduction in temperature is less as seen in the contour plot of temperature along the mid plane of the

combustion chamber (Fig. 4.20). Therefore, the radiation effect can be neglected without loss of accuracy in

the temperature profile.

Figure 4.18: With radiation Figure 4.19: Without radiation

Figure 4.20: Contour plot of temperature on the mid plane of combustion chamber with and without radiation

4.5. EFFECT OF HIGHER AIR PREHEAT TEMPERATURE

Both experimental results and numerical results showed that the spray penetration length and thereby flame

length lasts about two thirds of the combustion chamber. In going ahead with the development of the com-

bustion chamber this long flame have to be shortened as this length influences the total length of the combus-

tion chamber which preferentially should be small. One solution to resolve this issue is to increase the pre-

heating temperature which will reduce the droplets’ residence times in the combustion chamber and would

lead to relatively shorter flames. For this purpose a simulation with EDC combustion model and RSM turbu-

lence model was done. Mass flow boundary condition was the same as done in previous simulations. Higher

air preheat temperature of 400°C was used instead of the current temperature of 300°C . Fig. 4.21 shows the

comparison of evaporation progress with air preheat of 400°C and 300°C .

The evaporation progress in the mixing chamber is faster with 400°C compared to the other case as the pre-

heat temperature is higher. The fraction of the liquid mass in this case was observed to be 0.0004 at x = 130

mm whereas with preheat of 300°C the fraction of the liquid mass present at x = 120 mm was 0.003. This
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Figure 4.21: Comparison of evaporation progress with air preheat of Tai r = 400°C and air preheat of Tai r = 300°C

shows that the spray penetration length is reduced considerably. The choice of increase in 100°C is judicious

as an increase in 100°C can be obtained by using a recuperator to heat the combustion chamber inlet air. The

result of this section provides a simple example of the use of CFD as a design tool in the development of the

burner.
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CONCLUSION AND RECOMMENDATIONS

5.1. CONCLUSION

In this study, CFD simulations of the turbulent spray combustion of one of the nozzles of DLR Micro Gas

Turbine was carried out in two different commercial codes: firstly, commercial code ANSYS CFX-16 coupled

with the liquid phase code SPRAYSIM of DLR Institute of Combustion Technology, secondly with commer-

cial code of ANSYS FLUENT-16 for both gas and liquid phase simulation. In the first stage of the work, for

spray droplet size boundary condition a theoretical study of different empirical drop size distribution func-

tions was made and as a result one of the widely used drop size distribution functions: Nukiyama-Tanasawa

distribution function was implemented in the SPRAYSIM code of DLR Institute of Combustion Technology.

Further, the coupled two-phase steady state 3D RANS simulation was carried out using CFX and SPRAYSIM

at 3.5 bar operating pressure and global equivalence ratio, λ= 1.45 with a two equation Shear Stress Transport

(SST) turbulence model and with 1 step reaction kinetic. Combustion modeling was achieved through com-

bined Eddy Dissipation and Finite Rate chemistry turbulence-chemistry interaction model and the obtained

numerical results were validated with the experimental data obtained from the DLR test facility in Stuttgart.

The simulation results helped in determining the amount of cooling air which is fed into the combustion

chamber through a circumferential slot which was not measured during the measurement campaign. Fur-

ther, the cold flow simulation showed that a large portion of evaporation happens in the mixing chamber

upstream of the combustion chamber. However, it was observed that the spray penetration depth still spans

almost 2/3r d of the combustion chamber in agreement with the experimental findings. As a result of using

1-step chemistry and simple TCI model of combined eddy dissipation and finite rate chemistry (ED/FR), the

simulation predicted early spatial heat release as early as in the mixing chamber and for this reason react-

ing flow simulation was done in the computational domain consisting only of the combustion chamber with

boundary conditions for the two phases obtained from the cold flow simulation. The reacting flow simu-

lation with simple combustion model and 1 step reaction scheme again showed early spatial heat release

and mainly due to this the axial and radial velocity prediction was not sufficiently accurate compared to the

experimental data.

The spray characteristics obtained with the CFX - SPRAYSIM simulation with simple combustion model

pointed to the need for a better combustion model with detailed chemistry effects. Thus, in the next stage the

75
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two-phase simulation was carried out in ANSYS FLUENT-16 with Eddy Dissipation Concept (EDC) turbulence-

chemistry interaction model with detailed chemistry for gaseous phase fuel. Further, in order to isolate the

effect of combustion model on spray characteristics prediction, two different turbulence models were used: 7

model equations Reynolds Stress transport Model (RSM) and 2 equation Shear Stress Transport (SST) model

which was already used in the previous simulation. Results obtained from both RSM and SST model showed

similar axial and radial velocity profiles at different axial locations and were in better agreement with the ex-

perimental data. However, RSM model slightly outperformed SST model in predicting better velocity profiles.

The heat release from the EDC model measured through the nozzle centerline temperature profile showed

that the temperature increase is gradual and spatially delayed as the chemical reactions are delayed by effect

of nonequilibrium caused by the mixing of flow past nozzle at high velocity. In contrast, the combined ED/FR

predicted early heat release and was unable to capture the nonequilibrium effects and as such affected the

velocity profiles negatively. Further, both the calculated axial and radial rms velocity profiles agree qualita-

tively with the experimental data. However, the magnitude of both the calculated axial and radial rms velocity

are under-predicted near the centerline of the jet and this might be due to the insufficient near wall mesh re-

finement of the boundary layer in the mixing pipe and also lack in predicting the transport of turbulent fluid

across the centerline in a wall bounded turbulent jet flow.

Furthermore, the evaporation progress obtained through the simulations in FLUENT predicts slightly

higher evaporation rate compared to the CFX-SPRAYSIM simulations. The evaporation model in FLUENT ac-

counts for Stefan flow but without the thickening of the film around the droplet in contrast to the Abramzon-

Sirignano model which is implemented in SPRAYSIM (leading to smaller Nusselt and Sherwood number and

evaporation rate). Also, since the fuels used are slightly different (light heating oil- C14.32H25.75 in CFX and

n-decane in FLUENT) the gas film properties may be different which will lead to different evaporation char-

acteristics. The volume flux profiles obtained through the SST model in FLUENT emulates similar behavior

as was obtained with the CFX simulation whereas with the RSM turbulence model the droplets were seen

to accumulate near the centerline. This may be due to the geometry of the combustion chamber where the

droplets accumulate at the center of the pipe at the pipe beginning. And since the particle fluctuation ve-

locity is randomly sampled from the normal stresses in each direction for anisotropic turbulence, the stress

in vertical direction is less compared to the axial direction and this might lead to droplet accumulation near

the centerline. Lastly, the droplet characteristic diameters prediction from both the turbulence models were

found to be fairly in good agreement with the experimental data but with better prediction of gas field the

result could be more accurate.

Next, the application of flamelet concept was investigated by using nonpremixed Steady Flamelet Model

(SFM) and partially premixed Flamelet Generated Manifold method with the Reynolds Stress Model for tur-

bulence. With the SFM model it was observed that the combustion occurred in the mixing chamber and this

was due to the inability of the SFM to capture deeper nonequilibrium effects of ignition and mixing. Con-

sequently, the FGM method was applied which can take into account the nonequilibrium effects. Although

FGM model predicted combustion only in the combustion chamber, it was however unable to predict chem-

ical nonequlibrium effect and delayed spatial heat release resulting in higher centerline velocity. As the com-

puted Damköhler number is close to unity (Da < 5) the finite rate chemistry effects are equally important.

But the FGM model which assumes flamelet structure predicts the chemical time scale closer to the equilib-

rium and hence early spatial heat release. Therefore use of detailed reaction scheme with Eddy Dissipation

Concept is justified in this type of FLOX combustor.

The effect of turbulent two-way coupling was investigated and it was found that the effect is not negligible

and if possible it should be used. In CFX - SPRAYSIM the turbulent two way coupling was not used. In FLU-

ENT turbulent two way coupling was only possible with the k − ε models. For this purpose two simulations
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were carried out with k − ε turbulence model with and without turbulence two-way coupling. The two-way

coupling leads to damping of carrier phase turbulent intensity by small droplets. As a result of reduced tur-

bulence intensity the evaporation rate was reduced as it affects in the removal of the fuel vapor concentration

buildup around the fuel droplet and thereby weakens the concentration gradient. Further, the k − ε model

with no turbulent two-way coupling over-predicts turbulent kinetic energy and thus induces more mixing in

the combustion chamber. Because of this well mixedness (bringing of more stoichiometric fuel/air mixtures)

the heat release is enhanced and leads to higher centerline velocity. Whereas with the turbulent two-way

coupled the turbulence intensity predicted is in accordance with the RSM model. Both RSM and k−ε predict

similar centerline temperature profile leading to better velocity profiles. Additionally, the effect of radiation

was included to assess its impact on combustion characteristics. As the combustion chamber is characterized

by high bulk velocity and smaller residence times, in this work radiation effects play only a minor role. Thus

P1 radiation model was used as it is computationally cheap and reasonably accurate. It was observed that the

maximum temperature in the combustion chamber reduced by less than 30 K. Thus the effect of radiation

can be neglected in this case. Finally, the spray penetration length as observed by both experiments and sim-

ulations was as long as two third of the combustion chamber. To reduce the spray penetration length higher

air preheat temperatures were used in numerical simulations and it was found that the spray penetration

length reduced roughly by 20 mm which is influential in having compact combustion chambers.

From this work it can be understood that the CFD simulation of turbulent spray combustion is a chal-

lenging task with lot of open ended questions which arise with different flow configurations. All the processes

starting with evaporation, dispersion, turbulence, combustion and geometry are highly coupled and it is very

difficult to isolate a single process and study its effect. However, for this case of FLOX combustor, a proper fi-

nite rate turbulence-chemistry interaction model with detailed chemistry is of significant importance and the

choice of turbulence models does not greatly affect the result while complete two-way coupling of discrete

phase and gas phase with all turbulence models can lead to more accurate results.

5.2. RECOMMENDATIONS

Finally some recommendations can be categorized into the following groups based on the work carried out

in this thesis: based on accuracy, model improvement, design and experimental data.

• Model improvement:

– A more generally applicable way of obtaining the spray boundary conditions based on flow pa-

rameters is necessary as the results are very much sensitive to the prescribed initial conditions.

Also, the application of Maximum Entropy Formalism to define the drop size distribution is one

of the avenue for further development of spray simulations and has to be looked into in more

detail.

– In this type of combustor where the particles come in contact with the walls, a droplet-wall inter-

action model has to be included to understand its effect on droplet trajectory.

– In case of Reynolds Stress transport model, the current particle dispersion model is deficient in

predicting the proper droplet dispersion in anisotropic turbulence. Dispersion models which are

based on time and direction correlation function can be used to predict the desired dispersion of

particles.

• Accuracy:
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– Deeper understanding of the flame structure can be studied with unsteady simulations such as

LES where the large scale turbulent structures are resolved and it can give better prediction of

mixing, temperature fluctuations which are essential in predicting accurate flame characteristics.

• Experimental data:

– Temperature measurements are very much essential for validation of physical models and this

data can clearly shed some light on current uncertainty present in the numerical models.

• Design of the burner:

– As seen by the numerical simulations that higher air preheat temperatures are beneficial in con-

taining the flame length and reducing combustion chamber length. While it is also beneficial in

increasing the efficiency of the combustion process. Future work can be done by including recu-

perator which can provide the above benefits.



A
DERIVATION OF NUKIYAMA TANASAWA

VOLUME AND CUMULATIVE DISTRIBUTION

The derivation of the volume based and cumulative volume distribution for Nukiyama-Tanasawa distribution

is shown here. To derive these quantities the number based distribution defined in section. 2.8.2 as eqn. 2.89

is the starting point. Firstly, the normalizing constant aN is derived. The number based distribution should

satisfy the normalizing condition given as: ∫ ∞

0

d N

dD
dD = 1 (A.1)

The number based definition of Nukiyama-Tanasawa distribution (eqn. 2.89) is substituted into eqn. A.1

which results in: ∫ ∞

0
aN Dp exp

(
−

(
D

Dr e f

)q)
= 1 (A.2)

By making the following variable change:

y =
(

D

Dr e f

)q

D = Dr e f y
1
q dD = Dr e f

q
y

1−q
q d y (A.3)

Substituting eqn. A.3 into eqn. A.2 and working out:

aN Dp+1
r e f

q

∫ ∞

0
y

p+1−q
q exp

(−y
)

d y = 1 (A.4)

The normalizing constant is obtained by exploiting the definition of complete gamma function defined as:

Γ(z) =
∫ ∞

0
t z−1 e−t d t (A.5)

Comparing eqn. A.5 with eqn. A.4 gives:

t −1 = p +1−q

q
t = p +1

q
(A.6)
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Consequently, the normalizing constant aN and the number based distribution is obtained as:

aN = q

Dp+1
r e f Γ

(
p+1

q

) (A.7)

d N

dD
= q

Dp+1
r e f Γ

(
p+1

q

)Dp exp

(
−

(
D

Dr e f

)q)
(A.8)

The volume based distribution is obtained by using the following definition for number based and volume

based distribution:
dQ

dD
= D3 d N

dD∫ ∞
0 D3 d N

dD
˜dD

(A.9)

Substituting eqn. A.8 into eqn. A.11 gives:

dQ

dD
=

D3 q

D
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q

) Dp exp
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D
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)q) (A.10)

Making use of the definition of complete gamma function and the variable changes in eqn. A.3 the volume

based distribution is obtained:

dQ

dD
= q

Dp+4
r e f Γ

(
p+1

q

)Dp+3exp

(
−

(
D

Dr e f

)q)
(A.11)

The cumulative volume distribution is obtained by using the relation:

Q(D) =
∫ D

0

dQ

dD
dD̃ (A.12)

Substituting the volume distribution obtained in eqn. A.11 into eqn. A.12 gives:

Q(D) =
∫ D

0

q

Dp+4
r e f Γ

(
p+1

q

)Dp+3exp

(
−

(
D

Dr e f

)q)
dD̃ (A.13)

Again, making the variable change used in eqn. A.3 and changing the limits of integration accordingly gives

the following relation:

Q(D) = 1

Γ
(

p+4
q

) ∫ D
Dr e f

0
y

p+4−q
q exp

(−y
)

d y (A.14)

Now, making use of the incomplete gamma function which is defined as:

P (a,D) = 1

Γ(a)

∫ D

0
t z−1 e−t d t (a > 0) (A.15)

and comparing eqn. A.14 and eqn. A.15 gives:

a = p +4

q
(A.16)
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Thus, the cumulative volume distribution is determined as:

Q(D) = P

(
p +4

q
,

D

Dr e f

)
(A.17)
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