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Physically Interpretable Wavelet-Guided Networks
With Dynamic Frequency Decomposition for
Machine Intelligence Fault Prediction

Huan Wang™', Yan-Fu Li

Abstract—Machine intelligence fault prediction (MIFP) is
crucial for ensuring complex systems’ safe and reliable operation.
While deep learning has become the mainstream tool for
MIFP due to its excellent learning abilities, its interpretability
is limited, and it struggles to learn frequencies, making it
challenging to understand the physical knowledge of signals at
the frequency level. Therefore, this article proposes a physically
interpretable wavelet-guided network (WaveGNet) with deep
frequency separation for MIFP, inspired by the sound theoretical
basis and physical meaning of discrete wavelet transform (DWT).
WaveGNet expands the feature learning space of CNN into
the frequency domain, allowing for a better understanding of
the physical insights behind the frequency level. Specifically,
WaveGNet involves a derivable and learnable frequency learn-
ing layer (FL-Layer) consisting of a wavelet-driven frequency
decomposition module and a convolution-driven feature learning
module. Multiple DWT-driven FL-Layers are used in WaveGNet
to achieve deep frequency decomposition and multiresolution
frequency feature learning in a coarse-to-fine manner. The
effectiveness of WaveGNet was evaluated in real high-speed train
wheel wear monitoring and high-speed aviation bearing fault
diagnosis cases. Experimental results showed that WaveGNet
outperforms cutting-edge deep learning algorithms and has
excellent fault diagnosis and prediction abilities. Furthermore,
an in-depth analysis of the learning mechanism of wavelet-driven
CNN from the frequency domain perspective was conducted.

Index Terms—Bearings, convolutional neural network, fault
prediction, high-speed train (HST).

I. INTRODUCTION

ODERN mechanical systems, such as aircraft engines
Mand high-speed trains (HSTs), operate in harsh envi-
ronments and require high levels of reliability and safety.
However, these systems can experience functional failures due
to the fatigue degradation of their core components. These
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failures can have severe consequences, such as train derail-
ment accidents and sudden engine shutdowns [1]. Machine
intelligence fault prediction (MIFP) can predict and diagnose
these faults by monitoring the system’s health status [2], [3].
Therefore, monitoring the health status of key components
is crucial for ensuring the safe and reliable operation of
mechanical systems.

Deep learning [4] can extract valuable information from
large datasets and learn to accurately predict outcomes
in high-dimensional spaces. It has revolutionized many
fields by automating feature engineering and decision-making
processes [5], [6], [7]. In the context of ever-increasing data,
deep learning has made it possible to process vast amounts of
information without manual intervention [8]. In MIFP, deep
learning has shown great promise and achieved significant
breakthroughs, particularly in the field of CNN-based fault
prediction [9], [10], [11]. However, most existing research
has been conducted in controlled laboratory environments,
without considering the challenges posed by the complex
and harsh environments in which mechanical systems operate.
Therefore, to promote deep-learning-based MIFP technology
from laboratory to practical application, the following serious
challenges need to be solved.

1) Monitoring signals in mechanical systems contain
complex frequency components due to their dynamic
environment and multiple information sources, which
can cause valuable frequency components to mix with
irrelevant information.

2) Mechanical systems are often exposed to harsh working
environments that can cause severe noise pollution
in monitoring signals. Different types of noise, such
as background noise, collision noise, resonance, and
impact noise, can significantly contaminate monitoring
signals.

3) Health-related features of mechanical systems are usu-
ally weak, and faults often start as mild and progress
to severe. Early fault identification and prediction are
crucial, but in the early stages of faults, fault-related
features are weak and difficult to detect.

To meet the above challenges, CNN-based MIFP algo-
rithms also have the following shortcomings that need to be
addressed.

1) Limited Frequency Learning Ability: The CNN only

consists of limited filters that are optimized with ran-
dom initialization, leading to poor frequency learning
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ability. Understanding signal physical knowledge at the
frequency level becomes difficult.

2) Limited Noise Robustness: CNN is highly sensitive to
noise, and its performance drops significantly in a noisy
environment, as reported in [12] and [13].

3) Limited Interpretability: In the industrial domain, under-
standing what features the algorithm has learned and
its learning mechanisms are crucial when applying
deep models. However, CNNss still remain as black-box
models, making it exceptionally challenging to conduct
interpretable analysis on them.

The above limitations challenge the practical application
prospects of CNN. Traditionally, researchers have employed
various signal analysis techniques, such as fast Fourier trans-
form (FFT) [14], discrete wavelet transform (DWT) [15],
etc., to remove irrelevant components from the frequency
domain and extract valuable fault features from noisy sig-
nals. Therefore, scholars have combined time—frequency
analysis methods with deep learning to enhance diagnostic
performance [16], [17]. For instance, using wavelet transform,
Guo et al. [18] captured multiscale information from sen-
sor signals and then utilized CNN to extract fault-related
features and identify sensor faults in aircraft engines. These
methods typically involve time—frequency analysis of signals,
followed by inputting the obtained features into deep models
to enhance learning capabilities. However, in these approaches,
the integration of time—frequency methods and deep models
is relatively simple, and their advantages have not been
fully exploited. Additionally, the preprocessing in the time—
frequency domain might discard critical features, thereby
limiting the information acquired by deep models.

Based on the above discussion and the recognized benefits
of DWT, this article explores a DWT-guided CNN architecture
design scheme for MIFP. Driven by DWT, the CNN model
can effectively capture the physical knowledge of monitoring
signals from the frequency domain. Moreover, DWT is known
for its signal analysis and denoising capabilities, which can
enhance the model’s noise robustness. Finally, it also enhances
the interpretability of the diagnostic model, allowing for
analysis of the feature learning of CNN at the frequency
level.

Specifically, this article introduces a physically interpretable
wavelet-guided network (WaveGNet) with deep frequency sep-
aration for MIFP. The study explores a paradigm for designing
the deep model driven by DWT for frequency feature learning.
It proposes the wavelet-driven CNN, integrating a mul-
tiresolution decomposition mechanism for learning frequency
information from coarse to fine levels. However, DWT
and CNN represent significantly different technical systems.
The key challenge in their integration lies in developing a
differentiable DWT layer that efficiently transfers gradient
information. To this end, this article introduces a derivable and
learnable DWT-driven frequency learning layer (FL-Layer).
This FL-Layer comprises a DWT-driven frequency decomposi-
tion module and a convolution-driven feature learning module,
working efficiently to conduct frequency feature learning. It
decomposes frequency and learns features layer by layer in a
coarse-to-fine manner, capturing valuable frequency features
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that are often challenging for CNNs to learn in the time
domain.

The contributions of this article are summarized as follows.

1) This study explores and develops deep learning
frameworks dominated by frequency domain analysis,
breaking away from simple combinations of DWT and
CNN. This framework surpasses the limitations of tradi-
tional deep learning models dominated by time-domain
analysis. It enables the exploration of fault-related fea-
tures in the frequency space and allows for physical
property analysis.

2) Extending the deep model’s feature space from the time
to the frequency domain is a significant breakthrough.
This provides a novel design perspective for deep
model algorithms, enabling deep diagnostic models to
integrate effectively with real-world fault physics and
mechanisms.

3) This article proposes a differentiable and trainable DWT-
driven FL-Layer that suppresses frequency aliasing
problems through multilevel frequency decomposition
and thus builds a physically interpretable WaveGNet for
MIFP.

4) The proposed approach was tested and studied in two
real-world cases. Particularly, it used on-track signal
data collected over half a year for train wheel wear
prediction, demonstrating accurate prediction of wheel
wear conditions. This provides valuable information for
the operational maintenance of HSTs, ensuring their
safety.

This article is organized as follows. Section II introduces the
related work. Section III introduces the proposed method in
detail. Section IV verifies the effectiveness and superiority of
the proposed method in two cases. Section V provides an in-
depth analysis of the interpretability of the proposed method.
Section VI summarizes this article.

II. RELATED WORKS
A. Deep-Learning-Based MIFP Methods

Deep learning has made significant strides in MIFP thanks
to its outstanding ability to learn features and make automated
decisions [19], [20], [21]. For example, Peng et al. [22]
employed Deep SVDD in a semi-supervised manner to predict
faults in wind turbines with high accuracy. Wang et al. [23]
proposed a multitask attention CNN, which realizes the
HST-bearing health status monitoring by mining the com-
plementary information between different tasks. Wei and
Wang [24] improved vanilla convolution to propose a defect
recognition framework based on dynamic convolution, which
achieved accurate recognition of composite wafer defects.
However, existing algorithms lack consideration for frequency
domain feature learning, causing deep models to have
performance bottlenecks when processing data containing
complex frequencies. Therefore, this study aims to rethink
feature learning within the CNN framework by using the
wavelet domain. It explores a DWT-guided CNN architecture
design paradigm to extract valuable frequency features that are
challenging to learn in the temporal space.

Authorized licensed use limited to: TU Delft Library. Downloaded on July 19,2024 at 13:49:01 UTC from IEEE Xplore. Restrictions apply.
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B. MIFP Methods Using Wavelet Analysis

Wavelet analysis is an excellent time—frequency analysis
method that can extract valuable frequency information. It
has been frequently used as a feature extraction technique
in previous works to assist deep learning models. For exam-
ple, Liang et al. [16] transformed vibration signals into
two-dimensional (2-D) time—frequency features and used a
multilabel CNN model for composite fault diagnosis of gear-
boxes. Tran et al. [25] utilized continuous wavelet transform
(CWT) for signal transformation into time—frequency fea-
tures, followed by a convolutional attention network model
for motor fault identification. Recently, researchers have
attempted to integrate wavelet transforms into CNN architec-
tures to improve interpretability and harness their benefits.
Li et al. [26] proposed a wavelet-kernel-net for MIFP, where
they replaced the first convolution layer of the network
with a continuous wavelet convolution layer. This method
combines wavelet and convolution modules to enable effective
frequency-domain feature extraction for MIFP. However, these
methods do not deeply and properly integrate frequency learn-
ing capabilities throughout the deep model, so the frequency
analysis capabilities of the model are limited.

C. Interpretability Studies of MIFP Methods

Interpretability analysis of deep learning for MIFP has been
a major research focus. Wang et al. [27] utilized temporal and
channel attention to investigate the feature learning mechanism
of fault diagnosis models. Zhou et al. [28] used physical
knowledge of mechanical systems to guide the design of
CNN models for interpretability analysis of diagnostic models.
Grezmak et al. [29] proposed an interpretable deep CNN
model for gearbox fault diagnosis by applying layer-wise
relevance propagation. However, elaborating and analyzing
the interpretability of deep models from a frequency per-
spective is still lacking. Moreover, frequency analysis is
very important for equipment fault diagnosis, because fault
characteristics will be reflected in specific frequency bands.
Xie et al. [30] proposed a deep learning framework that
integrates fault frequency priors, including fault frequency

DWT-Driven Frequency
Decomposition Module
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Proposed wavelet-driven convolutional neural network with deep frequency separation for MIFP.

priors learning branch and self-learning branch and achieved
excellent offshore wind turbine fault diagnosis performance.
Zhang et al. [31] proposed a hierarchical cognitive architecture
based on domain knowledge and data fusion to achieve
accurate fault diagnosis of interconnected systems.

To this end, this study proposes a novel solution for deep
learning interpretability analysis. The approach involves uti-
lizing a signal analysis method that has physical meaning and
theoretical basis to improve the CNN model’s interpretability.
By doing so, it helps to explain the preference and learning
mechanism of its frequency feature learning.

III. METHODOLOGY
A. Wavelet-Driven Convolutional Neural Network

This article proposes a wavelet-guided CNN (WaveGNet)
with deep frequency separation for MIFP. The network
architecture of WaveGNet is illustrated in Fig. 1. DWT is
innovatively incorporated into the CNN framework, thus
expanding CNN'’s feature learning capacity from the tem-
poral domain to the frequency domain. This enables CNNs
to acquire valuable physical knowledge from the frequency
level. WaveGNet consists of multiple derivative and learnable
DWT-driven FL-Layers. FL-Layer performs multiresolution
frequency decomposition on the input signal and then uses
the feature learning module to perform feature learning on the
decomposed results. In WaveGNet, the input signal is sub-
jected to frequency decomposition and feature learning layer
by layer, which constructs a deep frequency decomposition
mechanism to realize multiresolution frequency feature learn-
ing in a coarse-to-fine manner. In the following, the proposed
DWT-driven FL-Layer and deep frequency separation are
introduced, and the physical meaning and interpretability of
the wavelet-driven CNN are analyzed.

B. DWT-Driven Frequency Learning

1) Frequency Learning Layer: The monitoring data of
mechanical systems are usually signal data, so 1-D CNN
is generally used for feature extraction. In IDCNN, the
information flow is represented by a 2-D feature map, which
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consists of multiple feature signals that carry different feature
information. Given a feature map Z € R€ x L of a IDCNN,
it consists of C feature signals, each of length L. The
mathematical description of the convolution operation is as
follows:

-1
Y[i] = X+ K)[i] = ZX[H-]'] x Kljl (1)

J=0

where X represents the input sequence, Y represents the
output sequence, K represents the convolution kernel, and ¢
represents the convolution kernel size. For the convolutional
layer, it generally also includes the bias term ¢ and the
activation function o which is expressed as

Y[i] = o (X % K+ ¢)[iD. 2

Wavelet analysis is an excellent time—frequency analysis
method, which can analyze the valuable information of the
signal from the frequency level. Let [(x) be a square-
integrable function, that is, f 1) e LZ(R); Y (t) is the mother
wavelet, if 1 (7) satisfies the following properties:

1 (w)[?

o
Cy = / ———dw < 0. 3)
0 w

Then, the wavelet transform can be expressed as

/ f(t)— ( )dr 4

where a is the scale factor and b is the displacement factor.
When the two parameters a and b of the basis function ¥, b
are continuous variables, the above formula is called CWT.

In order to process discrete signals, the wavelet transform
needs to be discretized. A common method is to discretize
the scale factor a according to the power series, and the
displacement factor b is uniformly discretized within the scale,
and has a power relationship between the scales, that is, a =
ay, b = nboay; ag > 1,by > 0, j,n € Z. The discrete wavelet
basis function is expressed as follows:

Lw(%) _agf/zw(agfr—nbo). )
el

At this time, the DWT of any function f (x) is

Wf(av b) = va Waa

Wj,n(t) =

WEG, n) = (1), j.0(0)) = / F@OU; (01t
ay’”? f h g (ag’t = nbo)dr.  (6)

This study uses the Mallat algorithm [32] to realize the
multilevel wavelet transform in the CNN model. Given the
scale function ¢(f) and wavelet function ¥ () of wavelet
transform, the intrinsic relationship between them can be
expressed as a dual-scale equation

0! —Zh(n)qb (D) =2 Zh(n)qs(zr—n) (7)

0! —Zh(n)qs () =2 Zg(n)d)(Zt—n) ®)

IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS: SYSTEMS, VOL. 54, NO. 8, AUGUST 2024

It can be obtained

=}, ¢—1.0): 8(0) = (V. ¢_1.). 9)

The filter banks h(n) and g(n) are determined by the scale
function and the wavelet function of the wavelet transform,
which have low-pass and high-pass properties, respectively.
<-> means inner product operation. Based on the Mallat
algorithm, given any function x(¢) the following formula can
be derived:

h(n)

o0
ajr = (x(0), ¢j (1)) = / X027 (27t — k)dt
o | |
= h(m -2k f x(t)2<—f+1>/2¢(2—f+1r - m)dt.
m —0Q
= > h(m—2k) aj_1m (10)
m
The same can be obtained
Oo . .
dj = (x(0), i () = / x(02792y (27t — k)dr
o |
=Y gm—2k) / x(t)2(_f+l)/21/f<2_-’+lt — m)dz.
m —0o0
= gm—2k) aj-1m. (11)
m
aj, k is the scale coefficient, and djk is the wavelet coeffi-

cient. Suppose Z(n) is the ith feature signal of feature map
Z which is a discrete signal. Set the start of the algorithm

asAf)(n) = Zi(n) the recursive formula of the above process
is expressed as
Al(n) =Y, h(m —2n) AL_ (m) .
. i=1,2,...,C (12
{D;<n> Y 8m—2m) AL (m)’ (12

where Ai (n) is the approximation coefficient (low-frequency
component) of the signal Zi(n) and Di T(n) is the detail
coefficient (high-frequency component) of the signal Z(n).
To integrate this process into the CNN model, a DWT-driven
FL-Layer is proposed whose detailed structure is shown in
Fig. 2. As Fig. 2, each feature signal of the feature map Z is
decomposed by DWT in parallel and independently, and this
process can be quickly implemented on the GPU. To achieve
multiresolution analysis, the three-level DWT in FL-Layer
is implemented, i.e., (12) is iterated three times. Each level
of DWT decomposition will decompose the low-frequency
components of the previous level to obtain more detailed
low-frequency components and high-frequency components.
Finally, feature maps (D, D>, D3, and Az) with different
frequency components can be obtained. Then, these four
feature maps are spliced into a new mixed frequency feature
map .Z according to the channel, and .’ can be expressed as

= (D1, D2, D3, A3) € RS
where D € REXL2 Dy € REXL/4 Dy A3 € RELB. (13)

The feature learning module of the FL-Layer is a convo-
lution module with a group normalization (GN) layer [33]
and a ReLU function, and valuable frequency information is
obtained after the feature learning of the convolution layer.
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2) DWT-Driven Backpropagation: FL-Layer can be inte-
grated into deep learning models for backpropagation and
parameter optimization. Next, the wavelet-driven backprop-
agation is analyzed. Assume the error that passes to .Z
is 8 eRC*L Since .Z is produced by concatenating and
D1, Dy, D3, and A3z according to their channels, these four
feature maps’ corresponding errors are cut from §¢ the
same sequence, which results in: §pl1eRE*L/2, §p2e RE*L/4,
$p3eRE*L/3, and 8436 IRE*L/8 First, for the third DWT that
produces p3 and 43 since they are produced by (12), which is
a downsample operation through convolution with a factor of
2, the backpropagation first requires to upsample §43 and §p3
to recover the original length

dp;,A;(n/2), n/2 are integers

0, otherwise. (14)

8py.a5(n) = {

Note that 8p, 4,6IRC x L/4. Then, the error is passed to the
input feature map of the third DWT by
822 = Sb% * reverse (g3) + 523 * reverse (h3). (15)
84, is the error that passed to the input of third DWT,
which is also the low-frequency part from the second DWT.
h3 and g3 are the low-pass and high-pass filters for the third
DWT. reverse means the vector is reversed, i denotes the
ith channel, * convolution. Note that for backpropagation, we
take every channel of the upsampled error and do convolution
with the low-pass or high-pass filters individually. The results
are concatenated to form a new error map.
For the second DWT, the propagation process is related to
84, and 8p, Similarly, they are first upsampled by a factor of 2

dp,.A,(n/2), n/2 are integers

0, otherwise. (16)

8py.4, (1) = {

Then by the low-pass filter h3 and high-pass filter g3 for the
second DWT, the error is passed to the low-frequency output
of the first DWT by

5;"1 = ‘%2 * reverse(go) + 522 * reverse(hp). (17

84, is the error of the low-frequency output of the first DWT.

Feature Map Feature Map

Proposed DWT-driven FL-Layer, which consists of the wavelet-driven frequency decomposition module and the convolution-driven feature learning

For the first DWT, 64, and dp, are first upsampled with the
same procedure by

dp;,4,(n/2), n/2 are integers

0, otherwise. (18)

8,4, (n) = {
Then, the error is passed to the input of the DWT-driven
FL-Layer by

82 = Sb] * reverse(gy) + SI’;‘] * reverse(hy). (19)

hy and g; the low-pass and high-pass filters for the first
DWT, 67 the error of the input of the DWT-driven FL-Layer.

C. Deep Frequency Separation

The advantage of DWT is its ability to perform multireso-
lution analysis of the signal, separating frequency components
in a complex signal layer by layer. This facilitates the fea-
ture learning module in capturing information hidden in the
frequency domain. In order to take advantage of DWT as
much as possible, the deep frequency separation mechanism is
proposed, which is denoted in Fig. 3. DWT-based multireso-
lution frequency decomposition and convolution-based feature
learning are performed repeatedly. This hierarchical frequency
separation and feature learning integrates the advantages of
DWT and CNN as much as possible. DWT decomposes
the different frequency components of signals layer by layer
and sends them to the convolution layer. The convolution
layer learns valuable information layer by layer and inputs
the learned information into DWT for more detailed decom-
position. By decomposing and discarding various useless
frequency components and noises of complex signals layer
by layer, WaveGNet retains weak feature information related
to the mechanical system’s state. The training algorithm of
WaveGNet is shown in Algorithm 1. D = {I', ¥}V = 1
represents the dataset, I'! represents the data sample, and its
corresponding label is I'! FC indicates the fully connected
layer. In this study, E was set to 200 and H was set to 5.

D. Implementation Details

The proposed model was implemented using PyTorch and
Python and trained on a server with an NVIDIA GeForce RTX
3090 GPU and Intel 10900K CPU. The Adam optimization
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Algorithm 1 Wavelet-Driven Convolutional Neural Network

Input: DatasetD = D = (T, Ssi}év =1 trained by mini-batch
Output: Optimized Predictor F(v)
: Set e = 0 and epoch E ; set H.
. Initialize the ¥; Normalize the dataset D
: while ¢ < E do
: Sample a batch of data B from D; set A = 0.
: Perform convolution to extract features: A8 = ReLUWTB + b)
: while 7 < H do
Calculate DWT according to Eq. (12), obtained A? and D’f
Calculate DWT according to Eq. (12), obtained Ag and D’;‘
Calculate DWT according to Eq. (12), obtained AgL and Dgl
Get mixed frequency features % :(Dh, ng, D?, Agl)
Perform convolution to extract features: Ag ReLLU
(Wh s £l 4 bl
12: Set h =" 41
13:  end while
14:  Calculate the output of F(#): Ip = F(B|?) = FC(Ag)
15:  Calculate dL(3, Ip)/0v, update & by back propagation
16:  If an epoch is completed, set e = e +1
17: end while

—_
—_ O

algorithm was employed with a learning rate of 0.0001 and a
batch size of 64. Z-score normalization was applied to the data
samples to ensure stable training. These parameter values were
chosen based on empirical knowledge and grid search, and
experimental results showed that it can effectively utilize the
model’s performance. The db12 wavelet, commonly used in
vibration-based condition monitoring applications, was chosen
for the experimentation. In Section IV-B4, experiments were
conducted to analyze the performance of ten different wavelet
functions to select the optimal one. To minimize accidental
results, each experiment was repeated four times.

During the model design, a grid search algorithm revealed
that employing five DWT-driven FL-Layers could achieve
optimal performance. Hence, the proposed WaveGNet in this
experiment comprises five DWT-driven FL-Layers, a global
average pooling layer, and a fully connected layer.

The design concept of the DWT-driven FL-Layer was
inspired by the multiresolution wavelet decomposition algo-
rithm in the signal analysis field. When performing frequency
analysis on vibration signals, a commonly used practice is a
three-level multiresolution decomposition, which is an empir-
ical choice. A three-level decomposition can offer sufficient
frequency resolution while avoiding excessive decomposition.
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Car 7

Fig. 4. Installation location of the acceleration sensors. Car 7 is a trail car,
and Car 8 is a motor car.
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Fig. 5. Measured wear profile via measurement instrument.

While additional decomposition levels might provide finer
frequency information, they also increase computational com-
plexity. In most practical scenarios, three-level decomposition
balances preserving information and computational efficiency.
Therefore, each FL-Layer includes a 3-level DWT, a convolu-
tion module, and a dropout layer (dropout rate: 0.1) to prevent
overfitting. The convolution modules consist of a convolutional
layer, a GN layer, and a ReLU activation function, utilizing
a 5x1 convolution kernel to enhance the model’s feature
perception ability without significantly increasing the number
of parameters. The model is a versatile framework that delivers
excellent results for both classification and regression tasks. It
employs cross-entropy (CE) loss for classification and mean-
squared error (MSE) loss for regression, which are two classic
and practical loss functions.

IV. EXPERIMENTAL VALIDATION
A. Case 1: High-Speed Train Wheel Wear Prediction

1) Data Description: The study conducted signal acqui-
sition over six months on a CRHIA HST, which typically
operates at 200 km/h and reaches a maximum speed of
250 km/h. The train traveled on three different lines:
1) Changsha Huaihua Line; 2) Guangzhou Zhuhai Line; and
3) Sanya Haikou Line. Vibration signals were collected using
on-board acceleration sensors installed on the axle boxes of
the 7th and 8th cars (refer to Fig. 4), and three wheel vibration
signals were collected (7-1, 7-2, and 8-1). Since the data
was collected from actual train operations, the signals were
complex and contained noise components. Wheel wear was
measured approximately every week during signal acquisition.
Wheel tread and flange wear were calculated separately using
a mobile laser-based wheel profile measurement system, as
shown in Fig. 5. The degree of wheel tread and flange wear
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TABLE I
TREAD AND FLANGE WEAR PREDICTION RESULTS OF WK-1DCNN, OW-1DCNN, MW-1DCNN, AND WAVEGNET

Wheel Method Tread Wear Flange Wear

- - MSE (x107%) MAE (x10?) R2-Score MSE (x107%) MAE (x10?) R2-Score
WK-1DCNN 3.578 £0.038 4.447 £ 0.066 0.888 +£0.001 7.292 +0.420 5416 +£0.173 0.915+0.004
71 OW-1DCNN 1.466 + 0.058 2.780 + 0.076 0.955 + 0.002 3.361 +0.287 3.455 £ 0.099 0.961 + 0.004
- MW-1DCNN 1.606 + 0.128 2.646 £ 0.181 0.950 + 0.004 4.344 £ 0.367 3.123 £ 0.170 0.952 + 0.006
WaveGNet 0.927 + 0.057 1.988 + 0.080 0.971 + 0.002 2.270 + 0.138 2.394 + 0.065 0.975 + 0.001
WK-1DCNN 6.914 + 0.057 6.064 + 0.055 0.743 + 0.002 7.452 +0.395 5.133 £ 0.076 0.879 + 0.008
72 OW-1DCNN 2.544 +0.171 3.793 +0.133 0.906 + 0.006 6.616 +0.813 4.967 + 0.387 0.896 + 0.013
- MW-1DCNN 2.128 + 0.297 3.183 £0.235 0.921 +0.011 5.228 £0.676 3.859 +0.234 0.918 + 0.008
WaveGNet 1.560 = 0.033 2.775 £ 0.074 0.941 + 0.001 5.041 + 0.653 3.510 + 0.104 0.919 + 0.012
WK-1DCNN 10.086 + 0.302 7.561 +0.212 0.679 +0.011 6.619 +0.333 5.823 +£0.105 0.899 + 0.004
8-1 OW-1DCNN 2.593 +0.178 3.670+0.113 0.917 + 0.006 2.184+0.074 3.468 = 0.036 0.967 + 0.001
- MW-1DCNN 1.786 £ 0.114 2.659 + 0.083 0.943 +0.003 1.810 £+ 0.346 2.489 + 0.145 0.973 £0.005
WaveGNet 1.518 + 0.105 2.513 +£0.109 0.951 + 0.003 1.101 +0.184 2.270 + 0.109 0.983 + 0.002

are primary indicators of wheel health. The study also found
that wear-related features are mostly contained in the low-
frequency components of the signal, based on the wheel
polygon wear mechanism [34]. By mining this information,
wheel wear predictions can be made.

The dataset covers the period after all train wheels were
lathed and ends after traveling 185000 km. For the purpose
of analysis, it is assumed that the wheel was in its initial state
after being lathed and had zero wear at that time. To avoid the
influence of track irregularity, acceleration, and deceleration
on the prediction results, the smooth running data between the
two stations are selected to train the proposed model. Sliding
segmentation is used to obtain the required training samples.
The length of each sample is set to 3072 x 1, and finally 39 532
training samples and 8764 testing samples are obtained. This
article uses three regression prediction performance metrics.
They are: MSE, mean absolute error (MAE), and coefficient
of determination (RZ—Score).

2) Effectiveness of the Proposed Method: This section con-
ducts ablation experiments and compares the results of four
network models. The first model, WaveGNet, is the proposed
wavelet-driven CNN model. The second model, WK-1DCNN,
is WaveGNet with all DWT-driven FL-Layers removed. The
third model, OW-1DCNN, is a model where a 3-level wavelet
transform is added to WK-1DCNN. Finally, MW-1DCNN is
a model where the 3-level wavelet transform of FL-Layer in
WaveGNet is replaced with a 1-level wavelet transform. All
four models have the same convolution and classification layer
parameters except for the wavelet transform. The performance
of these networks is shown in Table I.

According to Table I, integrating DWT into the CNN model
significantly improves the model’s prediction performance.
Specifically, WK-1DCNN performs the worst on the three
wheels, and when a 3-level DWT is added, the performance is
significantly improved. For instance, OW-1DCNN outperforms
WK-1DCNN significantly, with MSE and R?-Scores of 2.593
x1073 and 0.917, respectively, for tread wear prediction on
wheel 8-1. This shows that DWT can greatly improve the
feature learning ability of CNN. This study proposes a creative
integration of DWT into the CNN model through the DWT-
driven FL-Layer, which effectively combines the strengths of
wavelet transform and CNN, resulting in further improve-
ments in the model’s predictive performance. WaveGNet
outperforms WK-IDCNN and OW-1DCNN, demonstrating
the effectiveness of wavelet-driven CNNs. The proposed

algorithm employs frequency decomposition and feature learn-
ing to obtain wear-related features from complex signals,
resulting in accurate prediction of wheel wear. Furthermore,
the comparison of WaveGNet with MW-1DCNN also validates
the effectiveness of deep frequency separation. WaveGNet
decomposes the signal layer by layer, expanding the feature
learning space of CNN into the frequency domain, thereby
enhancing the model’s ability to extract valuable frequency
information. This innovative learning mechanism significantly
improves the performance of conventional CNNss.

3) Compared With Existing Prediction Methods: This
study compares the proposed WaveGNet method with several
existing deep-learning-based prediction methods, including
1D-VGG16 [35], 1D-ResNetl8 [7], Bi-LSTM [36], and
Transformer [37]. In addition, this study compared three
novel comparison methods: 1) the improved multi-LSTM
model (IM-LSTM); 2) the LGF-Trans model based on
Transformer [11]; and 3) the Wavelet LSTM model. The
LGF-Trans model is a multiscale local-global time fusion
framework based on Transformer. Wavelet LSTM combines
wavelet transform and LSTM. Due to the challenge of inte-
grating wavelet transform into the internal structure of LSTM,
the signal is first decomposed by DWT and then input into
LSTM in this architecture. The performance of these methods
on three wheels is shown in Table II.

The results show that WaveGNet outperforms other deep-
learning-based prediction methods on the three wheels. While
Transformer and Bi-LSTM, which have long-term feature
learning ability, generally perform better than 1D-VGGI16
and 1D-ResNetl8, this suggests that the CNN-based models
have limited time-series signal processing capability. However,
WaveGNet overcomes this limitation by significantly enhanc-
ing the model’s time-series prediction capability. For instance,
on wheel 7-1, the MSE and R2-Score of WaveGNet for tread
wear prediction are 0.927x1073 and 0.971, respectively. In
comparison, the MSE and R%-Score of 1D-VGG16 are only
4.120x1073 and 0.875, and those of Bi-LSTM are only
1.811x 1073 and 0.945, respectively. Similarly, for flange wear
prediction, the MSE and R2-Score of WaveGNet on wheel
7—1 are 4.383 x1073 and 0.975, while those of 1D-VGG16
are only 9.586x1073 and 0.898, and those of Bi-LSTM are
only 4.383 x 1073 and 0.953. Moreover, Wavelet LSTM shows
performance improvement compared to LSTM-based model,
indicating the benefits of wavelet transform. However, since
wavelet and LSTM are not deeply and closely integrated
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TABLE 11
TREAD AND FLANGE WEAR PREDICTION RESULTS OF 1D-VGG16, 1D-RESNET18, TRANSFORMER, BI-LSTM, AND WAVEGNET
Wheel Method Tread Wear Flange Wear
- - MSE (x107) MAE (x107) R2-Score MSE (x107) MAE (x107) R2-Score
1D-VGG16 4.120 £ 0.650 5.035+0.383 0.875+£0.019 9.586 £ 1.222 7.031 £0.942 0.898 £0.013
1D-ResNet18 3.220£0.159 4.360+0.137 0.903 £ 0.004 10.047 +0.344 5.690 + 0.125 0.894 + 0.004
Transformer 2.588 £0.639 3.444 + 0.642 0.922 +£0.019 8.913 + 1.090 4.288 +0.915 0.905 +0.012
7-1 Bi-LSTM 1.811£0.077 2.309£0.021 0.945 £ 0.002 4.383 +0.601 2.398 £ 0.046 0.953 £ 0.006
IM-LSTM 1.906 + 0.053 2.380 £ 0.084 0.941 £ 0.002 4.490 £ 0.233 2.423 £ 0.068 0.951 £0.003
Wavelet LSTM 1.537 £ 0.064 2.018 +£0.087 0.953 +0.004 3.802 +0.193 2.311 +0.073 0.954 £ 0.005
LGF-Trans 2.346 +0.147 3.075+0.106 0.929 + 0.005 5.932+0.732 3.642+0.311 0.936 + 0.008
WaveGNet 0.927 + 0.057 1.988 + 0.080 0.971 + 0.002 2.270 +0.138 2.394 + 0.065 0.975 + 0.001
1D-VGG16 7.262 £ 1.664 6.831 £ 0.922 0.736 £0.061 10.211 4+ 1.830 6.718 +£0.697 0.846 £ 0.026
1D-ResNet18 7.061 £ 0.098 6.296 £ 0.093 0.744 £+ 0.001 8.507 + 0.704 5.851+0.072 0.868 £0.010
Transformer 5.804 +0.290 5461 +0.248 0.789 +0.011 6.591 +0.725 4.776 £ 0.295 0.896 £0.016
72 Bi-LSTM 5.030+0.111 4.563 +0.036 0.818 + 0.003 5.605 +0.126 3.754 + 0.066 0.912 +0.002
IM-LSTM 5.179 +0.093 4.657 £0.032 0.809 £ 0.002 6.616 +£0.155 4.014 £ 0.069 0.893 + 0.002
Wavelet LSTM 3.792 + 0.048 4.403 £ 0.091 0.886 + 0.003 5.261+0.219 3.528 £0.173 0.918 +0.003
LGF-Trans 4.290+0.376 4.732 + 0.285 0.844 4+ 0.013 7.570 £0.323 5.048 + 0.205 0.883 + 0.007
WaveGNet 1.560 + 0.033 2.775 + 0.074 0.941 £ 0.001 5.041 + 0.653 3.510 + 0.104 0.919 + 0.012
1D-VGG16 6.310 £ 0.679 6.021 £ 0.527 0.804 + 0.022 6.344 + 1.115 5.930 + 0.490 0.910£0.016
1D-ResNetl8 10.535 £ 0.568 7.755£0.201 0.673 £0.017 6.558 £ 0.430 6.143 £ 0.226 0.905 £ 0.006
Transformer 6.697 £ 0.093 5.526 +0.137 0.790 £ 0.004 5.095 £ 0.059 4.988 £ 0.071 0.925 £ 0.001
Bi-LSTM 6.080 £0.121 4.909 + 0.026 0.811 +0.003 5.085+0.185 4.577 +£0.020 0.926 + 0.002
8-1 IM-LSTM 6.407 £ 0.202 5.227+0.119 0.799 + 0.006 5.711+£0.167 4.776 + 0.088 0.917 +0.001
Wavelet LSTM 5.281+0.237 4.592 £0.178 0.816 £ 0.007 4.771 £0.172 4.216 4+ 0.083 0.937 £0.003
LGF-Trans 4.043 +0.392 4.132 £ 0196 0.874+£0.012 3.346 +0.091 3.954+0.121 0.952 + 0.002
WaveGNet 1.518 + 0.105 2.513 +0.109 0.951 £+ 0.003 1.101 +£0.184 2.270 +0.109 0.983 + 0.002
WaveGNet WK-1DCNN 1D-VGG16 Bi-LSTM
Tread E"’
Wear £
Wear {6
¢ ¢
fos Tos
Fig. 6. Tread wear curves and flange wear curves were predicted by WaveGNet, WK-1DCNN, 1D-VGG16, and BI-LSTM. The actual wear curve is

represented by the red line, and the blue line represents the predicted wear curve obtained by averaging the predicted wear values. The orange dots are the
predicted wheel wear values. The cyan bar represents the standard deviation of the predicted wear values.

in Wavelet LSTM, its performance is much lower than the
proposed WaveGNet. The results confirm the effectiveness of
integrating wavelet transform into CNN, which allows learning
signal features from the frequency domain and enhances the
model’s ability to extract valuable information from complex
signals with significant noise. The use of deep frequency
decomposition enables accurate modeling of the nonlinear
mapping relationship between vibration signals and wheel
wear, as wear-related features are extracted layer by layer.

4) Visualization of Predicted Wear Curves: The wear
curves predicted by different models for wheel 8-1 are
presented and analyzed in this section, as shown in Fig. 6.
The wear curves predicted by WaveGNet, WK-1DCNN, 1D-
VGG16, and Bi-LSTM are compared. The predicted wear
curve of WaveGNet closely matches the actual wear curve,
indicating that WaveGNet outperforms the other models in
accurately modeling the relationship between vibration sig-
nals and wheel wear. In addition, the standard deviation of
WaveGNet is smaller than that of the other models, indicating
that the predicted wear values are more tightly clustered
around the actual values, and the predictions are more stable.

Comparing the wear curves predicted by WaveGNet and
WK-1DCNN, it is intuitive to see the improvement brought

by the wavelet transform to the CNN model. After integrating
the wavelet transform, the predicted wear curves of the CNN
model are more accurate, and the scatter of predicted values is
significantly reduced. This suggests that the wavelet transform
can enhance the prediction accuracy and stability of the model
by expanding the feature learning space of the CNN to the
frequency level.

5) Computational Burden Analysis: This section analyzes
the computational burden of our proposed method. Pytorch’s
built-in functions and ptflops library were used to obtain the
parameters and calculation amount of the model, respectively.
Table III displays the parameters and multiply—accumulate
operations (MACs) of WaveGNet and four comparison meth-
ods. WaveGNet requires only 0.496M parameters, which is
significantly less than the other models. This highlights that
deep learning models need a large number of parameters to
achieve feature learning through random initialization. In con-
trast, the wavelet transform has strong theoretical foundations
and signal analysis abilities. WaveGNet leverages the wavelet
transform to achieve excellent diagnostic performance with
very few parameters. Furthermore, the MACs of WaveGNet
are only 0.08G, demonstrating that WaveGNet achieves high
performance with low computational requirements.
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TABLE V
EXPERIMENTAL RESULTS OF WK-1DCNN, OW-1DCNN, MW-CNN,
AND WAVEGNET UNDER FOUR KINDS OF NOISE

- ‘WaveGNet Bi-LSTM Transformer 1D-ResNet18 1D-VGG16
Parameters 0.496M 5.26M 19.01M 3.88M 109.68M Noise WK-1DCNN OW-1DCNN MW-1DCNN WaveGNet
MACs 0.08G 0.33G 0.14G 0.08G 1.0G 4dB | 92.67+£0.64 9724+036  9593+031  99.13+0.14
0dB 81.95+0.77 90.84 + 0.47 92.59+£0.32  96.81 £0.07
-2 dB 67.87+1.29 82.73 £0.57 87.74+0.38  93.76 + 0.48
—4 dB 52.72 £1.37 73.48 £0.54 78.88 £ 0.55  88.79 + 0.50

Fig. 7. High-speed aeronautical bearings test rig. (a) General view of the test
rig. (b) Positions of the accelerometers and the reference system. (c) Shaft
with its three roller bearings.

TABLE IV
DESCRIPTION OF THE HSA BEARING DATASET INFORMATION

Defect Dimension Load Speed Label
No defect - ON-1800N | 100Hz-500Hz [ F1
Diameter of an indentation on the inner ring 450pum ON-1800N | 100Hz-500Hz | F2

ON-1800N
ON-1800N
ON-1800N
ON-1800N
ON-1800N

100Hz-500Hz | F3
100Hz-500Hz | F4
100Hz-500Hz | F5
100Hz-500Hz | F6
100Hz-500Hz | F7

Diameter of an indentation on the inner ring 250pm

Diameter of an indentation on the inner ring 150pum

Diameter of an indentation on a roller 450pum

Diameter of an indentation on a roller 250um

Diameter of an indentation on a roller 150pum

B. Case 2: High-Speed Aviation Bearings Fault Diagnosis

1) Data Description: In this case, the health status of
bearings were monitored using a high-speed aviation (HSA)
bearing test rig [38], as shown in Fig. 7. Two acceleration
sensors were installed at A1 and A2, respectively, and the
inner rings of bearings B1, B2, and B3 were connected to
a specially designed short and thick hollow shaft capable of
handling speeds up to 35000rpm. The B1 bearing, which
includes one normal state and six fault states listed in Table IV,
was chosen as the monitoring object. Data samples were
collected under different speed and load conditions, with 100
Hz corresponding to 6000 rpm. The sliding segmentation
method was used for data augmentation, with a sample length
of 4096. A total of 22 134 training samples and 7259 testing
samples were obtained, and the performance of the network
model was evaluated using the accuracy (ACC) metric and
confusion matrix. To verify the model’s performance in a noisy
environment, Gaussian white noise with SNR levels of 4, 0,
—2, and —4 dB was added to the vibration signal.

2) Effectiveness of the Proposed Method: This sec-
tion compares and analyzes four network models:
1) WK-IDCNN; 2) OW-1DCNN; 3) MW-1DCNN; and
4) WaveGNet. The parameter configuration of each model
is the same as in Section IV-B2, with the CE Loss used to
adapt to the fault diagnosis application. The results under
SNR levels of 4, 0, —2, and —4 dB noise are presented in
Table V.

Table V demonstrates that WK-1DCNN achieves 92.67%
accuracy at SNR = 4 dB but only 52.72% at SNR =

—4 dB, indicating poor noise robustness of the common
CNN model. This observation has also been reported in
previous studies [12], [13]. This experiment shows that the
wavelet transform can significantly improve the noise robust-
ness of the CNN model. For instance, OW-1DCNN achieves
nearly 20% higher accuracy than WK-1DCNN when SNR
= —4 dB after adding a 3-level DWT. This finding strongly
supports the notion that feature learning from the frequency
level can considerably enhance CNN performance. Moreover,
WaveGNet fully integrates the advantages of DWT and CNN,
achieving the best performance across all four noise situa-
tions. Specifically, WaveGNet achieves 99.13% accuracy at
SNR = 4 dB and still obtains 88.79% accuracy at SNR =
—4 dB. These results suggest that wavelet-driven CNN can
filter out irrelevant noise information and capture fault-related
information from noisy signals, significantly enhancing the
diagnostic model’s performance and noise robustness.

3) Compared With Existing Diagnostic Methods: In
this experiment, WaveGNet is compared with various
deep-learning-based fault prediction methods, including
MAIDCNN [27], Bi-LSTM [36], Wen-CNN [39], 1D-
VGG16 [35], and 1D-ResNetl8 [7]. MAIDCNN is a
multiattention CNN-based model, while Wen-CNN is a
2DCNN-based model that first converts the signal into a 2-D
representation. In addition, this study compared three novel
comparison methods: 1) the hybrid model based on CNN
and transformer (CNN-Trans); 2) Mexhat-Net; and 3) Morlet-
Ne. CNN-Trans fully integrates the advantages of CNN in
local feature learning and Transformer in global feature
learning. Both Mexhat-Net and Morlet-Net were proposed by
Li et al. [26], integrating different wavelet basis functions
into the first convolutional layer of the deep model to achieve
better signal decomposition and feature learning. The fault
diagnosis results are summarized in Table VI.

Table VI shows that WaveGNet outperforms this fault
prediction models across all noise levels (—4, —2, 0, and
4 dB). WaveGNet achieves 99.13% accuracy when SNR is
4 dB and 96.81% accuracy when SNR is O dB, which
indicates its ability to skillfully deal with noise interference
in real industrial environments. In comparison, when SNR is
0 dB, MAIDCNN achieves only 84.11% accuracy, Bi-LSTM
achieves only 76.64% accuracy, and 1D-VGG16 achieves only
79.18% accuracy. Moreover, the eight comparison methods
are highly sensitive to strong noise, leading to a signif-
icant decline in their performance. For instance, at SNR
= —4 dB, the MAIDCNN’s accuracy reduces to 64.81%,
Bi-LSTM'’s accuracy drops to 58.26%, and 1D-VGG16’s accu-
racy decreases to 48.61%. This indicates that these methods
lack the ability to counter noise, making it challenging to
extract valuable features from noisy signals. WaveGNet, on the
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TABLE VI
EXPERIMENTAL RESULTS OF WAVEGNET, MA1DCNN, BI-LSTM, WEN-CNN,1D-VGG16, AND 1D-RESNET18 UNDER FOUR KINDS OF NOISE
Noise WaveGNet Mexhat-Net  Morlet-Net CNN-Trans  MAIDCNN Bi-LSTM Wen-CNN 1D-VGG16 1D-ResNet18
4 dB 99.13+0.14 94.13+0.52  95.76+0.37  92.47+0.61 94.06+0.77 89.90+0.39 90.44+0.96 91.55+0.48 85.31+0.67
0dB 96.81+0.07 86.82+0.81 87.14+0.45  85.05+0.93 84.11+0.90 76.64+0.38 78.91+0.76 79.18+0.42 63.58+£0.56
-2 dB 93.76+0.48 80.05+£0.73  80.71£0.47  74.69+2.17 76.72+0.89 67.81+£0.86 72.10+0.54 65.50+0.82 48.06+1.03
—4 dB 88.79+0.50 71.44+0.76  71.49+1.06 62.08+2.01 64.81+1.13 58.26+0.60 61.18+2.06 48.61+1.45 38.50+0.87
TABLE VII
EXPERIMENTAL RESULTS OF THE SELECTION OF WAVELET BASIS FUNCTIONS (SNR =4 DB)
Method WaveGNet (db4) WaveGNet (db8) WaveGNet (db12) WaveGNet (db16) WaveGNet (db20)
ACC 98.42+0.08 98.99+0.15 99.13+0.14 99.03+0.12 99.07+0.10
Method WaveGNet (db24) WaveGNet (haar) WaveGNet (dmey) WaveGNet (coif8) WaveGNet (sym8)
ACC 99.08+0.09 97.87+0.35 99.144+0.10 99.03+0.11 98.73+0.26
Predicted Label Predicted Label
Fl F2 3 F4 Fs F6 F7 Reeall  uber Fi F2 F3 F4 Fs F6 F7  Recall  nooher
FI 1036 0 0 0 0 1 0 99.90% 1037 Fl 951 15 14 32 2 15 8 oL71% 1037
=z R 0 1034 0 3 0 0 0 9971% 1037 < F2 16 925 3 39 13 20 21 8920% 1037
E F3 0 0 1030 0 0 7 0 9932% 1037 E F3 18 5 976 0 0 23 15 9412% 1037
E oM 3 ! O mms 0 18 0 |o788% | 1037 S 34 34 5 844 0 102 18 8139% 1037
S s 0 0 0 5 10328 © 0 |9952% | 1037 E ks 0 34 1 30 958 3 11 9238% 1037
Fo ! 0 2 2 O NN 0 |730% | 1037 F6 21 37 61 50 2 851 15 s206% 1037
¥ ! 0 2 ! 0 0 R 61% | 1037 7 14 18 21 26 0 9 949 91s1% 1037
Frecklon | 99.52% | 99.90% | 9745% | 9893% | 100% | 9749% | 100% | — | 7259 Precision 90.23%  86.61% 90.29% 82.66% 98.26% 83.19% 9151%  — 7259
FSI%\iRgz. 4 dB?ontuswn matrix of WaveGNet on HSA bearing dataset Fig. 9. Confusion matrix of WaveGNet on HSA bearing dataset

other hand, leverages the DWT and deep frequency decom-
position mechanism to decompose the signal layer by layer,
learning useful frequency features while discarding irrelevant
noise information. This drastically enhances the model’s anti-
noise ability, leading to exceptional performance in noisy
environments.

Figs. 8 an 9 illustrate the confusion matrices of WaveGNet’s
prediction results at SNR = 4 dB and SNR = —4 dB, respec-
tively. The diagonal lines represent the correct predictions for
each category, and the last column represents the total number
of test samples for each category. At low-noise intensity (SNR
= 4 dB), WaveGNet achieved high prediction accuracy for
each category. Categories F5 and F7 had 100% precision,
F2 had 99.90% precision, and F1 had a recall rate of 99.90%.
However, when the SNR changed from 4 to —4 dB, the
prediction performance for each category degraded. The recall
rate of F1, F2, F3, F5, and F7 remained high, approaching
or exceeding 90%. However, the recall rate of F4 dropped
significantly, possibly because its fault diameter is only 150
um, making the fault degree light and the fault features weak.

4) Discuss the Selection of Wavelet Basis Functions: The
proposed method has the flexibility to use various wavelet
basis functions to cater to different application scenarios. This
section analyzes the impact of the wavelet basis function and
its parameters on the proposed method’s performance on the
HSA dataset with SNR = 4 dB. First, this section takes
dbN wavelet as an example to discuss the effect of the
value of vanishing moments on the model. This section
conducts experiments on six models using db4, db8, dbl2,
db16, db20, and db24 wavelets, respectively, and the results
are shown in Table VII. The findings reveal that as the
vanishing moments increase from 4 to 12, the diagnostic

(SNR = —4 dB).

performance of WaveGNet also increases. Furthermore, as the
vanishing moments increase from 12 to 24, the performance
of WaveGNet remains mostly the same. Therefore, in this
study, the db12 wavelet basis function is adopted. Moreover,
different wavelet basis functions is analyzed, and the results
in Table VII show that the db12 wavelet and dmey wavelet
achieve the best diagnostic performance, while the haar
wavelet performs poorly due to its low frequency resolution
caused by its rectangular shape.

V. FREQUENCY INTERPRETABILITY ANALYSIS
A. Feature Visualization Details

To understand the learning process of the convolutional
layers in WaveGNet, the output features of the convolution
module of the DWT-driven FL-Layer on the CWRU dataset
is visualized. Fig. 10 displays the features output by the
first (F), second (S), and third (T) FL-layers, with the first
layer outputting 24 channel feature signals denoted as F;—1,
F1—2,..., F1—24. Each feature signal is represented as a color
band consisting of small grids, with the color of each grid
indicating the magnitude of the value. Brighter colors indicate
larger values. The second and third FL-layers have 48 and 96
channels, respectively, and we randomly selected 24 feature
signals from each for visualization, named as Fr>—1, Fp—2,...,
F>—24 and F3—1, F3—2,..., F3—24. The input features to
the convolution module are Az, D3, D>, and D; frequency
components, with their frequencies increasing from low to
high. In Fig. 10, the A3, D3, D>, and D frequency components
are marked by red straight lines on the feature maps.

To further analyze the low-frequency components (A3z) of
the 24 features output by the first FL-layer, their squared
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Fig. 10.

Features output by the first (F), second (S), and third (T) FL-layers. Each feature signal is represented as a color band consisting of small grids,

with the color of each grid indicating the magnitude of the value. It also displays the input signal and noisy signal along with its SES.

envelope spectrum (SES) are obtained and shown in Fig. 11,
where f represents the fault characteristic frequency. Fig. 10
also displays the input signal and noisy signal along with
its SES.

B. Interpretability Analysis of Feature Learning

Assumption: In the CNN model, features with higher
response values output by the convolutional layer are consid-
ered more important. This is intuitive as a response close to
0 adds no valuable information, and responses below O are
discarded by the ReLU function. The interpretability analysis
presented below relies on this assumption.

From Fig. 10(F), it is evident that the convolutional layer
follows a clear pattern in learning features from the mixed
feature map input. Specifically, the layer mainly focuses on
learning and retaining features related to the A3 frequency
component among the 24 feature signals. Additionally, the
convolutional layer exhibits distinct boundaries in learning
different frequency components, indicating its ability to effec-
tively separate valuable frequency information from irrelevant
ones with the aid of DWT’s multiresolution decomposition.
Notably, the convolutional layer has a preference for low-
frequency features, suggesting that it responds differently to
varying frequency components.

Fig. 10(S) displays the output features from the second FL-
Layer. Upon passing through the first FL-Layer, the original
signal retains mid- and low-frequency features. These features
are then fed into the second FL-Layer for frequency decom-
position, followed by convolutional layer feature learning. As
shown in Fig. 10(S), the convolutional module of the second
FL-Layer effectively learns and retains more refined valuable

frequency features. In particular, the layer focuses on Aj
frequency components, while partially retaining D, frequency
components. The second FL-Layer further discards irrelevant
information from the original signal, while aggregating and
condensing valuable frequency features.

In Fig. 10(T), the features output by the third FL-Layer are
presented. Following two rounds of frequency decomposition
and feature learning, the valuable frequency features become
highly condensed, with a relatively narrow frequency range.
The distinctions among the four frequency components are
no longer apparent. Thus, the convolution module expands its
scope to capture more sophisticated fault-related features from
all four frequency components (A3, D3, D, and Dy).

In summary, the three FL-Layers learn fault-related features
from mid-low frequency layers in a hierarchical manner for
bearing fault diagnosis. According to the failure mechanism
regular low-frequency fault information will be generated
when the bearing fails. The fault category can be identified by
determining the fault characteristic frequency. This shows that
FL-Layer’s feature learning adheres to the physical mechanism
and proves the effectiveness of wavelet-driven CNN approach.

C. Interpretability Analysis by Squared Envelope Spectrum

In the previous section, it noted that the proposed FL-Layers
tend to learn low-frequency features, but do not directly prove
their relationship to faults. This section utilizes SES to analyze
the low frequency component (A3) and provide evidence for
this claim. Fig. 11 shows that the A3 component features
high response value, and its fault characteristic frequency f in
SES is typically clearly visible. However, the A3 frequency
component with low response value is often challenging to find
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the f. For instance, the f in the SES of Az of Feature F;—3 is
apparent, whereas the f in the SES of A3 of Feature F1—9 is
indistinguishable. These findings support that FL-Layer learns
high-value fault-related features from the frequency level, and
its feature learning mechanism is well suited to the bearing
fault mechanism.

D. Interpretability Analysis of WaveGNet

In summary, WaveGNet achieves accurate learning of
valuable key frequency features without prior knowledge,
mainly due to the collaborative fusion and optimization
mechanism of CNN and DWT. WaveGNet integrates CNN and
wavelet transform perfectly, and its feature learning process
involves decomposing and learning frequency features from
coarse to fine. The wavelet transform performs multiresolu-
tion frequency decomposition on the signal with excellent
theoretical basis, and the convolution layer automatically
learns and discards frequency features with excellent adaptive
feature learning ability. Additionally, WaveGNet establishes a
network design paradigm based on frequency feature learning,
following a relatively clear rule for feature learning. From the
perspective of frequency learning, the convolutional modules
of WaveGNet exhibit interpretable feature learning preferences
and learned features, which follow the physical mechanism of
bearing faults as demonstrated by experiments.

E. Discuss Interpretability

For deep learning, the interpretability of models is a
highly subjective characteristic, and defining it rigorously
through precise mathematical expressions poses a challenge.
Generally, the interpretability of deep learning can be viewed
as the “degree to which humans understand the decisions or
predictions made by a model.” This means users can more
easily comprehend the decisions and predictions made by
models with higher interpretability. “Interpretability” aims to

Frequency (Hz)

Low-frequency components (A3) of the 24 features output by the first FL-layer, their SES.

describe the internal structure of a system in a way under-
standable to humans; it is closely related to human cognition,
knowledge, and biases. The main approaches to interpretability
include intrinsic interpretability and post hoc interpretability.
Intrinsic interpretability involves constraining the model’s
architecture to make its operations and intermediate results
more understandable to people. On the other hand, post
hoc interpretability refers to interpreting a trained model
using various statistical measures, visualization techniques,
and causal reasoning methods.

This study contributes to both intrinsic and post hoc
interpretability. First, the study integrates DWT deeply into
CNN, involving it in the training and optimization processes
of CNN, achieving mutual learning and enhancement. This
imposes constraints on the feature learning and structure of
CNNs, enabling an understanding of their properties in the
frequency domain feature learning. Specifically, based on
convolution theory, the proposed model employs learnable
convolutional kernels and physically meaningful wavelet filters
for extracting features from vibration signals. Furthermore,
wavelet transform has a rich theoretical foundation and physi-
cal significance. Incorporating it into the convolutional neural
network model allows humans to analyze and understand some
feature processing and learning.

Additionally, this study conducts post hoc interpretabil-
ity analysis through visualization methods. The preceding
sections provide clear results and compelling evidence demon-
strating the mechanism of the proposed model in frequency
learning. It elucidates the correlation between the feature
learning of the proposed method and the physical mechanisms
of actual bearing faults. This renders it trustworthy and
interpretable for practical engineering applications.

VI. CONCLUSION

This article proposes a new design paradigm for CNN
architectures, using DWT for deep frequency separation. By
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integrating DWT and CNN, a WaveGNet, called WaveGNet,
is proposed for MIFP, which improves feature learning from
a frequency perspective. The proposed hierarchical DWT-
driven FL-Layer enables deep frequency decomposition and
discriminative feature learning in a coarse-to-fine mode.
The theoretical foundation of DWT provides excellent inter-
pretability analysis of WaveGNet, and its feature learning
mechanism in terms of frequency. In real-world applications,
WaveGNet shows excellent fault diagnosis and prediction
capabilities, outperforming state-of-the-art deep learning meth-
ods. The interpretability analysis of WaveGNet and the
frequency feature learning mechanism of convolutional layers
demonstrate the contribution of this proposed method.

In our future work, we aim to explore the fusion design
paradigm of signal analysis methods and CNN models to
achieve superior performance. We will also further investigate
the model’s interpretability research and analyze its feature
learning mechanism with the help of signal analysis methods.
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