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Abstract

The need for more sustainable and cost-effective energy generation has increased the interest in off-
shore wind development in deep-water regions. Floating wind turbines offer a promising solution at
water depths where bottom-fixed structures are not feasible. Currently, the implementation of floating
wind turbines remains limited due to high costs and complex system dynamics. There is a need for
efficient, automated optimisation tools that can efficiently identify cost-effective design spaces early in
the development process. While optimisation studies have been conducted for semi-submersible and
spar-type platforms, limited optimisation related research exists on tension leg platforms (TLPs). This
study addresses that gap by developing an optimisation framework for TLPs supporting 15MW wind
turbines, allowing for efficient, accurate and cost-effective design iterations while considering platform
specific dynamics,.

To achieve this, a frequency-domain model was developed by extending the open source RAFT soft-
ware. The extensions incorporate features particularly relevant to TLP modelling, including tower flexi-
bility, a sum-frequency force approximation and an analytical tension leg mooring module. The resulting
frequency-domain model achieves an error margin within ±16% of non-linear time-domain simulations
for TLPs with (near) vertical tendons, while reducing computational time by 98.5%. This makes the
model suitable for dynamic analysis within optimisation studies, while enabling TLP-specific response
characteristics to be captured at a fraction of the computational cost.

The developed model was integrated into a multi-step genetic algorithm-based optimisation framework
to explore the design space, with the objective to reduce the levelised cost of energy (LCOE). The
framework, built around a single-column TLP design with four pontoons with tendons at their ends,
took into account six design variables to describe the essential system properties. The resulting six
dimensional complex design space considers the main column diameter and draft, pontoon diameter
and length, tendon angle and tendon pretension. To enable complete design performance evaluations
and potentially provide early-stage insights that support certification preparation, each concept was
assessed against an extensive set of load cases according to standards, covering both ultimate and
fatigue loads in operational and extreme conditions.

The results of the optimisation study identified draft, tendon pretension, tendon angle and pontoon
length as the most influential parameters for dynamic performance due to their strong influence on
platform stability and mooring stiffness. The column and pontoon diameter had the most significant
influence on platform mass and therefore platform cost, while pretension dominated mooring system
cost. Despite the identification of these most influential variables, the highly coupled nature of TLPs
requires to take all identified design variables into account.

A detailed cost model was implemented, enabling comparison of design concepts within the study, and
comparison with floating wind platform designs in other research. To achieve this, the model combines
variable platform and mooring costs with fixed lifecycle costs. Multiple optimisation runs revealed sev-
eral distinct, cost-efficient design spaces, with convergence toward lower LCOE values with increasing
iterations of the optimisation. Themost cost-effective designs achieved LCOE values around 65 €/MWh,
making them competitive with other floating wind concepts across different studies.

Altogether, this work provides an efficient optimisation framework for TLPs in the context of floating
offshore wind. It enables accurate and cost-effective design iterations that account for TLP-specific
dynamics while significantly reducing computational time. By considering a wide range of load cases
and maintaining a balance between speed, adaptability and physical accuracy within a limited degree
of uncertainty, the framework offers a holistic approach. This makes it well suited to support early-stage
design decisions and concept selection for future deep-sea wind farms using TLPs.
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1
Introduction

The necessity of affordable and sustainable energy sources is growing in this increasingly power de-
manding world. In regions like the North Sea, shallow waters enable the use of cost-effective bottom-
fixed offshore wind turbine structures. However, in many parts of the world, water depths increase
significantly when moving further offshore. For example, areas off the coast of Norway and around the
Mediterranean Sea typically reach depths of 200m or more, as illustrated in Figure 1.1. These deeper
waters, which are not economically viable for bottom-fixed structures, hold potential for sustainable en-
ergy generation but remain unused due to technological and economic challenges. Floating offshore
wind turbines (FOWTs), for example the one depicted in Figure 1.2, offer a promising solution to unlock
this deep water offshore wind potential.

Figure 1.1: Bathymetry map of Europe [31] Figure 1.2: PelaStar 15 MW concept [37].

Despite their potential, floating offshore wind turbines are not yet widely implemented in deep-water
areas. The main barrier is the relatively high cost compared to other energy generation methods, mak-
ing floating wind a less attractive investment. In addition, as a relatively new technology, FOWTs face
various uncertainties and challenges across all stages of their lifecycle. To ensure that FOWTs become
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1.1. Research Question 2

a viable competitor in future electricity markets, both capital and operational costs must be reduced.
One of the most significant cost drivers is the design of the substructure. An inefficient substructure
increases material, manufacturing and installation costs. Additionally, poor substructure design nega-
tively affects system dynamics, leading to higher operation and maintenance costs and reduced energy
production. To address these challenges, preliminary design optimisation studies are conducted to effi-
ciently identify promising designs before progressing to detailed analyses. Automating this early-stage
optimisation process enables fast design iterations, reducing the time, effort and cost required for such
a study.

Current optimisation studies for FOWTs have explored various floater concepts, but a comprehensive
and automated optimisation framework specifically for tension leg platforms (TLPs) in offshore wind
is noticeably absent. TLPs show potential for FOWTs due to their relatively small motions, typically
lightweight design and small mooring footprint. However, TLP design is complex due to the unique
highly coupled behaviour and the stiff system properties compared to other floating wind platforms.
While TLPs have been studied more extensively in the oil and gas sector, those designs are not directly
transferable to offshore wind applications, as they do not account for the large aerodynamic thrust
forces and overturning moments imposed by wind turbines. An optimisation framework specifically for
TLPWTs is therefore essential to enhance performance, reduce costs and improve the competitiveness
of TLP-based FOWTs in the global energy market.

1.1. Research Question
In order to contribute to this development of making TLP-based wind turbines more competitive, the
following research question was constructed to address the presented research gaps and relevance:

“ How can a frequency-domain-based optimisation framework be developed for 15 MW tension leg
platform wind turbines to enable efficient, accurate and cost-effective design iterations, considering

tension leg platform specific dynamics?”

1.2. Socio-Techno-Economic Relevance
This research aims to accomplish more than filling the research gap. It is driven by four key socio-
techno-economic goals:

1. Cost Reduction and Design Improvement: Develop an optimisation framework to help offshore
wind developers reduce costs and enhance TLP designs in the early design stages.

2. Industry-Wide Applicability: Form the foundation for an easily adjustable framework that can be
adapted to various TLP designs, streamlining the technical design process.

3. Environmental Impact: Promote sustainable energy by reducing material usage in floating off-
shore wind designs and making FOWTs economically competitive with non-renewable energy
sources, driving the adoption of green energy generation.

4. Social Impact: Contributing to the long-term vision of enabling renewable energy generation in
deep water areas, providing fair access to sustainable and reliable energy worldwide.

In the following chapters, the context of this research is elaborated upon. Chapter 2 presents a literature
review for all different aspects of FOWT optimisation, highlighting the current research gaps that lead
to the main research question and the sub-questions. Next, a theoretical framework is presented in
Chapter 3 to provide the theory used throughout this research. This is followed by Chapter 4, which
explains how this theory is put into practice to get to the acquired results. Chapter 5 to Chapter 7 present
the results obtained during this research for the constructedmodel and the optimisation framework. This
thesis concludes with a discussion, conclusion and recommendations for further research in Chapter 8
and Chapter 9.



2
Literature Review

Optimisation studies follow a similar workflow. The process starts with the selection of the floater and
wind turbine type, followed by formulating the optimisation problemwith clear objectives and constraints.
A suitable model is then developed or adapted from existing models to represent system behaviour
while ensuring computational efficiency. An overview is shown in Figure 2.1.

Figure 2.1: The different aspects of an optimisation study.

2.1. Floating Offshore Wind System Design
First of all, a substructure and turbine design are selected for which the optimisation will be performed.
This section aims to elaborate on the current design trends in floating wind substructures and offshore
wind turbines.

2.1.1. Substructure Design
Currently, three types of floating offshore wind substructures are considered the most promising. These
substructure types are illustrated in Figure 2.2.While spar buoys and semi-submersibles can bemoored

3



2.1. Floating Offshore Wind System Design 4

using either slack or taut mooring systems, tension leg platforms exclusively rely on tensioned moor-
ings.

Figure 2.2: The three main types of floaters currently used for FOWT analysis [69].

In the context of optimisation, numerous studies have been conducted with different substructure con-
cepts. These include both studies focusing on specific concepts and those comparing a variety of
concepts and design spaces. Figure 2.3 illustrates the number of studies performed for each concept
up to 2023.

Figure 2.3: Frequency of references in the literature for different types of floating offshore wind platforms until 2023 [102].

As shown in the figure, spar buoys are the primary structures used in optimisation studies. The pop-
ularity of this design is likely due to the simplicity for optimisation, as it consists of a single cylindrical
structure which simplifies the design space [62, 46, 87].

Semi-submersibles are increasingly studied over the years. They feature relatively simple transporta-
tion and installation procedures, making them flexible for various construction locations and harbours.
In addition, they typically use cost-effective catenary mooring lines and are suitable for a wide range of
water depths [66, 57, 56].

In the context of offshore wind, TLPs are less frequently used in design optimisation studies compared
to other floater types. The primary reasons for this are the current challenges associated with their
installation and the lack of full-scale tests and accompanying results. However, TLPs show great motion
performance reducing the nacelle acceleration and pitch angles for example, which is a key risk in
FOWT design [17, 57, 93]. While TLPs have been studied and deployed in the oil and gas sector, those
applications do not experience the same magnitude of aerodynamic forces and overturning moments
introduced by large offshore wind turbines, which significantly alters the platform design requirements
[115]. This emphasizes the importance of a TLP-specific optimisation framework for future studies in
order to make this concept more competitive in floating wind applications.
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2.1.2. Turbine Sizing
Due to vast offshore space and advancing technologies, offshore wind enables the possibility of using
increasingly larger wind turbines. Using fewer but larger turbines aims at reducing the cost of energy
for offshore wind. Onshore wind turbines typically have an average capacity of around 3 MW, while
the largest operational offshore turbines currently reach up to 12 MW [8]. Current optimisation studies
utilise turbines of varying sizes which range from the well studied 5 MW reference turbine [104, 57, 62,
114, 59] to the 15 MW reference turbine [87, 56]. To put the turbine sizes used in research into context,
Table 2.1 provides an overview of currently operating floating offshore wind farms, the turbine sizes they
use and an example of a planned wind farm. This emphasizes the need for optimisation frameworks to
be compatible for the next generation of 15MW+ offshore wind turbines.

Table 2.1: Overview of floating offshore wind projects, their operational status and turbine capacities [28, 29, 88, 95].

Project Name Status Type of Turbine
Hywind Scotland In Operation 6 MW
Hywind Tampen In Operation 8 MW

Kincardine Offshore Wind
Farm In Operation 9.5 MW

The Salamander Project Planned for 2030 15-20 MW

2.2. Optimisation Framework
Typically, optimisation frameworks follow a series of standard steps for which a schematic overview is
given in Figure 2.4.

• Identification of the objective(s) for the optimisation study.
• Identification of the most influential design variables with respect to the objective function and
constraints.

• Setting up an efficient, accurate model to represent the systems response.
• Identification of the constraints of the optimisation study.
• Selection of the optimisation algorithm and stopping criteria.

Figure 2.4: Schematic overview of an optimisation framework.

2.2.1. Optimisation Objectives
The most commonly used objectives in FOWT optimisation studies are cost and system motion re-
sponse [102, 104, 57, 64, 62, 87, 36, 116, 46, 59, 56]. Currently, cost is the main objective due to
the relatively high expenses associated with floating offshore wind compared to other energy sources.
However, the way cost is incorporated varies widely, particularly in terms of which system components
are included [57, 36]. To enable meaningful comparisons across studies, it is recommended to include
all life-cycle cost components, ensuring the optimisation results reflect the full economic performance
of the design.

System motion response in turn is of importance since reducing the experienced motions, such as
surge and pitch, will prevent excessive loads on the structure and reduce fatigue of vulnerable parts of
the system. With less excessive loads and fatigue, the system will have a longer life time and less O&M
costs. Some studies consider only the rotor nacelle acceleration while others also consider translational
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motion and minimising the static angle of inclination. The reason for taking into account the translational
motion in the objective is the inclusion of limits on the power cable design [104, 57, 42, 62, 62].

It becomes clear that a significant trade-off exists between cost and response in floating offshore wind
turbine optimisation studies. Balancing these two objectives is essential for developing economically
viable and operationally efficient designs. There are two approaches to address this issue. The first is
to use Pareto front modelling, which can evaluate trade-offs and identify optimal solutions that balance
cost minimisation with system response reduction based on a weighting function relating the two objec-
tives. The second approach is to address this issue by defining a set of realistic constraints ensuring
cost-efficient results while remaining within known response constraints. Future research should focus
on developing a method to compare system cost with system response, the biggest bottleneck for de-
veloping this method is the lack of sufficient data to formulate a relation between O&M cost and system
response [26].

2.2.2. System Parametrisation
The number of variables used in optimisation should be as little as possible, as an increased number
of free variables comes with an increased design space, which will result in large increases in com-
putational time. Previous research into the design variables of TLPs showed that parameters which
have a large effect on system mass and stiffness were the most influential factors for floater design
considering cost and response [5]. Among these variables are the ballast mass, platform diameter and
tendon pretension for example. This is reasonable as heavy, stiffer floaters will have smaller response
but will be more costly as more material is used.

Following from this research a careful selection should be made in order to represent these most in-
fluential aspects. For this reason most research choose their free variables for system geometry and
mass [4, 4, 52]. Several studies also include mooring line configuration to make the optimisation more
complete as mooring lines also greatly determine system stiffness, especially for TLPs [57, 104, 46].
Furthermore, considering TLP design, the tendon angle may have a large influence on system response
indicating to take this design variable into account in future TLP optimisation studies [112, 60].

2.2.3. Physical Modelling
After a parametrised structure is constructed it is key to accurately model the system in order to get
realistic response outputs. There are two main types of models:

1. Frequency domain model (FD)
2. Time domain model (TD)

Frequency domain models are linearised models that are suited for efficiently and accurately modelling
steady-state systems. Their primary strength lies in their ability to perform rapid calculations, making
them particularly useful for early-stage design and optimisation. However, FD models have a significant
limitation, they cannot account for non-linearities in the system. This restricts their applicability when
dealing with phenomena such as large-amplitude motions resulting in highly non-linear forces.

In contrast, time domain models offer a much higher level of accuracy as they can capture all aspects of
the system, including transient responses and non-linear forces. This makes them useful for detailed
analysis and validation of complex systems. However, this accuracy comes at a cost as TD models
are computationally intensive and require significant time and resources, particularly for large-scale
systems or long simulation periods [54].

Frequency Domain Models in Optimisation
Numerous studies have used frequency-domain models for optimisation in floating offshore wind tur-
bines. Most models are in-house frequency domain models which vary in complexity considering all
aspects of the systemmodelling [57, 14]. More recent research demonstrates the optimisation of a semi-
submersible platform using RAFT [56, 41]. However, one notable limitation of RAFT is the assumption
that the system behaves as a fully rigid body, which may reduce accuracy. Another prominent tool
is the OrcaFlex frequency-domain module by Orcina. This module is able to account for mean wave
drift forces and first-order hydrodynamics only, disregarding second-order wave forces. Although all
frequency-domain models benefit from high computational efficiency due to their linear formulation,
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this same linearity limits their ability to capture non-linear phenomena. Different strategies have been
proposed to approximate these effects. For example, RAFT includes a linearised drag damping formu-
lation to mimic non-linear hydrodynamic damping. More recently, RAFT has introduced a module for
estimating difference-frequency Quadratic Transfer Functions (QTFs) [13].

Time Domain Models in Optimisation
The most accurate models for floating offshore wind turbine analysis are time-domain models. Espe-
cially since they can include the non-linear effects of the system. Examples of time-domain models are
OpenFAST and MoWiT [59, 62]. However, their high computational cost remains a significant drawback
also limiting the amount of design variables that can be used while remaining within realistic computa-
tional time.

To address these challenges, a more computationally efficient model called SLOW was developed [63].
This model was specifically designed for efficient time-domain optimisation of FOWT substructures
by using a lower-order time-domain approach with key simplifications. For example, SLOW reduced
the degrees of freedom and used the Newman’s approximation for second-order drift forces, avoiding
the need to compute full quadratic transfer functions (QTFs). These simplifications allowed for more
efficient computations while remaining accuracy for optimisation purposes.

2.2.4. Optimisation Constraints
Constraints typically fall into two categories. The first involves defining allowable ranges for design
variables to maintain system evaluation within realistic boundaries. These ranges are often based on
engineering judgement and practical considerations such as construction, transportation and opera-
tional requirements.

The second type of constraints are the system performance constraints. These constraints can be for
static and/or dynamic analyses. Static constraints, such as limits on mean static pitch angle and mean
surge offset, are widely used in research to provide a baseline for system stability and system require-
ments for mean offsets for example. However, static constraints alone underestimate the behaviour
of the system. Including dynamic constraints, such as allowable motion amplitudes or accelerations,
improves the accuracy of motion analysis and ensures the system operates safely under realistic con-
ditions [46, 57, 104, 24, 57].

Studies also incorporate constraints specific to critical components. For example, mooring line tensions
must remain within allowable limits to avoid dangerous, highly non-linear slack events or failure, while
rotor nacelle assembly (RNA) accelerations are constrained to ensure turbine durability over the lifetime.
These component-specific constraints are particularly important to ensure the structural and operational
integrity of FOWTs [57] [104]. Typical values of constraints used in literature can be seen in Table 2.2.

Table 2.2: Constraint values used in FOWT optimisation studies.

Constraint Unit Limit Optimisation Study
Max static pitch angle deg 10 [57]

Max static + dynamic pitch angle
deg 10 [57]

deg 10 [104]

Max RNA acceleration
m/s2 2.0 [24]

m/s2 1.0 [57]

Max horizontal offset
% of depth 10 [46]

% of depth 15 [24]

Min line tension (TLP)
kN 0 [104]

kN 0 [57]
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2.2.5. Optimisation Algorithm
Optimisation relies on the use of algorithms to systematically explore the design space. A wide vari-
ety of algorithms are available, with one primary distinction being gradient-based versus gradient-free
algorithms.

Gradient-based algorithms use the gradients of objective functions to converge to an optimum. These
algorithms are particularly useful for problems where gradients can be calculated analytically. However,
one limitation of gradient-based optimisation is that they converge to local optima, especially in complex
design spaces, which means the resulting design may not represent the global optimum.. This limitation
can be mitigated by employing a multi-start sequence, which begins the optimisation process from dif-
ferent initial designs to ensure a more comprehensive exploration of the design space. Gradient-based
algorithms are efficient and fast when the objective function is smooth and differentiable, but they tend
to struggle with problems that involve discontinuities or highly non-linear behaviour [97]. Some opti-
misation studies have successfully applied gradient-based methods for floating wind design, enabling
rapid convergence even with a large number of design variables [93]. This was achieved by ensuring
that the entire model could be described using analytical gradients.

Since floating wind system design spaces are often highly non-linear and discontinuous, gradient based
optimisation algorithms are often not suitable. On the other hand, gradient-free algorithms operate
without relying on gradient information. They rely on sampling strategies to explore the design space
and identify optimal solutions. These algorithms are advantageous for problems where gradients are
difficult to compute, when the design space is discontinuous or there are multiple objectives. Gradient-
free optimisation is typically more computationally expensive, as it evaluates a broader range of designs,
but it has the benefit of being less prone to local optima and better suited for global optimisation. As a
result, gradient-free algorithms are often the method of choice for problems requiring exploration of the
non-linear design space or for multi-objective optimisation [97]. Previous optimisation studies, where
such a gradient-free algorithm was used, showed that the algorithm could efficiently optimise for cost
and response, forming a Pareto front to evaluate the trade-off between these two objectives [57].

2.3. System Modelling
Floating offshore wind turbine systems are complex coupled aero-hydro-servo-elastic systems that re-
quire advanced modelling solutions. Unlike bottom-fixed turbines, which rely on rigid substructures that
restrict large translations and rotations, floating turbines experience increased loads due to the signifi-
cant movements of their substructures. This section aims to identify the modelling techniques used in
optimisation literature for hydrodynamics, aerodynamics, mooring dynamics, structural dynamics and
control systems. A schematic overview of the complex coupling between these system inputs is pre-
sented in Figure 2.5.

Figure 2.5: A schematic overview of all different couplings in a floating offshore wind turbine system [53].
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2.3.1. Hydrodynamics
Accurate hydrodynamic modelling is crucial in floating offshore wind optimisation studies. One of the
primary distinctions in hydrodynamic models in optimisation studies, is whether they account solely
for linear hydrodynamics or also include non-linear hydrodynamics. As discussed in subsection 2.2.3,
frequency-domain models are limited to linear analyses and therefore include linear forces with the
possibility of adding linear approximations of non-linear effects. In contrast, non-linear hydrodynamics
can often only be accurately captured through time-domain analyses. The two main approaches that
are commonly used for hydrodynamic modelling in optimisation studies are potential flow theory and
Morison theory. Higher fidelity modelling tools like CFD could be applied as well. However, these tools
are too computationally expensive for optimisation purposes.

Potential flow
Wave–structure interaction in offshore systems is commonly modelled using potential flow theory, which
is based on first-order and second-order wave potentials. This approach neglects viscous effects by as-
sumption but remains widely used due to the accuracy for many offshore geometries. First-order wave
forces arise from the linear wave potential, while second-order forces originate from the pressure over
the variable submerged surface and the interaction between first-order wave components, resulting in
sum- and difference-frequency effects due to combinations of different first order wave frequencies. In
frequency-domain analyses, linear diffraction theory typically yields only the diagonal elements of the
Quadratic Transfer Function (QTF), allowing for the calculation of first-order forces. While full diffrac-
tion analysis is more computationally expensive, it provides the complete QTF, enabling the accurate
modelling of second-order forces.

Several studies have adopted variations of the potential theory approach. For example, WAMIT and
Orcawave are commonly used to compute first-order hydrodynamics [57]. RAFT uses pyHAMS for lin-
ear diffraction and uses Newman’s approximation [32] to estimate second-order difference-frequency
forces [41]. However, Newman approximation does not accurately capture sum-frequency contribu-
tions.

A more comprehensive approach was taken by [4], where all second-order forces were modelled using
full QTFs in a time-domain simulation. Industry-standard tools like OpenFAST [53] and OrcaFlex [82]
also support full potential flow analysis by interfacing with solvers such as WAMIT and OrcaWave to
compute complete QTFs.

Morison Equation
The dimensionless ratio λ/D, where λ is the wave length and D is the main column diameter, rep-
resents the hydrodynamic slenderness of a structure. For slender structures (λ/D > 5), diffraction
effects are minimal and hydrodynamic forces are often estimated using the Morison equation, which is
based on viscous drag and inertial forces. This method enables quick analytical, potentially strip-based,
estimation of hydrodynamics.

RAFT applies Morison-based strip theory in the frequency domain by dividing the structure into seg-
ments and estimating local forces [41]. This method is computationally efficient but less accurate in
mild sea states. Similarly, OpenFAST supports strip theory in the time domain [53] and OrcaFlex may
use Morison elements, which apply the same principle per structural panel.

A recently included estimation of second-order forces in RAFT, uses Rainey’s approximation (valid for
λ/D > 10), which is an extended version of the morison equation, with kim and yue scattering effect
compensation [13]. While currently limited to difference-frequency effects, this method can approxi-
mate full QTFs for slender bodies and yields results within minutes, compared to several days for full
diffraction analysis.

Overview
From this comparison of methods, several conclusions can be drawn. Potential theory provides an
accurate hydrodynamic analysis for most of the conditions. However, when dealing with slender struc-
tures and large wavelengths, it is more efficient to use a Morison-based model. Next to this, linear
analyses give quick approximations of first- and/or second-order loads making them more suitable for
optimisation purposes. An important current limitation of linear analyses is the inability to represent sum-
frequency effects. Further research should focus on the significance of these sum-frequency forces and
understanding the implications of excluding or approximating them using Rainey approximation.
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2.3.2. Moorings
Mooring lines are typically modelled in one of the the three following ways:

• Static
• Quasi-static
• Dynamic

A static mooring line analysis is based on deriving the linear mooring stiffness from the zero offset
equilibrium position. This stiffness is then used in the systems analysis for motions around this position
based on the assumption of small motions.

The primary distinction between quasi-static and dynamic analyses lies in how the wave-frequency
(WF) responses of the floater are handled [70]. In a dynamic analysis, the time-varying motions at the
fairlead are calculated and used as inputs for the mooring line dynamic analysis. This approach also
captures the time-dependent effects arising from mooring line added mass, drag forces, damping and
acceleration relative to the water. By incorporating these factors, dynamic analysis provides a more
accurate representation of the mooring line’s behaviour under time-varying conditions.

A quasi-static analysis disregards the inertial and damping forces acting on the mooring line. Instead,
the analysis assumes that the shape of the mooring line and the tension distribution along the length
depend solely on the top and end positions. This simplification reduces computational complexity but
does not account for time-dependent effects. Quasi-static analysis is based on a systems small motions
around a certain mean offset position, extending the static analysis by accounting for mean wave drift
forces and wind loads [70].

For the case of tension leg platforms usual practice is to use a static mooring analysis around the
zero offset position where the tendons are assumed to be linear springs [32, 5, 115], one of the main
assumptions for this type of analysis is small motions. In the case of TLP optimisation two important
effects are often disregarded which may have a large impact. Due to the high stiffness of TLPs, tendons
might experience so called springing and ringing forces. Springing forces are due to resonance of the
tendons and can have great effect on system fatigue. Ringing is a third order transient phenomenon
which only occurs for specific conditions, for example idling in extreme conditions. Ringing forces may
significantly influence fatigue and maximum tendon tension loads [5].

2.3.3. Aerodynamics
The aerodynamic thrust forces on floating offshore wind turbines impose significant loads on the sys-
tem, particularly as turbine sizes continue to increase. Current aerodynamic models are well-developed,
however they are primarily designed for fixed-bottom turbines used in both onshore and offshore ap-
plications. Incorporating the dynamic effects of larger turbines and the movement of floating platforms
requires extra care. Unsteady aerodynamic effects are particularly critical for tension leg platforms due
to their higher natural frequencies, which may interfere with the 3P (blade passing) frequency, leading
to complex unsteady aerodynamic interactions that need to be carefully analysed [84].

Blade element momentum theory (BEMT) is widely used in FOWT optimisation because of the computa-
tional efficiency and compatibility with linear analysis methods. This method combines blade elements
theory (small elements of a blade with local forces) with momentum theory which calculates the thrust
through a rotor plane based on the mass, momentum and energy laws of conservation. The eventual
goal of this BEMT analysis is to determine the steady state thrust [105].

Several implementations of BEMT in simulation software exist, such as CCBlade used in RAFT and
an in house BEM model in SLOW [64]. However, BEMT has limitations, as it assumes steady flow
and neglects root and tip losses. To address these shortcomings, empirical corrections have been
developed. Examples include models for hub and root losses [12], which account for turbulent wake
effects caused by recirculation. Despite these corrections, they are not exact representations and may
introduce inaccuracies in certain conditions, which can propagate through the optimisation process.

More detailed aerodynamic solvers, such as computational fluid dynamics (CFD) and free wake vortex
analysis, are frequently used in advanced wind turbine analysis. However, their computational expense
makes them impractical for optimisation studies.
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2.3.4. Control Systems
The loads on a floating offshore wind turbine system are significantly influenced by the turbine controller.
Wind turbines commonly employ the following types of control:

• Torque control
• Pitch control
• Yaw control

Torque control is usually used to maximise power output from the cut in wind speed to the rated wind
speed. After reaching the rated wind speed the torque will remain constant and the pitch control will
actively adjust the blade pitch in order to prevent the aerodynamic loads exceeding the systems capacity
until the cut out wind speed is reached where the blades are completely feathered so no thrust is created
any more. Torque and pitch control are usually taken into account in optimisation studies. Most studies
disregard yaw control, operating under the assumption that the turbine remains perpendicular to the
wind direction. Yaw control is particularly relevant in wind farm design for wake steering [43].

In early floating wind optimisation research, turbine controls were often excluded. However, due to
their large impact on aerodynamic loading, they are increasingly incorporated into system models and
even co-optimised. Recent studies have included control optimisers like ROSCO [2, 111, 56] to enhance
system modelling and more accurately predict aerodynamic loads. Frequency-domain models, such as
RAFT, typically linearise the control mechanisms, which can result in overestimation of aerodynamic
loads by approximately 10% [101].

2.3.5. Structural Dynamics
Considering structural dynamics, the existing literature uses various approaches. Some studies use a
full rigid body model, while others adopt multi-body dynamics to represent the different components of
the system. Additionally, certain research focuses on evaluating stresses throughout the entire structure,
whereas other studies rely on design standards to ensure the system remains within prescribed limits.

The simplest way to model a floating offshore wind turbine system is to treat the entire structure as
a rigid body. This approach has been well used in previous studies [56]. However, this simplification
results in system natural frequencies that deviate significantly from reality. Studies comparing rigid and
flexible towers in FOWT systems demonstrated that tower flexibility has a significant impact on system
response especially for TLPs [38]. More recent frequency-domain models incorporate tower flexibility,
showing an improved resemblance to fully flexible models. Here the tower is modelled by Euler beam
elements [14, 93, 87].

In optimisation studies, the structural design is typically not the primary focus. Often studies employ
design standards to determine the thickness of the structure for example [56]. Other studies use a
constant thickness value of approximately 0.05 meters [57, 114].

2.4. Discussion
This literature review reveals several research gaps that offer promising directions for future studies.
This section presents a summary of the conclusions, the accompanying research gaps and the recom-
mendations for further research.

Floating Offshore Wind System Design
Optimisation in the field of floating wind has gotten an increased interest in recent years, with most ef-
forts focused on spar buoys and semi-submersibles. However, Tension Leg Platforms remain relatively
under explored. Current research on TLPWTs optimisation either includes TLPWTs as part of broader
studies or rely on simplified analyses. Future work should focus on dedicated optimisation studies for
TLPWTs, considering their specific characteristics. Such studies could enhance performance, reduce
costs and improve the competitiveness of TLP-based floating offshore wind turbines in the global energy
market. Furthermore, future optimisation studies should remain easily adaptable for different mooring
line materials. In order to remain relevant for current and future turbine design the future optimisation
research should be based on 15 MW + wind turbines.
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Optimisation Framework
Considering the optimisation framework itself, the main objective of existing studies is to reduce costs.
The reason for this is that FOWTs remain expensive compared to competing energy sources. However,
including the cost related to increased loads and motions of FOWTs remains complex. Especially since
there is no data for this in practice. Future studies should aim to include these costs through either
a detailed cost analysis or the use of well defined constraints on turbine motions. The latter aims at
excluding significant cost increases compared to bottom fixed turbines allowing for more straightforward
determination of the costs associated with operation and maintenance. Next to this, future studies
should include all life-cycle costs in order to make sure design concepts become comparable across
different studies.

In optimisation, the amount of free variables limits the computational efficiency as it increases the design
space. For this reason it is key to determine the most influential free variables and keeping the quantity
at a minimum. This means that future research should also incorporate a sensitivity analysis in order
to check whether the set of free variables can be reduced by omitting the free variables that show to
have little effect on the systems characteristics.

Modelling the system response of FOWT systems involves a lot of complexity. While time-domain mod-
els offer more detailed analysis, frequency-domain models offer efficient analyses. For optimisation
studies, frequency domain models should be used as the goal of optimisation studies is to quickly con-
verge to a small set of concepts which can be studied in a more detailed analysis. These frequency
domain models however, do need to include the most important phenomena related to the specific
system in use. Due to the inherent limitation of linear analyses in frequency-domain models, careful
attention should be given to the validity of linearising FOWT systems.

Considering the constraints, future studies can benefit from a well thought out combination of static and
dynamic constraints to keep motions within defined limits, allowing for better cost approximation. Next
to this, future research should incorporate more constraints on system natural frequencies avoiding
resonance, especially for stiff structures like TLPs where the high natural frequencies may induce reso-
nance due to sum-frequency wave loads and the 3P blade frequency. The effects of these constraints
may greatly influence the systems design space which should be further investigated.

In the context of optimisation algorithms, gradient-based and gradient-free algorithms were identified.
Genetic algorithms, as a gradient-free method, are widely used for multi-objective optimisation due
to their ability to explore complex design spaces. However, they become computationally expensive
as the number of free variables increases. Gradient-based optimisation, on the other hand, allows for
efficient problem solving and the inclusion of more design variables, but it is prone to local optima and
problems with smooth gradients. This issue should be resolved in future studies by implementing a
multi-start sequence. The choice of algorithm should be guided by the specific requirements of the
study, balancing computational efficiency, design complexity, number of objectives and the need for
global versus local solutions.

System Modelling
Considering the system modelling, several key improvements were identified through literature. A care-
ful evaluation for different substructure types is essential, particularly considering the sensitivity to non-
linear second-order wave forces. For tension leg platforms, the high stiffness of the platformmay lead to
significant sum-frequency wave loads. In cases where these loads excite, an assessment is necessary
to determine the significance of these effects and to evaluate whether linearisation in the frequency
domain remains valid. If not, suitable methods for approximating these second-order sum-frequency
effects in linear analysis should be explored or methods to avoid the excitation regions should be de-
veloped by implementing constraints on the systems natural frequencies.

Another key improvement for the system modelling is including flexible structural members in the analy-
sis. Some in house frequency domain codes account for this, but most studies model the entire system
as a rigid structure. While this assumption may be more valid for spar buoys and semi submersibles
which often already have longer natural periods, it is of significant importance for TLP design as struc-
tural flexibility shows large influence on the overall system natural frequencies and resulting response.
Future studies need to incorporate this flexibility, especially for the turbine tower as the tower bending
frequencies often are near to the sum-frequency excitation ranges.
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Most optimisation studies use quasi-static mooring analysis for catenary moorings and linearised static
mooring analysis for taut moorings. However, the latter approach leads to large discrepancies when
compared to non-linear analyses. To address this, future research should incorporate quasi-static anal-
ysis to model taut mooring line stiffness more accurately. Quasi-static analyses have demonstrated
good agreement with more detailed dynamic analyses. Nevertheless, further validation is needed by
integrating the linear quasi-static mooring system into the fully coupled aero-hydro-servo-elastic frame-
work to asses realistic and reliable results.

Summary of Recommendations
In summary the most important recommendations and improvements for future research are:

• The need for a TLPWT specific optimisation framework for 15MW+ wind turbines.
• Research into the most influential variables in order to reduce design space and increase com-
putational efficiency.

• The need for an accurate and efficient frequency domain model for TLPWTs.
• Implementing flexible structures which greatly influences natural frequencies, overall system re-
sponse and eventual design results.

• The implementation of quasi-static mooring analysis for TLPWTs.
• Evaluate the importance of non-linear TLPWT specific effects and identifying methods to take
them into account or avoid them in TLPWT design optimisation.

• Defining a set of constraints to keep systemmotions within limits allowing for more amore straight-
forward determination motion induced costs.

• A full lifecycle cost model enabling cost comparison of FOWT concepts within an optimisation
study and enabling comparison across different FOWT platform studies.

• Defining constraints to avoid resonance excitation ranges, especially for TLPWTs.

2.5. Research Gap & Questions
Based on the discussion and recommendations presented in Section 2.4. The scope of the research
will be to construct a frequency domain based optimisation framework for 15 MW tension leg platforms
wind turbines. This framework will specifically address the importance of TLP specific response consid-
ering structural modelling, mooring line modelling and taking into account approximations or corrections
accounting for important non-linear effects. Furthermore, a well defined cost function will allow for con-
cept comparison within the optimisation study and comparison across different studies. This led to the
following research question and accompanied sub questions.

Research Question

“How can a frequency-domain-based optimisation framework be developed for 15 MW tension leg
platform wind turbines to enable efficient, accurate and cost-effective design iterations, considering

tension leg platform specific dynamics?”

Sub Questions

1. How can TLP-specific dynamic effects be represented in a frequency-domain based optimisation
framework?

2. Which design variables most significantly affect TLPWT performance?
3. What is the validity of linearising TLPWT with respect to system response?
4. What key elements should a cost model include to account for the cost of a tension leg platform,

enabling comparison with other design studies?
5. How can an optimisation problem be structured to allow for efficient exploration of the design

space in the context of TLPWT optimisation?



3
Theoretical Framework

This theoretical framework provides the necessary background to address the constructed research
questions. The theoretical study is divided in two parts. The first part consists of the theoretical back-
ground for the optimisation problem formulation, presented in Section 3.1. This is followed by an anal-
ysis of the theory behind the physical model, presented in Section 3.2.

3.1. Optimisation
Optimisation is a broad concept. In the context of design engineering, optimisation is to find a design that
is as good as possible within the defined design space while minimising the objective. The formulation
of such an optimisation problem is described in subsection 3.1.1. The different algorithms and how they
are used to exploit the design space is described in subsection 3.1.2.

3.1.1. Optimisation Formulation
The mathematical formulation for an optimisation problem is based on a definition of the objective
function, the variables to optimise for and the constraints. A base case can be seen in Equation 3.1
[97].

Minimise f(x)

with respect to x

subject to hi(x) = 0, i = 1 to p

gj(x) ≤ 0, j = 1 to m

(3.1)

Here f(x) is the objective function, x is the variable to optimise for, h(x) are the equality constraints
and g(x) are the inequality constraints which limit the design space.

3.1.2. Optimisation Algorithms
In optimisation there are two main types of algorithms namely gradient based algorithms and gradient
free algorithms.

Gradient Based Algorithms
Gradient based algorithms, as it says in the name, determine the minimum of the objective function by
following the gradient. This type of optimisation algorithm works only if the objective function has an
analytical gradient which can be easily computed. Determining the gradient is often the most computa-
tional expensive step. By assessing the gradient after every iteration step it will quickly converge to an
optimal solution.

14
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Figure 3.1: Example of the convergence path of a gradient based algorithm [9].

The main downside of gradient based optimisation is that it is highly dependent on the initial values
when considering non-convex optimisation problems. Depending on the initial values it will minimise
to a local minimum, potentially disregarding another minimum elsewhere within the design space. An
example of such a local convergence while there is a more optimal solution can be seen in Figure 3.2.
This issue can be resolved by multi-starting the optimisation problem with different initial values. This
will give more confidence in determining whether the obtained minimum is the global minimum. For
the optimisation study in this research however, with a large non-linear design space, a gradient based
algorithm is not suitable.

Figure 3.2: Local minima in gradient based algorithms [15].

Gradient Free Algorithms
Gradient free algorithms, in contrary to the gradient based algorithms, have a more holistic approach.
Instead of determining the local gradient they exploit the entire design space with initial guesses. These
are then used to evaluate the design space guiding the gradient free algorithm to the global optimum.
An example of the convergence of a gradient free algorithm can be seen in Figure 3.3.
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Figure 3.3: Example of the convergence path of a gradient free algorithm (genetic algorithm) for k iterations [74].

Advantages of this type of algorithm are that they are easy to use, can often handle multiple objec-
tives and converge to a global minimum instead of getting caught in local minima like gradient-based
algorithms. The biggest downside of this type of algorithms are their computational expensiveness as
they need to asses a lot of initial design points [97]. In addition, an upper bound for the number of
iteration steps is included in the stopping criterion. The gradient free algorithm terminates when either
the stopping criterion or the maximum number of iteration steps is reached. Because this research has
a non-linear discontinuous design space, it will make use of a gradient free algorithm.

3.2. System Modelling
To model a floating offshore wind system, the behaviour of all subcomponents and external forces
acting on the structure needs to be adequately represented. This section presents the theoretical foun-
dation used in this research to get to the obtained numerical results. The analysis is carried out in the
frequency domain, due to the computational efficiency of such models. A key simplification of using
a frequency-domain approach is the assumption of linearity and small amplitude motions. As a result,
non-linear effects, such as large displacements and non-linear system couplings are not captured. In
this framework, the external forces acting on the system are decomposed into a mean component and
a dynamic component. The static offset of the system is determined by solving the following equilibrium.

Cx = Faero + Fhydro + Fmoor(x) (3.2)

Here, C denotes the system stiffness matrix. The vectors Faero and Fhydro represent the steady aero-
dynamic and hydrodynamic forces, respectively, while Fmoor(x) corresponds to the mooring reaction
forces, which are non-linear functions of the static offset x. Once the mean offset is obtained, the
dynamic response about this equilibrium position is computed from the linearised frequency-domain
equation of motion:

(
−ω2 [M + A] + iωB+ C

)
ξ̂(ω) = F̂(ω) (3.3)



3.2. System Modelling 17

In this equation,M is the structural massmatrix,A is addedmassmatrix (consisting of the hydrodynamic
and aerodynamic added mass) and B contains the structural, viscous and aerodynamic damping con-
tributions. The stiffness matrix C includes hydrostatic, structural and mooring stiffness evaluated at the
offset position. ξ̂(ω) is the complex response amplitude and f̂(ω) represents the frequency-dependent
excitation forces from wind and waves. A schematic representation of the excitation forces and the
coordinate system used throughout this research is presented in Figure 3.4 and Figure 3.5.

Figure 3.4: A description of the environmental loads [105].

Figure 3.5: A description of the coordinate system [105].
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3.2.1. Structural Modelling
The structure in this model consists of a rigid platform, flexible tower and rigid RNA. A simplified
overview can be seen in Figure 3.6.

Figure 3.6: A schematic overview of the structural modelling

The rigid structures is initially modelled with six degrees of freedom, three translations and three rota-
tions. The tower will be modelled with 2 node 3D combined Euler beam elements with a total of twelve
degrees of freedom per element, three translations and rotations per node. The mass and stiffness
matrix for every ith element can be described by Equation 3.4 which will result in a 6x6 matrix.

M i =

[
M i−1

i−1,i−1 M i
i−1,i

M i
i,i−1 M i

i,i

]
Ki =

[
Ki−1

i−1,i−1 Ki
i−1,i

Ki
i,i−1 Ki

i,i

]
(3.4)

These are the local mass and stiffness matrices per element. A more detailed overview with all matrix
entries can be seen in Appendix B. Putting everything together the eventual mass and stiffness a matri-
ces for N elements will be 6(N+1) x 6(N+1). Furthermore, the structural damping will be approximated
by Raleigh damping described in Equation 3.5

B = c1[M ] + c2[K] (3.5)

Here, c1 and c2 are coefficients which are determined by solving the following set of equations for the
two most critical modes where ζ1 and ζ2 are the critical damping ratios and ω1 and ω2 are the excitation
frequencies of the modes. For this research the critical damping ratios are taken to be 0.02 based on
previous studies [91].

ζ1 =
1

2

(
c1ω1 +

c2
ω1

)
(3.6)

ζ2 =
1

2

(
c1ω2 +

c2
ω2

)
(3.7)

The importance of including tower flexibility is stipulated in previous research conducted by NREL [38].
This research showed the effect of tower flexibility on second-order excitations for a TLP. The main
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finding was that tower flexibility greatly influenced the pitch natural frequency, which in turn influenced
the impact of the second-order wave loads. Figure 3.7 and Figure 3.8 show how adjusting the tower
properties affects the pitch natural frequency. These figures show the frequency ranges where the first-
and second-order forces are excited. the difference between the two towers is that Figure 3.7 shows
the original flexible tower and Figure 3.8 shows a shortened tower which in turn is stiffer.

Figure 3.7: PSDs of all first- and second-order
contributions to the wave loads for Flexible tower with

original length. Vertical markers indicate the
eigenfrequencies [38].

Figure 3.8: PSDs of all first- and second-order
contributions to the wave loads for Flexible tower with

shorter length. Vertical markers indicate the
eigenfrequencies [38].

From these figures it becomes clear that both difference and sum-frequency forces differ for different
tower properties. Where difference-frequency are relevant for surge in both tower scenarios, it can be
seen that for the shorter tower the pitch natural frequency moves into the range where the second-
order sum-frequency loads excite. This can also be seen in the system response. Figure 3.9 shows
the pitch motions of the system. When comparing the ’flexible O’ and ’flexible S’ lines it can be seen
that a considerable peak in the flexible S line can be seen at a frequency of approximately 2.1 [rad/s],
which is mainly due to the second-order sum-frequency forces. This may cause issues in design as
resonances occur, emphasizing the need to take tower flexibility into account.

Figure 3.9: Effects of tower flexibility on pitch motions.
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3.2.2. Hydromechanics
This research focuses on wave-induced loads acting on tension leg platforms. For this reason, the
effects of currents and tidal variations are excluded from the analysis. Tidal variations and the current
induced mean forces can have an effect on system stiffness, as the tendon length changes with tidal
variations and the mooring stiffness changes with mean offsets. This is however out of the scope of the
current research and therefore not included.

There are several hydromechanical approaches to simulate the system’s response, depending on the
system geometrical and site characteristics. Hydromechanic modelling starts with an assessment of the
hydrostatic performance of the platform, followed by an evaluation of the hydrodynamic properties. First-
order potential flow theory is commonly used for modelling wave excitation about a steady-state position.
This approach is linear and captures the primary wave-structure interaction effects. For higher-fidelity
analysis, second-order potential theory may be added to account for sum- and difference-frequency
wave effects. However, this comes at a significantly increased computational cost. An alternative to po-
tential flow for slender structures (D/λ < 1/5) is the use of Morison’s equation in combination with strip
theory. This method is more computationally efficient and allows for approximate inclusion of second-
order effects using simplified formulations.

The choice of hydrodynamic model typically depends on both the wave environment in which the struc-
ture operates and the geometric characteristics of the floater. In this study, computational efficiency is
also a key consideration. Figure 3.10 presents an overview of different wave regimes and the relative im-
portance of hydrodynamic effects. For structures operating in diffraction-dominated regimes, potential
flow theory provides the most accurate predictions. In contrast, for inertia- and drag-dominated regimes,
Morison’s theory is more suitable. The structure in this research will have a diameter ranging from 10-
20 meters with wave lengths of 80-320 meters and wave heights from 1 up to 10.5 meters making the
system operate on the line of the diffraction, all inertia and small drag region. For the sake of compu-
tational efficiency and given that the system operates most of the time in or near the inertia-dominated
regime, this research uses the Morison equation in combination with a strip theory approach.

Figure 3.10: Different wave force regimes [78].
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Hydrostatics
First, the hydrostatics need to be determined of the substructure. Hydrostatic calculations are based on
the pressure distribution while standing still in water. The hydrostatic pressure determines the stability
of a structure, when not moored as a TLP. Considering the platform as a rigid body, the hydrostatic
stiffness is determined by the platform centre of buoyancy, water plane area and the systems centre of
gravity. The hydrostatics of a TLP can be determined by the following equations [5].

C33 = ρgAwp (3.8)

C35 = C53 = −ρg

∫∫
Awp

x dx dy (3.9)

C44 = ρg∇zB −MgzG + ρg

∫∫
Awp

y2 dx dy (3.10)

C55 = ρg∇zB −MgzG + ρg

∫∫
Awp

x2 dx dy (3.11)

Where:

• C33 : Hydrostatic restoring coefficient in the heave direction.
• C35, C53 : Coupled hydrostatic restoring coefficients between heave and pitch.
• C44 : Hydrostatic restoring coefficient for roll motion.
• C55 : Hydrostatic restoring coefficient for pitch motion.
• ρ : The density of the fluid.
• g : The acceleration due to gravity.
• Awp : The water plane area of the floating structure.
• x, y : The horizontal and vertical coordinates on the water plane area.
• ∇ : Displaced volume.
• zB : The vertical position of the centre of buoyancy.
• M : The mass of the entire system.
• zG : The vertical position of the centre of gravity.

Since this study makes use of a single circular column TLP, Equation 3.8 - Equation 3.11 can be simpli-
fied. As there is no offset in water plane area, C53 and C35 become zero. The last term of Equation 3.10
and Equation 3.11 which refers to the water plane moment of inertia is the same about all axes. This
results in a single description of this term as πD4/64. The resulting set of equations describing the
hydrostatics becomes the following.

C35 = C53 = 0 (3.12)

Awp =
πD2

4
(3.13)

Iwp =

∫∫
Awp

y2 dx dy =

∫∫
Awp

x2 dx dy =
πD4

64
(3.14)

C44 = C55 = ρgIwp + ρg∇zB −MgzG (3.15)

Resulting in the following formulation of the hydrostatic stiffness matrix.
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Chydro =


0 0 0 0 0 0
0 0 0 0 0 0
0 0 ρgAwp 0 0 0
0 0 0 ρgIwp + ρg∇zB −MgzG 0 0
0 0 0 0 ρgIwp + ρg∇zB −MgzG 0
0 0 0 0 0 0

 . (3.16)

Morison Equation
As mentioned before, this research will use the Morison equation in combination with a strip theory ap-
proach. The strip theory approach is based on applying the Morison equation to a strip of the geometry.
For cylindrical structures this is described in Equation 3.17 [41].

∆f = [ρ (1 + Ca)
π

4
D2u̇︸ ︷︷ ︸

inertia

− ρCa
π

4
D2v̇︸ ︷︷ ︸

added mass

+
1

2
ρCdD(u− v)|u− v|︸ ︷︷ ︸

drag

]∆l (3.17)

Here, ∆f represents the hydrodynamic force, D is the cylinder diameter and ∆l is the strip length. The
coefficients Ca and Cd represent the added mass and drag coefficients, respectively. The variables u
and v denote the wave particle velocity and the floater velocity. For each strip, the local added mass is
computed using the following expression.

AL = ρ∆V
(
Ca,p1p1p

T
1 + Ca,p2p2p

T
2

)
, (3.18)

Here, p1 and p2 are the orthogonal transverse unit vectors and Ca, p1 and Ca, p2 are the correspond-
ing added mass coefficients, which are identical for cylinders. The local added masses are then trans-
formed to a reference point where they are summed to get the resulting added mass of the structure.
Next to this, the local inertial forces for every strip are determined including the local fluid acceleration
as a function of wave frequency, as described in Equation 3.19.

f̂I,L(ω) = ρ∆V
[
(1 + Ca,p1)p1p

T
1 + (1 + Ca,p2)p2p

T
2

]
iωûL(ω) (3.19)

This equation is also used to determine axial terms. The only difference there is that the effective volume
is based on a hemisphere, sized according to the strip theories axial exposed area. When looking at the
drag term, it depends on the quadratic wave particle velocity, which is not suitable for linear analysis.
For this reason the drag term needs to be linearised. This is done by approximating it as a viscous
damping term. The local damping term of every strip can be determined with the following equation.

BL =
1

2
ρ

√
8

π

(
σu,qAqCd,qqq

T + σu,p1Ap1Cd,p1p1p
T
1 + σu,p2Ap2Cd,p2p2p

T
2

)
, (3.20)

Here, Aq is the effective axial drag area of the strip, Cd,q is the axial drag coefficient and q is the axial
unit vector. The drag contribution to excitation forces can then be calculated by multiplying the local
water velocity amplitudes with the linearised viscous damping as described in Equation 3.21.

f̂d,L(ω) = BLûL(ω), (3.21)

The Importance of Second-Order Wave Effects
For the optimisation framework used in this thesis, a frequency domain analysis is used which makes
it crucial to asses the effects of linearising the system and approximating the non-linear second-order
wave effects. Including the difference-frequency effects in frequency domain is well researched by in-
cluding them with the Newman approximation which allows for inclusion of difference-frequency effects
in linear analysis with reasonable accuracy [107]. The sum-frequency force inclusion however, is com-
plex to approximate as mentioned before. For most FOWT these effects do not pose a threat as their
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natural frequencies are typically low. However, in TLP design these forces may be important since TLP
systems are considered stiff and therefore resonance in the sum-frequency range might occur. Several
papers did a study for the influence of second-order sum-frequency effects [6]. This research found that
in uncoupled aero-hydrodynamic analysis, the effect of sum-frequency effects becomes significant, es-
pecially for pitch acceleration and tendon tension which can be seen in Figure 3.11 and Figure 3.12.

Figure 3.11: Time history and spectrum of the pitch acceleration (uncoupled) [6].

Figure 3.12: Top-tension time history and spectrum of a downwind tendon (uncoupled) [6].

However, in coupled aero-hydrodynamic analysis it was found that the aerodynamic force and associ-
ated damping almost completely damp out the sum-frequency effects as can be seen in Figure 3.13
and Figure 3.14.

Figure 3.13: Time history and spectrum of the pitch acceleration (coupled) [6].
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Figure 3.14: Top-tension time history and spectrum of downwind tendon (coupled) [6].

Other research on the sum-frequency effects also found a minimal influence the system response
in operational conditions. During storm conditions, the influence of the sum-frequency loads was more
significant. The sum-frequency loads also do not affect themean values of the response but do influence
the standard deviation. This means that sum-frequency forces mostly affects the stress cycles and
therefore fatigue of the FOWT systems [5]. It should be noted, however, that the conditions associated
with this increase in stress cycles due to the absence of aerodynamic damping do not occur frequently.
Therefore, the eventual contribution to fatigue life may be less significant than expected. Nevertheless,
because of the sum-frequency induced effects, care should be taken in TLP design compared to other
floaters as serious resonance due to sum-frequency forces may occur. Here system flexibility plays a
large role as it greatly influences the pitch and tower fore-aft bending natural frequencies which are
near to the sum-frequency excitation zone in TLP design.

Rainey’s Approximation for Second-Order Wave Loads
A previous study on the approximation of second-order wave loads for frequency domain analysis pre-
sented a method to calculate the difference-frequency loads for slender structures [13]. This research
used Rainey’s approximation which is limited to slender bodies (λ/D > 10). To make it more widely
applicable this research included a correction for the wave scattering effects. Rainey’s approximation
extends Morison’s equation to second-order effects. The transverse force per unit length dfp1(t) acting
on a cylinder segment of length dl is given by:

dfp1(t)

ρA dl
= (1 + Ca,p1)

(
∂u

∂t
+ u

∂u

∂p1
+ v

∂u

∂p2
+ w

∂u

∂q

)
− Ca,p1

[
ẍS − (u− ẋS)

∂w

∂q
+ 2ωp2

(w − zS)

]
− g · p̂1 +

dfNC,p1
(t)

ρA dl

(3.22)

Where:

• ρ is the fluid density
• A is the cross-sectional area of the cylinder (A = πR2 for circular cylinders)
• Ca,p1 is the added mass coefficient in the p̂1 direction
• u = up̂1 + vp̂2 + wq̂ is the undisturbed fluid velocity at point S
• ẋS is the velocity of point S on the cylinder
• dfNC,p1(t) is the non circular force component for non circular cylinders

The axial and transverse loads acting on the ends of the cylinder are given by Equation 3.23 and
Equation 3.24 where Vend is a reference volume, Aend is the area of the end face and zend is the
vertical coordinate of the end point.
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fend, axial (t) =

(
−∂φ

∂t
+ ρgzend − 1

2
ρ (u− x̂S)T · (u− x̂S)T

)
Aend q̂

+ ρVend Ca, end

[(
Du

Dt
− xS

)
· q̂
]
q̂

(3.23)

fend,transv(t) = CaρAend [(u− ẋS) · q̂] (u− ẋS)
T (3.24)

To adapt the slender-body approximation to the frequency domain, the formulation by Pinkster is applied.
The second-order force components are given in Equation 3.25, where (0), (1) and (2) represent the
zeroth-, first- and second-order contributions, respectively, and u− represents the difference-frequency
velocity.

f
(2)
ϕ−,x(t) = ρπR2 (1 + Ca)

∫
L0

∂u−

∂t
dl

f (2)
conv,x(t) = ρπR2 (1 + Ca)

∫
L0

u(1) · ∇u(1)dl

f
(2)
axdv,x(t) = ρπR2Ca

∫
L0

(
u(1) − ẋ

(1)
S

) ∂w(1)

∂z(0)
dl

f
(2)
rslb,x(t) = −ρπR2Ca

∫
L0

2ω(1)
y

(
w(1) − ż

(1)
S

)
dl

f
(2)
x· V,x(t) = ρπR2 (1 + Ca)

∫
L0

x
(1)
S · ∇∂u(1)

∂t
dl

f
(2)
rotN(t) = mξ

(1)
R × ξ̇

(1)
T

f (2)
η−x(t) = ρπR2η(1)r

[
(1 + Ca)

∂u(1)

∂t

∣∣∣∣
I

− Cax
(1)
wL − g · p̂(1)1

]

(3.25)

Wave scattering effects are taken into account by a correction based on the analytical solution of the
second-order wave diffraction problem described in Equation 3.26.

FK&Y
V 2,jl =

2iρgR

π

√
h̄

k̄j tanh
(
k̄j h̄
)√ h̄

k̄l tanh
(
k̄lh̄
)

×
∞∑

n=0

Ω−
n,jl

[
I−jl + I+jln(n+ 1)/

(
k̄j k̄l

)]
cosh

(
k̄j h̄
)
cosh

(
k̄lh̄
) [(

k̂ · p̂1
)
p̂1 +

(
k̂ · p̂2

)
p̂2

] (3.26)

h̄ = H/R is the non-dimensional water depth, k̄j = kjR is the non-dimensional wave number, and I−jl
and I+jl are integrals defined in terms of the cylinder geometry. This theory and implementation in RAFT
can be extended for sum-frequency QTF approximations [13]. This is done by including the following
terms.

f
(2)
ϕ+,x(t) = ρπR2 (1 + Ca)

∫
L0

∂u+

∂t
dl (3.27)

FK&Y
V 2,jl =

2iρgR

π

√
h̄

k̄j tanh
(
k̄j h̄
)√ h̄

k̄l tanh
(
k̄lh̄
)

×
∞∑

n=0

Ω+
n,jl

[
I−jl + I+jln(n+ 1)/

(
k̄j k̄l

)]
cosh

(
k̄j h̄
)
cosh

(
k̄lh̄
) [(

k̂ · p̂1
)
p̂1 +

(
k̂ · p̂2

)
p̂2

] (3.28)
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3.2.3. Moorings
For the mooring system analysis in this research a quasi-static mooring model will be used. This model
will have analytical Jacobians and is based on the Moorpy module [40]. First of all, the mean offset of
the system is determined, a schematic overview of a 2D tension leg system at a mean offset can be
seen in Figure 3.15. The mean offset is determined by iteratively solving the following equations forXF

and ZF which denote the location of the fairlead with respect to the anchor. In a 3D system every local
tendon reaction force in x and z is determined, after which it is translated to the global reference frame.

Fmean−hydro + Fmean−aero =
∑

Fmoor (3.29)

Fmoor−x = T0

(
XF

L0 +∆L

)
+ EA

(
∆L

L0

)(
XF

L0 +∆L

)
(3.30)

Fmoor−z = T0

(
ZF

L0 +∆L

)
+ EA

(
∆L

L0

)(
ZF

L0 +∆L

)
(3.31)

Figure 3.15: A sketch of the mooring system mean offset.

After the determination of the mean offset the tendons will be modelled as linear springs for displace-
ments around the mean offset. A schematic can be seen in Figure 3.16

Figure 3.16: A sketch of the mooring system modelled as linear springs at the mean offset position.

The final stiffness for N tendons modelled as linear springs is described in Equation 3.32 and Equa-
tion 3.33 [3]. T is the pretension of the tendon in offset position, L is the tendon length, α is the tendon
angle with the sea bed, D is the vertical distance between the fairlead and the reference frame, R is
the distance between the fairlead and the centre line of the main column and KI is the tendon axial
stiffness (EA/L). A schematic can be seen in Figure 3.17 [3].



3.2. System Modelling 27

K =

N∑
m=1


K11 0 0 0 K15 0
0 K22 0 K24 0 0
0 0 K33 0 0 0
0 K42 0 K44 0 0

K51 0 0 0 K55 0
0 0 0 0 0 K66

 (3.32)

K11 =
1

2
· T
L
(1 + sin2 α) +KI cos

2 α

K15 = − T

2L

(
D +D sin2 α+ a sinα cosα

)
+KI

(
1

2
D cos2 α− a sinα cosα

)
K22 = K11

K24 = −K15

K33 =
T

L
cos2 α+KI sin

2 α

K42 = K24

K44 =
TD sinα

L
+

1

2
a cosα+

1

2
· T
L
(a cosα+D sinα)2 +D2 +

1

2
KI(D cosα− a sinα)2

K51 = K15

K55 = K44

K66 =
Ta

L
(a+ L cosα)

(3.33)

Figure 3.17: A sketch of the mooring system variables used for the linearised mooring stiffness matrix [3].
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Springing & Ringing
Due to the stiff characteristics of tension leg platforms, the tendons may experience so called spring-
ing, a steady state resonant response due to sum-frequency forces and ringing, a transient resonant
response in severe seas [39]. Previous research on the effects of springing found that springing effects
had very little effects on the mean tendon tension. However, the tendon tension variation increased by
2-9 % during storm conditions. This indicates that springing might have a large effect on the fatigue per-
formance as also emphasized before indicating the relevance of springing excited due to sum-frequency
forces. Ringing loads are mainly induced on structures with the following hydrodynamic criteria [33]:

• Presence of surface piercing columns.
• Small Keulegan-Carpenter number (KC < 5).
• Small diameter-wavelength ratio (D/λ < 2).
• Comparable wave height and cross-sectional structure dimensions (D ≈ H).

Singular column TLPWT in particular, may meet these criteria. Ringing forces on tendon tension in-
creases the maximum tendon tension ranges 5 - 30% for different TLPWT designs and environmental
conditions, as can be seen in Figure 3.18 [5]. This figure shows the maximum tendon tension, divided
by the pretension where the substructure is subjected to first-order potential flow and viscous drag
(P1+V), first- & second-order potential flow and viscous drag (P2+V) and first- & second-order potential
flow with viscous drag and ringing forces (P2+V+R). This research also found that viscous damping
had negligible impact on the ringing resonance effects. Structural damping is not incorporated in this
research but may have an effect.

Figure 3.18: 1-hour expected maximum tension in the downwind tendon divided by pretension at the tendon top [5].

This research also showed that tendons with less axial stiffness show larger responses, indicating
that using synthetic tendon materials, such as HMPE, UHMWPE and LCP, will increase the maximum
tendon tension due to increases in response compared to steel wires. This is also supported by other
studies that assess tendon performance for different material types, showing that for synthetic fibres
the tendon tension and fatigue increase compared to steel wires [83].

Springing and ringing loads are inherently non-linear so are hard or can not not be taken into account
in a frequency domain based analysis of TLPWTs. Springing effects may be accounted for with the
inclusion of sum-frequency forces using Rainey approximation. Ringing forces however only occur dur-
ing transient situations making them not possible to take into account in this research. Future research
should asses the impact of such a decision in this framework and the eventual design results.

3.2.4. Aerodynamics & Control
For aerodynamic analysis, a blade element momentum theory (BEMT) analysis will be performed. This
method for aerodynamic analysis is widely used and combines blade elements theory (small elements
of a blade with local forces) with momentum theory which calculates the thrust through a rotor plane
based on the mass, momentum and energy laws of conservation. The eventual goal of this BEMT
analysis is to determine the steady state thrust.

The classical BEMT is based on a few steps [25]. The first step is to divide the rotor blades into small
elements. The aerodynamic force acting on every element is then described by Equation 3.34. For all
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the blade elements the local aerodynamic forces can be calculated based on the angle of attack (α) and
lift (CL) and drag (CD) coefficients. With the wind velocity (U ), induction factor (a) and inflow angle (ϕ)
due to the rotational velocity, the local forces on each element (dFn) can be calculated. The induction
factor expresses the reduction in axial flow velocity through the disk. Visual representation of the blade
elements and variables is presented in Figure 3.19.

dFn = 1/2ρV 2
resc(clcos(ϕ) + cdsing(ϕ))dr (3.34)

Figure 3.19: Visual representation of blade elements and variables [105].

During the second step, the rotor disk is assumed to be an actuator line disk as depicted in Figure 3.20.
The change in momentum and pressure across the disk determines the thrust force. Following the
local force calculation, the induction factor is used to determine the induction in axial flow velocity.
Equation 3.35 calculates the thrust force of the actuator disk dT .

dT = 4πr dr ρU2(1− a)a (3.35)

Figure 3.20: Visual representation of the actuator line disk [105].

As the last step, the force on each blade element from the first step is compared to the thrust force. The
force on each blade element is multiplied by the number of blades (B). This results in Equation 3.36
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The induction factor can be determined iteratively resulting in an equal value of the blade element force
and thrust force.

B · dFn = dT (3.36)

As BEMT is based on 2D analysis certain 3D effects are not taken into account. These can be included
however with corrections:

• Hub and tip losses. In 3D, vortices will be created at the hub and at the blade tips which influence
the induced velocity. The simple Prandtl correction was developed in order to account for this
effect [79].

• Large induction factors: When the axial induction factor becomes very large (a>0.5) or negative,
typically in high-load conditions or when a turbine is stalled, the wake behind the rotor becomes
turbulent and the standard momentum theory predicts unrealistic results, like wake velocity rever-
sal. Empirical corrections, such as the Buhl correction, are applied to ensure smooth transitions
and physically realistic results [79].

Although these corrections are effective, there will always remain some error relative to higher fidelity
models like CFD. However the computational efficiency of BEMT is well suited for the optimisation in
this research.

Turbine Control Systems
This study makes use of torque and pitch control to control the aerodynamics. Torque control is used
to maximise power output from the cut in wind speed to the rated wind speed. After reaching the rated
wind speed the torque will remain constant and the pitch control will actively adjust the blade pitch in
order to prevent the aerodynamic loads exceeding the systems capacity until the cut out wind speed
where the blades are completely feathered so no thrust is created any more. Yaw control is disregarded
in this study as unidirectional load cases are considered and the turbine is assumed to be perpendicular
to the wind.

A visual representation of the different operating regions of the torque and pitch control can be seen
in Figure 3.21. In this figure it can be seen that the torque increases throughout region two, whereas
the blade pitch remains constant at 0◦. Throughout region three, the torque remains constant and the
blade pitch is adjusted.

Figure 3.21: Control regions of a wind turbine [2].

When including pitch and torque control, the rotor thrust, determined with the BEM analysis, can be
linearised to Equation 3.37 for FD domain calculations according to previous research [101].
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T = T̄ + TU∆(U − ẋ) + TΩ∆Ω+ Tβ∆β (3.37)

U represents the mean wind speed and ẋ is the fore-aft nacelle velocity. The subscripts of T indicate the
partial derivatives of thrust with respect to wind speed and rotor speed. A similar linearisation approach
can be applied to the generator torque.

IrΩ̇ = QU∆(U − ẋ) +QΩ∆Ω+Qβ∆β −Ng∆τg, (3.38)

Ir represents the rotor mass moment of inertia, Ng is the gearbox ratio and τg is the generator torque.
The blade-pitch control input ∆β includes proportional and integral gains (kPβ and kIβ), as well as a
nacelle-velocity-feedback gain, kPx, which provides additional damping to reduce platform motion [2].

∆β = kPβ∆Ω+ kIβ

∫
∆Ωdt+ kPxẋ (3.39)

The generator torque control term ∆τg also includes proportional and integral gains as described in
Equation 3.40.

∆τg = kPτ∆Ω+ kIτ

∫
∆Ωdt (3.40)

The above equations are combined to give Equation 3.41, where HQT (ω) is the transfer function to
convert rotor torque to thrust described in Equation 3.42.

T (ω) = TUU(ω)− (TU − kPxTβ)iωx(ω)−HQT (ω)[QUU(ω)− (QU − kPxQβ)iωx(ω)], (3.41)

HQT (ω) =
(Ωβ + kPβTβ)iω + kIβTβ

ω2Ir + iω(QΩ + kPβQβ −NgkPτ ) + kIβQβ −NgkIτ
. (3.42)

From this, the fore-aft terms for aerodynamic added mass, damping and turbulent wind excitation can
be determined by the following expressions formulated in previous research [41].

aaero(ω) = ℜ
{

1

iω
[TU − kPxTβ −HQT (ω)(QU − kPxQβ)]

}
, (3.43)

baero(ω) = ℑ [TU − kPxTβ −HQT (ω)(QU − kPxQβ)] , (3.44)

faero(ω) = (TU −HQT (ω)QU )U(ω) = HU (ω)U(ω). (3.45)

These quantities are then transformed to a reference point, accounting for their coupled effects on surge
and pitch motion. By doing this, the final aerodynamic added mass matrix, Aaero(ω), damping matrix,
Baero(ω) and excitation vector, faero(ω), are obtained.



4
Methodology

This methodology presents how the theory is put into practice to get to the obtained results and address
the research question. This consist of the following steps.

• Definition of Base Case Design and Design Conditions: The analysis begins by establishing
a reference configuration, including the definition of environmental conditions.

• Optimisation Formulation: An optimisation formulation is developed to identify cost-effective
TLP configurations. This formulation consists of a clearly defined objective function, a set of phys-
ical and operational constraints and an optimisation algorithm. The algorithm explores the design
space for the design with best performance in terms of levelised cost of energy while remaining
within structural and operational limitations.

• RAFT Model Adaptation: The frequency-domain RAFT model, originally developed for six de-
gree of freedom semi-submersible and spar platforms, is adapted to represent a tension leg plat-
form. This involves modifying the hydrodynamic calculations, mooring system characteristics and
system structural dynamics to reflect TLP specific dynamics.

• Validation Model Construction: In order to validate the constructed RAFT TLP frequency do-
main model for further use, a simple Orcaflex model is constructed which is used to compare to
the RAFT results.

4.1. Base Case Design and Design Load Cases
This section elaborates on the base case design that serves as the foundation for the modelling, simu-
lation and optimisation in this research. The base case includes the geometric properties of the floating
substructure, mooring layout and turbine characteristics. Additionally, the relevant environmental con-
ditions, such as wind speed, wave height and wave peak period are determined. These conditions
reflect representative design load cases and are selected to ensure that the system’s performance and
structural integrity are assessed under realistic scenario’s.

4.1.1. Base Case System Design
As base case design, this research used the MIT/NREL open source TLP design. [5] This platform
was originally designed for a 5MW turbine, but for this research was scaled to a 15MW turbine. A more
detailed description of the simplified scaling method can be seen in Appendix A. This design consists of
a single cylindrical column with four pontoons at the bottom where tendons are attached to the pontoon
ends. This base case, as well as all future designs will have a 15 meter freeboard from the water level
to the turbine tower base according to standards. Furthermore, the drag coefficient is assumed of a
smooth cylinder and the added mass coefficient is iteratively found by comparing the first-order loading
between RAFT and Orcawave, but in theory should be equal to one [54]. A schematic overview can be
seen in Figure 4.1. The basic properties of this floater for a 15MW turbine can be seen in Table 4.1.

32
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Figure 4.1: A schematic of the
MIT/NREL TLP [75].

Table 4.1: Basic Properties of MIT/NREL TLP [75].

Static Properties Value Unit
Platform diameter 18 m
Platform draft 45 m

Total displacement 11,866 m3

Platform mass 2,007,724 kg
Distance between fairleads 54 m
Concrete (ballast) mass 2,014,542 kg

Ca 0.97 -
Cd 0.6 -

The reference platform in this case is a steel shell structure with a Magna dense ballast. The material
properties can be seen in Table 4.2. The thickness of the shell structures are determined by Equation 4.1
according to standards [47], where D is the shell structure diameter and t the accompanied thickness.

D

t
= 60 (4.1)

Table 4.2: Platform material properties [68] [113].

Material Value Unit
MagnaDense density 5100 kg/m3

MagnaDense cost 150 €/ton
Young’s modulus, steel 210 GPa

Steel Density 7850 kg/m3

Steel Cost 800 €/ton

Tendon Design
In this framework the mooring properties are taken into account in the model through an equivalent
stiffness (EA). This gives flexibility to the framework for the use of different types of tendon materials
and diameters. However, as a base case, this research uses steel wire tendons. This research also
assumes that a combination of multiple tendons per pontoon is possible, for these cases the equivalent
stiffness per pontoon is assumed to be the sum of those tendons. Assuming that the pretension is
approximately 30% of the MBL [80], the EA for a system can then be determined by Equation 4.2. For
this base case the mooring properties and additional parameters can be seen in Table 4.3

EA =
Tpretension/0.3

MBLsingle−line
π(0.08)2 (4.2)
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Table 4.3: Tendon properties [110] [105].

Property Unit Value
Tendon Length m 75

Pretension per tendon kN 14000
EA 9273 MN/fairlead
MBL mT/line 2166

Diameter mm/line 160
Cost €/m 1487.4

The reason for using steel wires and not synthetic material tendon types is because steel tendons are
more cost-effective and perform better than synthetic moorings in tension leg mooring systems [83].
Future developments may enhance the competitiveness of synthetic moorings for tension leg applica-
tions, for this reason the framework is kept adaptable by using an equivalent stiffness and adjustable
amount of tendons.

Reference Turbines
To ensure that the framework and the results remain relevant to current industry trends, which can be
seen in Figure 4.2, this research uses a 15MW wind turbine in the optimisation process. To be more
specific, the IEA-15MW reference turbine is used as the baseline system [35].

Figure 4.2: The advancements in turbine size over the past 40 years [50].

4.1.2. Site Characteristics & Design Load Cases
As reference site for this research, the Hywind Scotland site will be used with a water depth of 120
meters [49]. Considering optimisation it is favourable to asses as little design load cases (DLCs) as
possible. For this reason, only assessing the design driving load cases for TLPWTs is essential. Previ-
ous studies showed that there is not one single design driving load case for TLPs making an elaborate
set of DLCs necessary [75]. The IEC61400-I provides a complete overview of design load cases [51].
This research will focus on ultimate and fatigue limit states in aligned wind and wave conditions. Fur-
thermore, occurrences of faults (DLC2.x, DLC7.x), start-up (DLC3.x), shut down (DLC4.x), emergency
shutdown (DLC5.x) and transport, assembly, maintenance and repair (DLC8.x) are not included in this
research. The DLCs that will be assessed are:

• DLC 1.1: The normal operation of the structure will be assessed to identify the ultimate loads due
to possible resonances over the operating region.
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• DLC1.2: This load case is almost the same as DLC1.1. However, the load factor changes as the
goal of this load case is to assess the fatigue. This fatigue is based on the normal operation load
case as the turbine will operate most of the life time in these conditions.

• DLC1.6a: This load case is based on operating during a severe sea state to asses the ultimate
loads. For this load case the 50-year storm wave height will be combined with a rated wind speed
which generates maximum thrust.

• DLC6.1a: This load case is based on an idling wind turbine in extreme wind and wave conditions
assessing the ultimate loads in the absence of aerodynamic damping.

An overview of the DLCs that will be taken into account is given in Table 4.4. Including such an ex-
tensive set of load cases in accordance with relevant standards not only aids in concept performance
evaluation, but may also contribute to a preliminary general performance assessment during the front-
end engineering design phase. This enables the current framework to potentially provide early-stage
insights that may support certification preparation while reducing the required engineering time.

Table 4.4: Design Load Cases taken into account this research.

DLC Winds Waves Events Type Load Factor
Model Model Speed Model Height Direction

1) Power Production
1.1 NTM Vin < Vhub < Vout NSS Hs = E[Hs|Vhub] β = 0◦ Normal

operation
U 1.25

1.2 NTM Vin < Vhub < Vout NSS Hs = E[Hs|Vhub] β = 0◦ Normal
operation

F 1.00

1.6a NTM Vin < Vhub < Vout ESS Hs = 1.09×Hs50 β = 0◦ Normal
operation

U 1.25

6) Parked (Idling)
6.1a EWM Vhub = 0.95× V50 ESS Hs = 1.09×Hs50 β = 0◦ Idling U 1.35

Wind
The range of wind speeds that will be used in this research is from the cut-in wind speed to the cut-
out wind speed and one 50 year storm wind speed. The operational wind speeds that will be taken
into account are shown in Table 4.5 with an interval of 2 m/s for operational conditions according to
IEC standards. Vrated is the rated wind speed that differs per turbine and V50 was determined from the
Buchan met-ocean data.

Table 4.5: Mean wind speeds for turbine analysis at hub height for normal operation and at 10 m above sea level for the
extreme event

Type Normal operation Rated speed Extreme event
Mean speed [m/s] 3 5 7 9 10.59 13 15 17 19 21 23 25 10.59 41.76

These wind speeds are measured at hub height for normal operation and 10 meters above sea level for
extreme conditions. The wind speeds at every height can be determined by Equation 4.3 for operational
conditions and Equation 4.4 for extreme events.

Voperational(z) = Vhub

(
z

zhub

)0.14

(4.3)

Vextreme(z) = Vextreme,10m

(
z

z10m

)0.11

(4.4)

Next to the mean wind speed there is a frequency varying turbulence component. The Kaimal spectrum
provides an empirical representation of the power spectral density of atmospheric turbulence [55]. The
Kaimal spectrum describes the one-sided velocity component spectrum by Equation 4.5.
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Sk(f) =
4σ2

kLk/Vhub

(1 + 6fLk/Vhub)5/3
(4.5)

Where:

• f is the frequency [Hz],
• k is the velocity component index:

– k = 1 represents the longitudinal component,
– k = 2 represents the lateral component,
– k = 3 represents the upward component,

• Sk(f) is the single-sided velocity component spectrum,
• σk is the standard deviation of the velocity component,
• Lk is the integral length scale for each velocity component,
• Vhub is the mean wind speed at hub height.

Since this framework is built for the present and future large scale wind turbines, a Rotor Averaged
Kaimal Spectrum (RAKS) is used to consider the spatial averaging effects of the rotor [23]. The RAKS
provides a more representative turbulence model by accounting for these effects, leading to improved
load predictions. The rotor does not respond to point turbulence, but rather to the spatial average of
wind fluctuations across the swept area. High-frequency fluctuations tend to cancel out over the rotor
disk, resulting in a spectral filtering effect. This filtering is captured by a power spectral density scaling
factor G(f,R), where R is the rotor radius:

G(f,R) =
2

(Rκ)3

[
L1(2Rκ)− I1(2Rκ)− 2

π
+Rκ (−2L−2(2Rκ) + 2I2(2Rκ) + 1)

]
, (4.6)

Where κ is defined by Equation 4.7 and Lν(·) and Iν(·) are the modified Struve and modified Bessel
functions of the first kind.

κ = 12

√(
f

Vref

)2

+

(
0.12

Lu

)2

, (4.7)

The rotor-averaged Kaimal spectrum is then computed by applying the filtering function G(f,R) to the
standard Kaimal spectrum.

Srotor
u (f) =

1

2π
·G(f,R) · Su(f). (4.8)

The turbulence spectral parameters used in Equation 4.5, define the relationship between different
velocity components. Table 4.6 provides the standard deviation and integral scale values for different
turbulence components.

Table 4.6: Turbulence spectral parameters for different velocity components.

Velocity Component Index (k) Standard Deviation (σk) Integral Scale (Lk)
1 (Longitudinal) σ1 8.1Λ1

2 (Lateral) 0.8σ1 2.7Λ1

3 (Upward) 0.5σ1 0.66Λ1

Here σ1 and Λ1 represent the standard deviation and length scale of turbulence, respectively, as spec-
ified in IEC 61400-1 standards. This research will use two different turbulences for the different DLCs
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taken into account. The first one is a normal turbulence model which will be used with the normal wind
profile during operation described by Equation 4.10 where Iref is described by Table 4.7 for different
wind turbine classes (IEA15MW is class I). Next to this, Equation 4.11 describes the turbulence during
extreme wind speeds.

Λ1 =

{
0, 7z z ≤ 60m

42m z ≥ 60m
(4.9)

σ1 = Iref (0, 75Vhub + b) ; b = 5, 6 m/s; (NTM) (4.10)

σ1 = 0.11Vhub; (EWM) (4.11)

Table 4.7: Basic parameters for wind turbine classes

Wind turbine class I II III S
Vref [m/s] 50 42.5 37.5 Values

specified
by the
designer

A Iref (-) 0.16
B Iref (-) 0.14
C Iref (-) 0.12

Waves
The range of significant wave heights during operational conditions corresponding to the wind speeds
defined in Table 4.5 can be determined using Equation 4.12. This relation is based on the Buchan joint
wind-wave scatter diagram. To calculate the associated significant wave heights, the wind speeds at
hub height from Table 4.5 were first converted to the wind speed at 100 meters above sea level using
Equation 4.3.

Hs = 0.719e0.0832Vwind,100m (4.12)

The associated spectral peak period could be determined by linear interpolation of the mean wave
heights and periods measured at the Buchan site. The linear interpolation was done according to the
following data points giving the relation described in Equation 4.13.

Table 4.8: Spectral peak period Tp as a function of significant wave height Hs at Buchan Deep; mean values.

Hs [m] 1 2 3 4 5 6 7 8 9 10 11
Tp [s] 6.8 7.9 8.8 9.6 10.4 11.2 11.9 12.6 13.3 14 14.6

Tp = 0.7673Hs + 6.4055 (4.13)

For the extreme sea states of DLC1.6a and DLC 6.1a the 50 year significant wave height and peak
period were measured to be 10.5 meters and 14.3 seconds, respectively. Eventually, for the frequency
domain model the sea states will be represented by a JONSWAP spectrum. The spectral density of the
surface elevation for the JONSWAP spectrum is given by Equation 4.14

SJS(f) = C(γ) · SPM (f) · γα(f) (4.14)
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Where:

• SJS(f) is the JONSWAP spectral density function (m2/s),
• SPM (f) is the Pierson Moskowitz (PM) spectral density function,
• C(γ) is the normalizing factor,
• γ is the peak-shape parameter,
• α(f) is the peak enhancement function.

The normalizing factor ensures that the JONSWAP spectrum has the same total wave energy as the
PM spectrum:

C(γ) =

∫∞
0

SPM (f)df∫∞
0

SPM (f)γα(f)df
(4.15)

The JONSWAP spectrum recovers the PM spectrum when γ = 1. To account for the sharper peak
observed in storm sea states, a peak enhancement function is introduced:

α(f) = exp

(
− (f − fp)

2

2σ2f2
p

)
(4.16)

Where:

• f is the wave frequency (Hz),
• fp is the peak frequency (Hz),
• σ is the spectral width parameter.

The parameter σ takes different values depending on the frequency,

σ =

{
0.07, f ≤ fp

0.09, f > fp

The peak-shape parameter γ varies based on the ratio Tp/
√
Hs.

γ =


5,

Tp√
Hs

≤ 3.6

exp
(
5.75− 1.15

Tp√
Hs

)
, 3.6 <

Tp√
Hs

≤ 5

1,
Tp√
Hs

> 5

(4.17)

The complete formulation of the JONSWAP spectrum becomes:

SJS(f) = 0.3125 ·H2
s · T−4

p · f−5 · exp

(
−1.25

(
f

fp

)−4
)

· (1− 0.287 ln γ) · γα(f) (4.18)

Final Design Load Cases
Taking the above considerations, the final DLCs that will be taken into account are presented in Ta-
ble 4.9. These loads will be modelled by a rotor averaged Kaimal spectrum and a JONSWAP spectrum
for the dynamic analysis.
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Table 4.9:Wind and wave conditions for the IEA 15 MW turbine

IEA 15 MW
zhub = 144.39 m

Vhub [m/s] V100m [m/s] Hs [m] Tp [s] λ [m] Occurence [%]
Operational DLC 1.1 & 1.2

3 2.83 0.91 7.10 78.79 7.63
5 4.72 1.07 7.22 81.45 10.97
7 6.61 1.25 7.36 84.62 13.79
9 8.50 1.46 7.52 88.41 15.05
11 10.39 1.71 7.72 92.94 14.72
13 12.28 2.00 7.94 98.39 12.70
15 14.17 2.34 8.20 104.97 9.43
17 16.06 2.74 8.50 112.93 5.96
19 17.95 3.20 8.86 122.62 3.73
21 19.84 3.75 9.28 134.47 1.93
23 21.73 4.38 9.77 149.03 0.86
25 23.62 5.13 10.34 167.01 0.32

Operational Wind with Extreme Wave at Rated Wind Speed DLC 1.6a
11.17 - 10.50 14.3 319.27 0.00

Extreme Wind and Wave when Idling DLC 6.1a
41.76 - 10.50 14.3 319.27 0.00

4.2. Optimisation Problem Formulation
Considering the optimisation, four different main pillars are defined. These are selection of the design
variables, definition of the objective function, definition of the constraints and the selection of optimisa-
tion algorithm.

4.2.1. Design Variables
As elaborated upon in Chapter 3, a selection needs to be done to keep the design variables at a
minimum. This will enhance computational time of the optimisation framework while converging to the
most cost-efficient designs. As the TLP is a highly coupled system which greatly depends on the mass,
buoyancy and tendon properties, it is deemed best to incorporate all design variables which may have
a significant effect on these parameters. For this reason the following design variables are taken into
account which together describe the rest of the system.

• Main column diameter
• Main column draft
• Tendon pretension
• Tendon angle
• Pontoon length
• Pontoon diameter

4.2.2. Objective Function
The goal of the optimisation framework is to identify the most cost-efficient design that satisfies all the
constraints while allowing comparability of the results within the study and across other studies. To
achieve this, the model combines variable platform and mooring costs with fixed lifecycle costs, based
on cost models in literature [26] [5]. Eventually, minimising the levelised cost of energy is the objective of
this study. The LCOE represents the net present value of all system costs per MWh of energy produced



4.2. Optimisation Problem Formulation 40

over the system’s operational lifetime. It effectively reflects the minimum selling price per MWh required
to recover all capital, operational and decommissioning costs. The LCOE is defined in Equation 4.19.
Cost models in literature often depend on wind farm capacity and the number of turbines installed. To
scale these models to a single floating wind unit, it is assumed that a typical floating wind farm will
consist of 88 units [26]. Throughout this section, a conversion factor of 0.88 may be applied to convert
costs from US dollars to euro’s.

LCOE =
1.1 · CAPEX+OPEX+ DECEX

LEP
[€/MWh] (4.19)

CAPEX represents the capital expenditures, such as costs related to the construction and installation
of the turbine units. A factor of 1.1 is applied to account for contingencies throughout the process.
OPEX denotes the operational expenditures over the system’s lifetime, while DECEX refers to the
costs associated with decommissioning. LEP is the lifetime energy production of the system.

CAPEX
The first component of the objective function is the CAPEX, which is defined in Equation 4.20.

CAPEX = CTurbine & tower + CElectrical systems + CConstruction + CInstallation [€] (4.20)

The turbine and tower cost and the cost of electrical systems are described by Equation 4.21 and
Equation 4.22.

CTurbine & tower = 1081 · (TC[kW ])0.991 [€] (4.21)

CElectrical systems = CMVAC+CHVAC+CSub-offshore = 299600·Dsub+651250·DCF+245318·DCF [€] (4.22)

Here, TC is the turbine capacity,CMVAC is the cost for inter turbine cables,CHVAC is the cost of a windfarm
to shore transmission cable, CSub-offshore is the cost of an offshore substation, Dsub is the distance of
a floating wind unit to floating wind unit (which is on average 7 rotor diameters [27]) and DCF is the
distance to coastal facilities.

The construction cost includes all expenses related to the materials used in the platform, the cost of
anchors capable of withstanding the required vertical loads and the costs of the tendons itself. This is
evaluated using Equation 4.23, based on the input parameters listed in Table 4.10 and the MBL of the
tendon which is determined by Equation 4.24.

CConstruction = MsteelCsteel +MBallastCBallast + 4 (TpretensionCanchor +MBL · LmoorCmoor) [€] (4.23)

MBL =
Tpre

0.3
(4.24)

Table 4.10: Pricing index of different aspects of the platfrom [61] [4] [105] [26].

Variable Value Unit
Csteel 800 €/tonne

CBallast 150 €/tonne
Canchor 100 €/kN
Cmoor 70 €/m/MN



4.2. Optimisation Problem Formulation 41

For tension leg platforms, installation constitutes a significant portion of the total cost, often exceeding
that of conventional floating platforms. This is primarily due to two factors. First, TLPs are generally
not self-stable, making direct tow-out to the installation site infeasible. Second, the use of tensioned
moorings typically requires additional external ballast during installation to facilitate the connection of
pre-tensioned tendons, introducing further complexity and cost. The cost associated with TLP installa-
tion is estimated using the following expressions where WD is the water-depth.

CInstallation = CStructure-inst + CTurbine-inst + CPort&Staging-inst + CElectrical systems [€] (4.25)

CStructure-inst =

(
99,746,000 + 21,625 ·WD + 75,650 ·DCF

600,000

)
· TC · 0.88 [€]

CTurbine-inst =

(
230,000,000 + 452,861 ·DCF

600,000

)
· TC · 0.88 [€]

CPort&Staging-inst =

(
34,151,022 + 55,231 ·DCF

600,000

)
· TC · 0.88 [€]

CElectrical systems = (128400 ·Dsub + 513375 ·DCF + 32850 · TC) · 0.88 [€]

(4.26)

OPEX
The operational expenditures (OPEX ) associated with the floating unit are defined in Equation 4.27.

OPEX = Cmaintenance + Coperation + Cport [€] (4.27)

The maintenance cost accounts for annual activities such as tendon inspections. The operational cost
includes expenses related to personnel, vessels and logistics required for maintenance operations. The
port cost represents annual fees for the use of port facilities. The total annual OPEX is calculated by
Equation 4.28

OPEX = (50,129.6 + 28.6 + 23.1) · TC · 0.88 [€/yr] (4.28)

DECEX
After an operational lifetime of 25 years, the decommissioning cost of the floating offshore wind turbine
system is estimated by Equation 4.29.

DECEX = 137,500 · TC · 0.88 [€] (4.29)

LEP
The lifetime energy production (LEP) is based on an operational period of 25 years. Using the occur-
rence statistics of every environmental condition (EC) provided in Table 4.9 and the average power
output under each environmental condition, the total energy produced over the system’s lifetime can
be estimated. To account for turbine downtime and maintenance, a capacity factor of 0.55 is applied
[108]. This leads to the following expression for the lifetime energy production:

LEP = 0.55
∑
EC

occurrenceEC · lifetime · Pavg,EC [MWh] (4.30)
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4.2.3. Constraints
When considering the constraints for this study, three categories are defined.

• Constraints on the design variable ranges
• Hard constraints on system performance
• Soft constraints on system performance

Constraints on the Design Variables
The optimisation process may explore a wide range of design options in search of the optimum. How-
ever, allowing an unrestricted design space can significantly increase computational time while leading
to unrealistic or impractical solutions. To maintain efficiency and ensure feasible results, appropriate
bounds are imposed on the design variables.

• Main column diameter:
As the IEA 15MW tower base diameter is 10 meters, this value is the minimum diameter of the
platform main column. The maximum diameter is governed by manufacturability. Current industry
limits allow for steel columns up to 15.5 meters. Assuming future advancements, a maximum
diameter of 20 meters is adopted [72].

10 [m] ≤ Dmain column ≤ 20 [m]

• Main column draft:
The maximum draft is typically limited by the site water depth and installation requirements. As
the water depth at the reference site is 120 meters, a maximum draft of 110 meters is assumed,
allowing for seabed clearance. The minimum draft of 15 meters ensures platform stability and
keeps tendons fully submerged.

15 [m] ≤ Draftmain column ≤ 110 [m]

• Tendon pretension:
Pretension provides the primary stability for TLPs. A minimum value of 500 [kN] allows for design
flexibility, while the maximum of 24 [MN] is based on maximum four tendons per pontoon with an
MBL of ± 20 [MN] each, assuming the maximum pretension is 30% of the MBL [80].

500 [kN] ≤ Tpretension ≤ 24,000 [kN]

• Tendon angle:
To ensure feasible configurations that enhance system stability and dynamic response, the ten-
don angle is constrained to a range known to provide beneficial performance. Below this range,
platform behavior deteriorates due to unfavourable load orientations and reduced restoring capa-
bility [60].

70◦ ≤ αtendon ≤ 90◦

• Pontoon length:
The pontoon length must be at least the main column radius to enable proper attachment. An
upper bound of 60 meters is used to explore the design space, though practical constraints (e.g.,
yard space, transport) may refine this in future work.

Rmain column [m] ≤ Lpontoon ≤ 60 [m]

• Pontoon diameter:
The pontoon diameter is constrained between a minimum of 1 meter and a maximum based on
geometric compatibility with the main column, ensuring all pontoons may be welded onto the
structure. A schematic reasoning can be seen in Figure 4.3

1 [m] ≤ Dpontoon ≤
√
2Rmain column [m]
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Figure 4.3: Schematic overview of the upper limit of the pontoon diameter.

Hard Constraints on System Properties
To efficiently eliminate unfeasible or physically invalid designs early in the optimisation process, several
hard constraints are identified.

• Static equilibrium:
The system’s weight, buoyancy and tendon pretension must be in equilibrium and each compo-
nent must be positive.

Wsystem + Tpretension − Fbuoyancy = 0

with

Wsystem > 0 Tpretension ≥ 0 Fbuoyancy > 0

• Natural frequency exclusion zones:
The system’s natural frequencies may not coincide with the 1P and 3P excitation frequencies of
the wind turbine to avoid resonance-related instability.

fn,i < 0.083Hz or 0.126Hz < fn,i < 0.249Hz or fn,i > 0.378Hz

Soft Constraints on System Performance
Instead of strictly excluding certain designs through hard constraints, soft constraints are used to pe-
nalise violations in amore flexible way. This approach allows the optimisation algorithm to better explore
the design space and identify solutions that may slightly exceed certain limits but could become feasible
with minor design modifications.

• Maximum surge offset:
To limit riser deflection, the maximum surge offset is restricted to 10% of the water depth [46].

xsurge ≤ 12 [m]

• Minimum tendon tension:
To avoid slack events that can cause highly non-linear snap loads, tendons must remain under
tension at all times.

Tmoor,min > 0 [kN]

• Maximum tendon tension:
To avoid tendon failure, the maximum tendon tension is limited to the minimum breaking load
(MBL). An upper bound of 80 [MN] is assumed, accounting for the possibility of multiple tendons
per pontoon.

Tmoor,max < 80,000 [kN]
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• Fatigue damage:
The lifetime fatigue damage must remain below 1.0 to ensure the structural integrity of compo-
nents throughout the operational lifetime.

Dfatigue < 1.0

• RNA acceleration:
To protect the main bearings within the nacelle, the nacelle acceleration is limited to 2.8 [m/s2],
following guidelines used in prior work [85].

anacelle ≤ 2.8 [m/s2]

• Maximum pitch angle:
To prevent excessive dynamic loading and motion on the rotor-nacelle assembly (RNA), the na-
celle pitch angle (static + dynamic) is constrained to 10° [85].

θpitch,nacelle ≤ 10◦

Optimisation Formulation Summary
Combining the objective function and all the constraints the following optimisation formulation could be
constructed.

Objective function f(x) = LCOE =
1.1 · CAPEX+OPEX+ DECEX

LEP
[€/MWh]

Design variables x = {Dmain column, Draftmain column, Tpre, αtendon, Lpontoon, Dpontoon}

Design variable ranges 13m ≤ Dmain column ≤ 20m

15m ≤ Draftmain column ≤ 110m

500 kN ≤ Tpre ≤ 24,000 kN

70◦ ≤ αtendon ≤ 90◦

Rmain column [m] ≤ Lpontoon ≤ 60 [m]

1m ≤ Dpontoon ≤
√
2Rmain column [m]

Hard constraints Wsystem + Tpre − Fbuoyancy = 0

Wsystem > 0, Tpre ≥ 0, Fbuoyancy > 0

fn,i < 0.083Hz or 0.126 < fn,i < 0.249Hz or fn,i > 0.378Hz

Soft constraints xsurge ≤ 12m

Tmoor,min > 0 kN

Tmoor,max < 80,000 kN

Dfatigue < 1

accnacelle ≤ 2.8m/s
2

θpitch,nacelle ≤ 10◦

(4.31)

4.2.4. Optimisation Algorithm
To identify the optimal design parameters for the TLP platform concept, a Genetic Algorithm (GA) was
implemented in Python using the DEAP (Distributed Evolutionary Algorithms in Python) library. Ge-
netic Algorithms are population-based stochastic search techniques inspired by natural selection. A
GA starts with an initial population of candidate solutions (individuals), evaluates their fitness based on
an objective function and iteratively generates new populations through biologically inspired operations
which are selection, crossover and mutation.
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In each generation, individuals are selected based on their fitness. Selected individuals undergo crossover
to exchange parameter values and mutation to introduce variability. The process repeats over multiple
generations, ideally converging towards optimal or near-optimal solutions. The settings of the different
algorithm parameters and their reasoning can be seen in Table 4.11.

Table 4.11: Genetic algorithm settings and reasoning.

Parameter Value Reasoning
Population size 500 A relatively large population improves genetic diversity and therefore exploration of the design

space. This aligns with guidelines for optimisation with more than 5 design variables [103].

Generations 5 Relatively small but based on literature which found that that genetic algorithms in combination with
a large and highly non-linear design space tend to converge more reliably with larger populations.
For this reason less generations are used to remain within computational time limits [106].

Initialization Latin Hypercube Sampling (LHS) LHS ensures a complete of indivduals, aiming to prevent premature convergence. This type of
sampling is recommended in previous research for Genetic algorithms with a highly complex de-
sign space [65].

Selection Tournament (size 3) Efficient method to control the convergence compared to other selection methods. It balances
convergence and diversity [76].

Crossover method Simulated Binary Crossover (SBX) This type of cross over generates children around the parent solutions, with a tunable distribution
controlling the spread. This allows both local exploitation and occasional global exploration. [20].

Crossover probability (pc) 0.8 A common value which promotes exploration by keeping the design space diverse [103].

Mutation method Polynomial Bounded Mutation Commonly used as it remains within the defined bounds and produces fine changes but also
occasionally implements large changes to promote diversity [19].

Mutation probability (pm) 0.17 Often set to 1/n where n is the number of design variables, ensuring diversity but also remaining
within the discovered design space [81].

Constraint handling Penalty-based + feasibility checks Penalty functions are straightforward and effective. Penalty based constraint handling may also
allow for design concepts which just overshoot the constraints to be ’accepted’. These concepts
may be more cost effective in terms of LCOE with only minimal adjustments to stay within the
constraints.

To enhance computational efficiency, the GA is implemented using a three-stage evaluation process:

1. Hard Constraint Check:
Individuals that violate hard physical constraints (as defined in subsection 4.2.3) are immediately
penalised with a large penalty value. This avoids unnecessary computation by excluding physi-
cally infeasible solutions early in the process. The extremely large penalty prevents this individual
to be selected for the next generation.

2. Quasi-static Feasibility Check:
Individuals that violate soft constraints under quasi-static conditions (e.g., surge offset or ten-
don pretension limits) are also rejected by giving them an extremely large penalty. Since such
configurations are expected to remain infeasible under dynamic conditions, this step prevents
unnecessary dynamic simulations and reduces computational cost.

3. Dynamic Evaluation:
Individuals that pass the previous checks proceed to full dynamic simulation. After evaluation,
constraint violations are quantified and a relative penalty is applied to the fitness function to guide
the optimisation process. This penalty is computed as a sum of squared normalized deviations
from the constraint limits, where each term has the form

(
V ariable−Limit

Limit

)2. This ensures smooth
penalisation, where small deviations have a small penalty and large deviations have a quadratic
increasing penalty, and comparability across constraints.

Since each individual design requires independent simulations. A multiprocessing strategy with 20 pro-
cessors was used to evaluate individuals in parallel, reducing the computational time of the optimisation.
A visual representation of the optimisation workflow is shown in Figure 4.4. This figure illustrates how the
genetic algorithm progresses from the initial population, evaluates each design concept based on the
objective function and constraints, and then generates a new population for the next generation. This
process is repeated until the specified number of generations is completed and a most cost-efficient
design is returned.
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Figure 4.4: A schematic workflow of the optimisation problem.

4.3. RAFT Model Construction
As mentioned previously, this research makes use of the RAFT software, developed and published by
the National Renewable Energy Laboratory in 2022 [41]. RAFT is a python based, 6-degree-of-freedom
frequency domainmodelling software originally developed for semi-submersible and spar buoy platform
floating offshore wind turbines. RAFT consists of twomain computational modules. The first is the quasi-
static solver, solve-statics, whose workflow is illustrated in Figure 4.5. Upon completion of the static
equilibrium solution, the solver proceeds to the linear dynamic module, solve-dynamics, as shown in
Figure 4.6.
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Figure 4.5: A schematic of the solve statics workflow in RAFT
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Figure 4.6: A schematic of the solve dynamics workflow in RAFT

After executing the described modules, RAFT provides both the mean value and the power spectral
density (PSD) for the systems response. The standard deviation of the response is obtained as the
square root of the zeroth spectral moment of the one-sided PSD. This is calculated by Equation 4.32,
where ξ is the complex response amplitude. Based on this standard deviation, the corresponding max-
imum and minimum values of the response can be estimated using Equation 4.33.

σ =
√
0.5 |ξ|2 (4.32)

Variablemax/min = mean ± 3σ (4.33)

To adapt the software for the specific requirements of this research, several key modifications were
implemented. These modifications are highlighted in red in the flowcharts presented in Figure 4.5 and
Figure 4.6 and are summarised below.

• Inclusion of tower flexibility in the model.
• Implementation of tension leg mooring system dynamics.
• Integration of second-order sum-frequency load calculations.
• Incorporation of a fatigue damage estimation.

In addition to these extensions, computational efficiency was improved by reducing the number of active
degrees of freedom where possible. Since pitch and fore-aft bending typically dominate the structural
response of floating wind turbines, particularly under unidirectional wind and wave loading, the dynamic
analysis was restricted to three primary degrees of freedom. These degrees of freedom are surge,
heave and pitch. All other DOFs were constrained in order to reduce the computational cost during
the optimisation process while retaining the essential dynamic behaviour of the system. However, the
implementations give a basis for modelling in global 6 DOF, which could be further developed in future
research.
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4.3.1. Tower Flexibility
By modelling the tower using Euler-Bernoulli beam elements RAFT was extended from a rigid-body
6-DOF model to a coupled system that includes both rigid-body motions and flexible tower dynamics.
This was achieved by implementing a finite element (FEM) model, discretising the tower into a series
of beam segments as described in Section 3.1. A detailed overview of the properties per beam element
can be seen in Section B.2. The floater properties are transformed and added to the base tower node
through a rigid connection. Allowing for simple and straightforward integration of the tower and floater.

To account for structural damping, Rayleigh damping was applied with a damping ratio of 2% of critical
damping. The damping coefficients were selected such that both the global surge mode and the first
pitch-bending mode are damped.

4.3.2. Tension Leg Mooring
RAFT originally relies on the external MoorPy software package to compute catenarymooring properties.
To enable compatibility with tension leg mooring systems, a custom tension leg mooring module was
implemented within MoorPy. This extension allows the software to compute the quasi-static equilibrium
of the TLP mooring system and return the corresponding analytically determined linearised mooring
stiffness matrix at an offset position. This capability is essential for system-level linearisation and is
based on the mooring stiffness formulation described in Chapter 3.

In the original RAFT implementation, the power spectral density (PSD) of the tendon tension was es-
timated using a tension Jacobian derived via a forward finite difference scheme. While this method is
appropriate for catenary moorings, it is not suitable for tension leg systems due to their highly coupled,
non-linear and stiff response characteristics. To address this limitation, a new approach was introduced
wherein tendon tension variations are directly computed in the frequency domain from the platform
motion. Given the frequency-dependent displacement and rotation of the platform, the resulting trans-
lations and rotations of each fairlead are determined. With the fairlead positions known, the elongation
of each tendon is calculated. The corresponding tension variation is then computed using the following
linear relationship.

Tmoor,i(ω) =
EA ·∆Li(ω)

L0
(4.34)

where EA is the axial stiffness of the tendon, ∆Li(ω) is the dynamic elongation of the i-th tendon at
frequency ω, and L0 is the unstretched length.

4.3.3. Sum-Frequency Force Approximation
As described in Chapter 3, sum-frequency wave forces can have significant contributions to the struc-
tural response of tension leg platforms and should therefore be accounted for. Using the slender-body
approximation developed by Rainey [92], the second-order wave loads due to sum-frequency inter-
actions can be approximated. These forces originate from the quadratic interactions of linear wave
components. Given a wave energy spectrum S(ω), the amplitude of the second-order sum-frequency
excitation force in degree of freedom iDOF at frequency ωk = ωi + ωj is calculated by Equation 4.35.

f
(+)
iDOF

(ωk) = 4

√√√√ N∑
i=0

N∑
j=i

S(ωi)S(ωj)
∣∣∣Q(+)

iDOF
(ωi, ωj , β)

∣∣∣2 ·∆ω (4.35)

Key in this equation is to calculate the sum-frequency QTF, Q(+)
iDOF

(ωi, ωj , β). The underlying physics is
governed by the second-order sum-frequency potential ϕ(2)

+ , which satisfies the following equation.

F⃗pot2 = −ρ∇ϕ
(2)
+ (4.36)

This potential arises from the non-linear interaction between two linear wave components with frequen-
cies ω1 and ω2 and associated wave numbers k1, k2. The combined wave vector that results from this
interaction is described by Equation 4.37.
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k⃗+ = k⃗1 + k⃗2 =

k1 cosβ1 + k2 cosβ2

k1 sinβ1 + k2 sinβ2

0

 , ∥k⃗+∥ = k+ (4.37)

Here, β1 and β2 are the wave headings of the incident components. The sum-frequency potential coef-
ficient is approximated using Rainey’s formulation which is expressed by the following equation.

γ
(+)
12 =

−ig

2ω1
·
k21
(
1− tanh2(k1h)

)
+ 2k1k2 (1 + tanh(k1h) tanh(k2h))

(ω1+ω2)2

g + k+ tanh(k+h)
(4.38)

γ
(+)
21 =

−ig

2ω2
·
k22
(
1− tanh2(k2h)

)
+ 2k2k1 (1 + tanh(k2h) tanh(k1h))

(ω1+ω2)2

g + k+ tanh(k+h)
(4.39)

γ(+) =
1

2

(
γ
(+)
12 + γ

(+)
21

)
(4.40)

Here, z is the vertical coordinate (positive upwards, with z = 0 at the mean free surface). The vertical
distribution of the second-order potential is expressed by Equation 4.41.

A
(+)
xy (z) =

cosh(k+(z + h))

cosh(k+h)
, A(+)

z (z) =
sinh(k+(z + h))

cosh(k+h)
(4.41)

The resulting Eulerian acceleration field due to the second-order potential is described by the following
equation.

a⃗(+)(r⃗) =

γ(+)A
(+)
xy (k1 cosβ1 + k2 cosβ2)

γ(+)A
(+)
xy (k1 sinβ1 + k2 sinβ2)

iγ(+)A
(+)
z k+

 (ω1 + ω2) · exp
(
−ik⃗+ · r⃗

)
(4.42)

The second-order dynamic pressure field is given by Equation 4.43.

p(+)(r⃗) = −iρ(ω1 + ω2)γ
(+)A

(+)
xy exp

(
−ik⃗+ · r⃗

)
(4.43)

To compute the wave loads on the structure, the local particle acceleration and pressure are evaluated
along eachmember of the structure. These quantities are used in the strip-theory framework to compute
the distributed hydrodynamic forces by the following equation.

f⃗inertial = ρ vi [(1 + Ca1)P1 + (1 + Ca2)P2] a⃗
(+) (4.44)

Here, vi is the submerged volume per unit length, Ca1, Ca2 are the added mass coefficients in two
principal directions, and P1, P2 are the associated projection matrices. In addition to the inertial force,
the pressure-induced force is evaluated by Equation 4.45.

f⃗pressure = A · p(+) · n⃗ (4.45)

Here, A is the cross-sectional area and n⃗ is the unit normal vector. An axial correction term is also
included for axial surfaces to the waves, such as the pontoon surface.

f⃗axial = ρ vi Ca,end ·Qa⃗(+) (4.46)
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Here, Ca,end is an end correction factor and Q is the projection matrix along the axial direction. The
total second-order sum-frequency force per unit length is given by the following equation.

f⃗
(+)
2nd = f⃗inertial + f⃗pressure + f⃗axial (4.47)

Each local force vector is converted to a generalized force in 6 degrees of freedom with Equation 4.48.

F⃗6DOF =

[
f⃗

r⃗ × f⃗

]
(4.48)

This contribution is integrated over the length of each member and added to the QTF matrix by Equa-
tion 4.49.

Q
(+)
iDOF

(ωi, ωj , βh) += FiDOF
·∆z (4.49)

To reduce computational cost, only the upper triangle of the QTF is computed. The lower triangle is
filled by using the symmetry of the sum QTF and mirroring the upper triangle to the lower triangle. The
complete QTF matrix is then used in Equation 4.35 to evaluate the total second-order sum-frequency
wave excitation forces acting on the structure for an arbitrary wave spectrum and direction.

4.3.4. Dirlik Fatigue Estimation
This research focuses on the optimisation of the substructure of the floating wind turbine system. Ac-
cordingly, fatigue life constraints are imposed on the structural components. It is assumed that the most
fatigue critical region of the substructure is the connection between the pontoon and the main column
because this connection experiences large bending moments from the tendon tension variation.

Fatigue analysis is typically performed using cycle counting methods applied to time-domain stress sig-
nals. However, as this study does not utilise time-domain simulations, an alternative frequency-domain
approach is adopted. Specifically, the Dirlik method is employed to estimate fatigue damage. This
method is well-established in literature and has demonstrated both accuracy and robustness across a
wide range of loading conditions and spectral shapes [7]. It is based on the spectral moments of dy-
namic stress fluctuations rather than explicit cycle counting. Additionally, mean stresses are taken into
account with Goodman correction [18]. To estimate the mean stress and the stress variation spectrum
at the critical connection point, the structural system is idealised as shown in Figure 4.7. The result-
ing balance of forces and moments at the pontoon-to-column interface is described by the following
equations.

Figure 4.7: Schematic representation of varying loads on the pontoon-column connection.
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Fxmean = Tprex Fxvariable = T ′
moor,amp-x

Fzmean = Tprez + Fweight − FBuoyancy Fzvariablez
′ = T ′

moor,amp-z

Mymean = Tprez · Lpontoon + (Fweight − FBuoyancy) ·
Lpontoon

2
Myvariable = T ′

moor,amp-z · L′
pontoon

(4.50)

Using the force and moment balance above, the corresponding stress components at the connection
point are calculated as follows.

σyy =
0.5DoMy

I
, σaxial =

Fx

A
, τz =

Fz

A
,

I =
π

64
(D4

o −D4
i ), A =

π

4
(D2

o −D2
i ),

(4.51)

The total stress range is computed using the von Mises criterion, with appropriate stress concentration
factors (SCFs) applied to account for geometric discontinuities at the welded joint. These SCFs are
detailed in Appendix B. The von mises stress is determined for both the dynamic and the mean stress,
where the dynamic stress depends on frequency and the mean stress is constant.

σvm(ω) =
√
(σyy(ω) · SCFbending)2 + (σaxial(ω) · SCFaxial)2 + 3τz(ω)2 (4.52)

Using the dynamic stress at the critical location, the probability density function (pdf) of stress ranges
is derived via the Dirlik method, which utilises the first four spectral moments of the stress power spec-
tral density. The resulting pdf is given by Equation 4.53 where the different variables are defined in
Equation 4.54.

pdf(Z) =
1

2
√
m0

[
D1

Q
e−

Z
Q +
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2R2 +D3Ze−
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]
(4.53)
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(4.54)

With this probability density function, the expected number of cycles at each stress range Z can be
calculated by Equation 4.55 where T is the exposure time and fp is the peak crossing frequency, defined
by Equation 4.56.

ncycles(Z) = fp · T · pdf(Z) (4.55)

fp =

√
m4

m2
(4.56)

To compute the number of cycles to failure for each stress range, the SN-curve given in DNV-RP-C302
for welded joints under water is used which is expressed in Equation 4.57.

N(S) =

{
1015.091−5 log10(S), if S < 65.816MPa
1011.455−3 log10(S), if S ≥ 65.816MPa

(4.57)

Here S is the stress range which is corrected for due to the mean stress component by the goodman
correction described in Equation 4.58.
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Scorrected =
S

1− σvm−mean

σy

(4.58)

Finally, the total fatigue damage over all stress ranges is obtained using Miner’s rule.

Dtot =
∑ ncycles(Z)

N(Z)
(4.59)

IfDtot < 1, the connection is considered to have sufficient fatigue life over the design lifetime. The use of
the Dirlik method in this context allows for efficient frequency-domain fatigue estimation and identifying
designs which perform well in terms of fatigue while maintaining acceptable accuracy in the absence
of time-domain simulations.

4.4. OrcaFlex Validation Model
To assess whether the RAFT model produces physically meaningful results and to determine the suit-
ability for the optimisation study, a validation model is constructed using OrcaFlex. OrcaFlex is an
industry-standard software tool widely used in offshore engineering. It is considered validated, making
it a suitable software for model comparison. The OrcaFlex validation model is constructed in two main
steps.

• Performing an OrcaWave analysis.
• Building and simulating the OrcaFlex simulation model.

4.4.1. OrcaWave Analysis
To validate the slender body approximation and the implementation of sum-frequency forces in RAFT,
an OrcaWave diffraction analysis is performed. The structure was first reconstructed and meshed in
Fusion 360, as shown in Figure 4.8. The resulting mesh was then imported into OrcaWave for hydro-
dynamic analysis using the wave frequency and heading conditions listed in Table 4.12.

Figure 4.8:Wave mesh used in OrcaWave analysis.

Table 4.12: Frequency and heading values used in the OrcaWave
analysis.

Frequency [rad/s] Heading [deg]
0.25 0
0.50 45
0.75 90
1.00 135
1.25 180
1.50 225
1.75 260
2.00 305
2.25 360
2.50
2.75
3.00
3.25
3.50



4.4. OrcaFlex Validation Model 54

4.4.2. OrcaFlex Simulation Model
The Orcaflex simulation model is constructed by first implementing the rigid platform geometry. The
platform is moored to the seabed using Link elements, which are massless, have no bending stiffness
and possess only linear axial stiffness which is consistent with the RAFT implementation. The tower is
modelled using a Line object with the same discretisation and physical properties as the tower in RAFT.
On top of the tower, the IEA 15 MW reference turbine is placed using the built-in Turbine object, includ-
ing a controller and Blade Element Momentum (BEM) aerodynamic modelling. A visual representation
of the full simulation setup is shown in Figure 4.9.

Figure 4.9: Representation of the OrcaFlex simulation model.

This simulation model is used to run one-hour time-domain simulations with the same spectral inputs
of irregular waves and turbulent wind to ensure that the amount of spectral energy put into the system
is the same for both models. The resulting time series are processed via Fast Fourier Transform (FFT)
to obtain power spectral densities and statistical response data, which can then be directly compared
with RAFT outputs for validation purposes.



5
RAFT Model Validation

To validate the newly implemented features and the simulation results produced by RAFT, a systematic
validation study was conducted. This study involved comparisons with a reference model developed in
OrcaFlex. In order to give a complete overview the following comparison steps were performed.

• Modal analysis comparison: Comparison of the newly implemented modal analysis extension
in RAFT against the modal analysis results obtained from OrcaFlex.

• Quasi-static response comparison: Assessment of the platform’s static equilibrium response
under varying nacelle thrust loads, comparing RAFT and OrcaFlex outputs.

• Wave loading comparison: Evaluation of the dynamic platform response under wave excitation
in two scenarios where the first one only includes first-order wave forces and the second one
includes both first- and second-order wave forces. In addition, a comparison study is performed
to asses the implementation of sum-frequency forces in RAFT.

• Wind–wave loading comparison: Analysis of the system response under combined wind and
wave excitation, also conducted in two stages where the first one includes wind and first-order
waves and the second one includes wind, first-order and second-order waves.

• Added mass and damping comparison: Comparison of the results with RAFT’s linearised hy-
drodynamic coefficients against frequency dependent hydrodynamic coefficients from Orcwave.

• Tendon angle influence: The influence of tendon angle on response is assessed, where a com-
parison is made using the base case with tendons inclined at 80◦.

• Modelling Effects, Consequences&Limitations:Evaluation of the consequences of linearising
TLPWTs in the current RAFT setup and limitations for the overall fidelity and applicability of RAFT
in the optimisation framework.

5.1. Modal Analysis Comparison
Table 5.1 presents a comparison between the dominant modes identified in RAFT and OrcaFlex, which
are visualised with magnified excursions in Figure 5.1 and Figure 5.2. These two modes were specifi-
cally selected because they dominate the degrees of freedom assessed in this research and are located
near the excitation force frequency ranges. Since the TLP is a relatively stiff structure, the higher-order
modes occur at significantly higher frequencies and are thus less likely to be excited under operational
conditions. This will also become evident in the remainder of this comparison study.

Overall, RAFT andOrcaFlex exhibit comparable modal characteristics. A slight discrepancy is observed
in the first pitch-bending frequency, suggesting that the RAFT model has a slightly stiffer structure in
pitch-bending compared to Orcaflex. Nonetheless, the differences remain small and are not expected
to significantly affect the dynamic response predictions in the frequency ranges of interest. This com-
parison shows that the implementation of a flexible turbine tower in RAFT is in line with the Orcaflex
results.

55
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Table 5.1: Comparison of dominant modes between RAFT and OrcaFlex.

Mode RAFT [s] OrcaFlex [s] ∆ [%]
Surge 31.02 31.02 -0.02

1st Pitch-Bending 3.67 3.85 4.72

Figure 5.1: A visual representation of the governing mode shapes in RAFT.

Figure 5.2: A visual representation of the governing mode shapes in Orcaflex.
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5.2. Quasi-static Comparison
Following the modal analysis comparison, a quasi-static comparison was performed to assess the
accuracy of the tension leg specific quasi-static solver for the mooring system, which was added in
this research implemented in both MoorPy and RAFT. To carry out this validation, a range of mean
thrust loads is applied at the nacelle from which the resulting platform responses in surge, heave, pitch
and fore-aft tendon tensions are compared between RAFT and OrcaFlex. The applied loading spans
from the thrust at cut-in wind speed up to 1.5 times the thrust at rated wind speed. Although thrust
levels beyond approximately 2.75MN are not expected to occur in real operational conditions, they are
included in the analysis to evaluate the robustness of the quasi-static solver under extreme scenarios.
The results of this comparison are shown in Figure 5.3.

Figure 5.3: Comparison of quasi-static analysis between RAFT and OrcaFlex.

The results demonstrate a strong agreement between RAFT and OrcaFlex, confirming the accuracy of
the newly implemented quasi-static formulation in RAFT/MoorPy. Additionally, the non-linear trend in
heave displacement with increasing load is noteworthy and aligns with similar observations reported in
literature [98].
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5.3. Wave Case Comparison
After the quasi-static comparison, RAFT’s performance under wave loading was assessed. This dy-
namic comparisons study was done for both a mild and an extreme sea state, under the assumption
that these cases sufficiently span the range of operational conditions and thus serve to validate the
RAFT model’s dynamic accuracy. Before continuing with this dynamic analysis, several important re-
marks should be made. The dynamic validation is based on a statistical comparison between OrcaFlex
and RAFT. The following variables, related to the dynamic constraints in the optimisation framework,
are selected for comparison.

• Surge and pitch motions at both the floater and the hub, as these are the dominant degrees of
freedom under the unidirectional load cases considered in this study.

• Fore and aft tendon tensions, which are critical for assessing the risk of exceeding the maximum
allowable tendon tension and identifying potential slack events. In the system under investigation,
the fore tendon typically experiences the highest tensions, while the aft tendon is subjected to the
lowest tensions.

• Nacelle acceleration in surge direction, as it is a key parameter in turbine generator design which
relates to turbine performance and fatigue.

The statistics of these response variables are compared using tables such as Table 5.2. These tables
present the mean values, standard deviations and the corresponding maxima and minima. Additionally,
the relative differences between RAFT and Orcaflex are shown for the standard deviations, providing
insight into differences in the dynamic response, and the maxima and minima, providing insight into the
overall differences. The relative differences are computed using Equation 5.1, where a negative value
indicates that RAFT overestimates the response relative to OrcaFlex, while a positive value indicates
that RAFT underestimates OrcaFlex.

∆rel[%] =
OrcaFlex− RAFT

OrcaFlex
(5.1)

Discrepancies between the statistical results of OrcaFlex and RAFT are further analysed using the
corresponding power spectral densities (PSDs). A selection of relevant PSDs is shown, but additional
PSDs for load cases used in this validation study are provided in Appendix C. Next to this, several
assumptions and boundary conditions are important to note.

• RAFT and the Orcaflex model have identical input spectral energy distributions for the wind and
wave spectra.

• In the two models, the same constant added mass is applied and viscous damping values are
approximately equal.

• The Orcaflex PSDs are constructed from one-hour OrcaFlex time-domain simulations.

5.3.1. Comparison with First-order Waves
Table 5.2 shows the statistical comparison between RAFT and OrcaFlex subjected to first-order wave
loading. The results show relatively good agreement. However, it can be observed that with increasing
wave height, RAFT increasingly overestimates the pitch response, as highlighted in Table 5.2.

Since pitch motion and tendon tensions are closely related, this also leads RAFT to overestimate the
maximum tendon tension and underestimate the minimum tendon tension. This trend is further illus-
trated in Figure 5.4, which shows that RAFT overestimates the pitch response, mainly caused by the
coupling between surge and pitch motions. To further elaborate on this, Figure 5.5 shows how the surge
stiffness increases non-linearly with platform excursion. Because RAFT assumes linear stiffness, it un-
derestimates the effective surge stiffness at larger displacements. This leads to an overestimation of
the surge response, which in turn causes an overestimation of the pitch response due to surge–pitch
coupling. This highlights a consequence and therefore also a limitation of RAFT’s linearised approach.

In this comparison, the main difference between the RAFT and OrcaFlex models is this non-linearity
of the mooring system, which is fully captured in OrcaFlex time domain simulations. Therefore, this
analysis not only compares the RAFT response to Orcaflex response under first order waves, but also
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provides insight into the effects of linearising mooring stiffness. This shows that linearising the mooring
system can cause discrepancies up to ± 10% compared to non-linear time domain simulations for the
current base case configuration.

Table 5.2: Statistical comparison of RAFT and OrcaFlex simulations under first-order wave loading with Hs = 2 [m],
Tp = 7.94 [s] and Hs = 5 [m], Tp = 10.34 [s] with Vw = 0 [m/s].

Hs Vw Quantity Unit Mean_RAFT Mean_OrcaFlex Std_RAFT Std_OrcaFlex ∆ Std [%] Max_RAFT Max_OrcaFlex Min_RAFT Min_OrcaFlex ∆ Max [%] ∆ Min [%]
2 0 Surge (platform) m 0.00 0.00 0.19 0.18 -5.07 0.56 0.53 -0.56 -0.53 -5.08 5.05

2 0 Pitch (platform) deg 0.00 0.00 0.00 0.00 0.77 0.01 0.01 -0.01 -0.01 0.79 -0.75

2 0 Surge (hub) m 0.00 0.00 0.22 0.22 -2.71 0.66 0.65 -0.66 -0.65 -2.71 2.70

2 0 Pitch (hub) deg 0.00 0.00 0.03 0.03 5.50 0.08 0.09 -0.08 -0.09 5.53 -5.48

2 0 Downwind tendon kN 14000.00 13995.21 306.64 312.43 1.85 14919.93 14932.51 13080.07 13057.91 0.08 -0.17

2 0 Upwind tendon kN 14000.00 13995.58 306.63 307.09 0.15 14919.90 14916.84 13080.10 13074.32 -0.02 -0.04

2 0 RNA accel. (X) m/s2 0.00 0.00 0.14 0.14 -0.29 0.42 0.42 -0.42 -0.42 -0.32 0.26

5 0 Surge (platform) m 0.00 0.00 0.78 0.76 -3.50 2.35 2.26 -2.35 -2.27 -3.64 3.36

5 0 Pitch (platform) deg 0.00 0.00 0.02 0.02 -9.44 0.05 0.05 -0.05 -0.05 -9.47 9.40

5 0 Surge (hub) m 0.00 0.00 0.88 0.87 -1.74 2.65 2.60 -2.65 -2.61 -1.86 1.62

5 0 Pitch (hub) deg 0.00 0.00 0.08 0.08 2.32 0.23 0.23 -0.23 -0.23 2.33 -2.31

5 0 Downwind tendon kN 14000.00 13999.19 1097.98 1020.12 -7.63 17293.93 17059.56 10706.07 10938.82 -1.37 2.13

5 0 Upwind tendon kN 14000.00 13997.22 1097.96 998.35 -9.98 17293.87 16992.26 10706.13 11002.18 -1.77 2.69

5 0 RNA accel. (X) m/s2 0.00 0.00 0.37 0.37 -2.04 1.12 1.10 -1.12 -1.10 -2.07 2.01

(a) Floater surge and pitch PSD. (b) Nacelle surge and pitch PSD.

Figure 5.4: Power spectral density comparisons at Hs = 5 [m], Tp = 10.34 [s], Vw = 0 [m/s] subjected to first-order waves
(continued on next page).
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(c) Nacelle acceleration PSD. (d) Fore and aft tendon tension PSD.

Figure 5.4: (continued) Power spectral density comparisons at Hs = 5 [m], Tp = 10.34 [s], Vw = 0 [m/s] subjected to
first-order waves.

Figure 5.5: The surge stiffness (K11) with increasing excursion.
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5.3.2. Comparison with First- & Second-order Waves
When introducing second-order wave loading, the primary difference compared to the first-order case
is that RAFT underestimates the surge response by approximately 8%, as highlighted in Table 5.3.
As shown in Figure 5.6, this underestimation originates from the fact that RAFT produces a narrower
response peak at the second-order difference-frequency excitation frequency.

This observation may indicate two contributing factors. First, RAFT may have slightly lower damping
than OrcaFlex, resulting in a sharper but taller response peak at the difference-frequency. Determining
and applying the same damping for both models remains a challenge experienced also in other studies
[13]. Second, the discrepancy could originate from RAFT overestimating the second-order difference-
frequency excitation forces compared to OrcaFlex. This is consistent with previous studies that em-
ployed a similar approximation method for modelling second-order loads [13].

Table 5.3: Statistical comparison of RAFT and OrcaFlex simulations under first-order wave loading with Hs = 2 [m],
Tp = 7.94 [s] and Hs = 5 [m], Tp = 10.34 [s] with Vw = 0 [m/s].

Hs Vw Quantity Unit Mean_RAFT Mean_OrcaFlex Std_RAFT Std_OrcaFlex ∆ Std [%] Max_RAFT Max_OrcaFlex Min_RAFT Min_OrcaFlex ∆ Max [%] ∆ Min [%]
2 0 Surge (platform) m 0.00 0.00 0.19 0.18 -5.07 0.56 0.53 -0.56 -0.53 -5.08 5.05

2 0 Pitch (platform) deg 0.00 0.00 0.00 0.00 0.77 0.01 0.01 -0.01 -0.01 0.79 -0.75

2 0 Surge (hub) m 0.00 0.00 0.22 0.22 -2.71 0.66 0.65 -0.66 -0.65 -2.71 2.70

2 0 Pitch (hub) deg 0.00 0.00 0.03 0.03 5.50 0.08 0.09 -0.08 -0.09 5.53 -5.48

2 0 Downwind tendon kN 14000.00 13995.21 306.64 312.43 1.85 14919.93 14932.51 13080.07 13057.91 0.08 -0.17

2 0 Upwind tendon kN 14000.00 13995.58 306.63 307.09 0.15 14919.90 14916.84 13080.10 13074.32 -0.02 -0.04

2 0 RNA accel. (X) m/s2 0.00 0.00 0.14 0.14 -0.29 0.42 0.42 -0.42 -0.42 -0.32 0.26

5 0 Surge (platform) m 0.00 0.00 0.78 0.76 -3.50 2.35 2.26 -2.35 -2.27 -3.64 3.36

5 0 Pitch (platform) deg 0.00 0.00 0.02 0.02 -9.44 0.05 0.05 -0.05 -0.05 -9.47 9.40

5 0 Surge (hub) m 0.00 0.00 0.88 0.87 -1.74 2.65 2.60 -2.65 -2.61 -1.86 1.62

5 0 Pitch (hub) deg 0.00 0.00 0.08 0.08 2.32 0.23 0.23 -0.23 -0.23 2.33 -2.31

5 0 Downwind tendon kN 14000.00 13999.19 1097.98 1020.12 -7.63 17293.93 17059.56 10706.07 10938.82 -1.37 2.13

5 0 Upwind tendon kN 14000.00 13997.22 1097.96 998.35 -9.98 17293.87 16992.26 10706.13 11002.18 -1.77 2.69

5 0 RNA accel. (X) m/s2 0.00 0.00 0.37 0.37 -2.04 1.12 1.10 -1.12 -1.10 -2.07 2.01

(a) Floater surge and pitch PSD. (b) Nacelle surge and pitch PSD.

Figure 5.6: Power spectral density comparisons at Hs = 5 [m], Tp = 10.34 [s], Vw = 0 [m/s] subjected to first- and
second-order waves (continued on next page).
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(c) Nacelle acceleration PSD. (d) Fore and aft tendon tension PSD.

Figure 5.6: (continued) Power spectral density comparisons at Hs = 5 [m], Tp = 10.34 [s], Vw = 0 [m/s] subjected to first- and
second-order waves.

Sum-Frequency Force Contribution
The sum-frequency force contribution is present but of negligible impact for this particular floater de-
sign as can be seen when comparing Figure 5.4 with Figure 5.6. It can be seen that the pitch response
at approximately 0.27 [Hz] increases with about 30% from 0.0007 to 0.001 [deg2/Hz]. However, com-
pared to the first-order wave peak this remains negligible. For other designs, the contribution of sum-
frequency forces may become significant and therefore, the implementation of sum-frequency forcing
in RAFT is further researched in this section. In Figure 5.7, it can be seen that the accuracy of the
sum-frequency force approximation is relatively accurate compared to the sum frequency force calcu-
lation by full diffraction and on-linear time domain analysis. However, the contribution remains small
compared to the first-order forcing which can seen in in the lower and zoomed in graph in Figure 5.7.

The discrepancy in the sum-frequency force calculation originates from the limitations of the Rainey
approximation, which is primarily accurate for low ka values, where k is the wave number and a is
the cylinder radius. This highlights a known limitation of the sum-frequency force model in RAFT for
this specific floater geometry. Figure 5.8 compares the surge sum-frequency force calculated using
the Rainey approximation with results from other semi-analytical methods and a CFD-based approach.
The figure illustrates that as ka increases, the Rainey approximation significantly overestimates the
sum-frequency force. For reference, the ka value is 0.338 for the current base case design with the
load case corresponding to Figure 5.7. This value explains the observed overestimation in RAFT and
aligns with findings in previous literature [94].
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Figure 5.7: A sum-frequency force comparison between RAFT and Orcaflex for Hs = 5 [m], Tp = 10.34 [s], VW = 0 [m/s].

Figure 5.8: The sum-frequency force in surge (x) for different calculation methods [94].

Since the sum-frequency forces are several orders of magnitude smaller than the first-order wave
forces and the differences with the OrcaFlex calculations remain within an acceptable margin, the
current sum-frequency approximation is considered sufficient for the purpose of this study to take into
account the influence of sum-frequency forces for TLP design. Next to this, RAFT tends to overestimate
the contribution of sum-frequency forces, which results in more conservative design results instead of
design results which, with more accurate analysis, would not meet the constraints.
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5.4. Wind/Wave Case Comparison
After comparing the wave-only load cases between RAFT and OrcaFlex, where all discrepancies re-
main within a 10% error margin, wind loading is introduced to further evaluate the RAFT model. The
addition of aerodynamic forcing leads to larger platform offsets and more complex coupled dynamics.
First, the effect of wind loads in combination with first-order wave loading is assessed. After this, the full
combination of first- and second-order wave loading together with wind loading is analysed to evaluate
RAFT’s performance under realistic and operational conditions.

5.4.1. Comparison with First-order Waves & Wind
Table 5.4 presents the statistical comparison between RAFT and OrcaFlex for two wind load cases.
One load case has a moderate wind speed and one near the rated wind speed. It becomes clear that
the dynamic discrepancies between RAFT and OrcaFlex increase significantly compared to the results
without wind loading.

At lower wind speeds, RAFT underestimates both surge and pitchmotions by approximately 20%, which
also leads to an underestimation of tendon tensions. As the wind speed increases, RAFT continues to
underestimate the dynamic surge response up to 30%, but starts to overestimate the pitch response.
This shift indicates an increasing difference of RAFT’s aerodynamic load modelling and coupled re-
sponse prediction.

Table 5.4: Statistical comparison of RAFT and OrcaFlex simulations under first-order wave and wind loading with Hs = 1 [m],
Tp = 7.22 [s], Vw = 5 [m/s] and Hs = 2 [m], Tp = 7.94 [s], Vw = 13 [m/s].

Hs Vw Variable Unit Mean_RAFT Mean_OrcaFlex Std_RAFT Std_OrcaFlex STD [%] Max_RAFT Max_OrcaFlex Min_RAFT Min_OrcaFlex ∆Max [%] ∆Min [%]

1 5 Surge (platform) m 0.81 0.81 0.24 0.30 20.44 1.52 1.70 0.11 -0.07 10.76 -241.37

1 5 Pitch (platform) deg 0.03 0.03 0.01 0.01 20.09 0.06 0.07 0.01 0.00 10.15 -729.38

1 5 Surge (hub) m 1.05 1.02 0.28 0.36 22.12 1.89 2.11 0.20 -0.06 10.14 -416.78

1 5 Pitch (hub) deg 0.12 0.12 0.03 0.04 18.39 0.22 0.24 0.01 -0.01 10.01 -292.66

1 5 Downwind tendon kN 11921.36 11815.66 570.02 712.35 19.98 13631.44 13952.69 10211.29 9678.62 2.30 -5.50

1 5 Upwind tendon kN 16085.77 16182.30 569.96 715.96 20.39 17795.64 18330.17 14375.90 14034.43 2.92 -2.43

1 5 RNA accel. (X) m/s2 0.02 0.00 0.07 0.07 -3.11 0.23 0.20 -0.19 -0.20 -12.88 -6.66

2 13 Surge (platform) m 2.09 2.01 0.52 0.76 30.78 3.66 4.27 0.52 -0.26 14.39 -296.73

2 13 Pitch (platform) deg 0.08 0.07 0.02 0.02 -10.99 0.14 0.12 0.03 0.03 -13.06 -20.54

2 13 Surge (hub) m 2.70 2.52 0.60 0.83 26.93 4.51 5.00 0.89 0.05 9.80 -1771.45

2 13 Pitch (hub) deg 0.30 0.26 0.07 0.06 -10.81 0.49 0.44 0.10 0.09 -11.80 -15.87

2 13 Downwind tendon kN 8623.20 8616.26 1124.24 1007.50 -11.59 11995.94 11638.75 5250.47 5593.76 -3.07 6.14

2 13 Upwind tendon kN 19424.60 19420.79 1125.03 1019.23 -10.38 22799.68 22478.50 16049.52 16363.09 -1.43 1.92

2 13 RNA accel. (X) m/s2 0.05 0.00 0.14 0.14 -2.17 0.47 0.41 -0.37 -0.41 -14.48 -10.13

Figure 5.9 presents the power spectral densities of RAFT and OrcaFlex for a case with Hs = 1 [m],
Tp = 7.22 [s], V w = 5 [m/s]. The figure demonstrates that RAFT captures the first-order wave
response accurately. However, the introduction of wind loading results in a narrower PSD with higher
peaks in the RAFT model. This corresponds to a smaller area under the PSD curve, indicating reduced
overall dynamic energy in both pitch and surge responses. This difference arises primarily from the
linearisation of the turbine controller and wind loading in RAFT. In contrast, OrcaFlex employs a non-
linear controller and wind model, which introduces broader spectral energy distribution. As a result,
more energy is present near the system’s natural frequencies, leading to increased excitations.
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(a) Floater surge and pitch PSD. (b) Nacelle surge and pitch PSD.

(c) Nacelle acceleration PSD. (d) Fore and aft tendon tension PSD.

Figure 5.9: Power spectral density comparisons at Hs = 1 [m], Tp = 7.22 [s], Vw = 5 [m/s] subjected to first-order waves and
wind loading.

When looking at the PSD of the case with Hs = 2 [m], Tp = 7.94 [s], V w = 13 [m/s] in Figure 5.10,
it becomes clear that RAFT underestimates Orcaflex due to an underestimation of the low frequency
response resonance at the surge natural frequency. This is most likely due the same reason as the
previous load case of more spectral energy being absorbed at the systems surge natural frequency,
leading to increased response. For this load case however, the pitch response gets overestimated.
This is due to the large peak at a almost 0 frequency which gets amplified by the surge motion via the
surge-pitch coupling.
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(a) Floater surge and pitch PSD. (b) Nacelle surge and pitch PSD.

(c) Nacelle acceleration PSD. (d) Fore and aft tendon tension PSD.

Figure 5.10: Power spectral density comparisons at Hs = 2 [m], Tp = 7.94 [s], Vw = 13 [m/s] subjected to first-order waves
and wind loading.
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5.4.2. Comparison with First- & Second-order Waves and Wind
Table 5.5 presents the statistical comparison between RAFT and OrcaFlex for cases where first-order
and second-order wave forces, as well as wind loading are included. These load cases follow similar
trends as previously observed. Specifically, the second-order wave forces have minimal influence in
the smaller sea states, which is expected given that second-order effects are typically much smaller
in magnitude under such conditions. However, for higher wind speeds and more extreme sea states,
several discrepancies emerge. As highlighted in the table, the surge motion, which had consistently
been under predicted by RAFT in earlier cases, becomes over predicted at a severe sea state with
high wind speeds. Additionally, a notable difference in the mean pitch offset appears. Where OrcaFlex
has a negative static pitch angle, RAFT has a positive static pitch angle. This suggests a difference in
the treatment of static equilibrium or aerodynamic loading between the two models.

Table 5.5: Statistical comparison of RAFT and OrcaFlex simulations under first- and second-order wave and wind loading with
Hs = 1 [m], Tp = 7.22 [s], Vw = 5 [m/s], Hs = 2 [m], Tp = 7.94 [s], Vw = 13 [m/s] and Hs = 5 [m], Tp = 10.34 [s],

Vw = 25 [m/s].

Hs Vw Variable Unit Mean_RAFT Mean_OrcaFlex Std_RAFT Std_OrcaFlex STD [%] Max_RAFT Max_OrcaFlex Min_RAFT Min_OrcaFlex ∆Max [%] ∆Min [%]

1 5 Surge (platform) m 0.82 0.82 0.25 0.30 16.42 1.57 1.71 0.08 -0.07 8.43 -210.44

1 5 Pitch (platform) deg 0.03 0.03 0.01 0.01 19.50 0.06 0.07 0.01 0.00 9.69 -715.01

1 5 Surge (hub) m 1.06 1.03 0.29 0.36 19.01 1.94 2.12 0.18 -0.06 8.34 -399.31

1 5 Pitch (hub) deg 0.12 0.12 0.03 0.04 18.21 0.22 0.24 0.01 -0.01 9.87 -291.23

1 5 Downwind tendon kN 11914.40 11810.66 574.37 712.49 19.39 13637.52 13948.14 10191.29 9673.19 2.23 -5.36

1 5 Upwind tendon kN 16093.00 16187.42 574.27 716.15 19.81 17815.82 18335.86 14370.18 14038.98 2.84 -2.36

1 5 RNA accel. (X) m/s2 0.02 0.00 0.07 0.07 -3.38 0.23 0.20 -0.19 -0.20 -13.16 -6.40

2 13 Surge (platform) m 2.12 2.03 0.60 0.72 16.66 3.92 4.18 0.33 -0.12 6.30 -363.56

2 13 Pitch (platform) deg 0.08 0.07 0.02 0.02 -14.51 0.14 0.12 0.03 0.03 -14.73 -15.52

2 13 Surge (hub) m 2.74 2.55 0.67 0.79 14.31 4.76 4.91 0.71 0.19 3.04 -281.99

2 13 Pitch (hub) deg 0.30 0.26 0.07 0.06 -12.24 0.50 0.44 0.10 0.09 -12.46 -13.35

2 13 Downwind tendon kN 8599.63 8599.91 1147.41 997.04 -15.08 12041.85 11591.05 5157.41 5608.78 -3.89 8.05

2 13 Upwind tendon kN 19447.44 19437.50 1148.06 1007.71 -13.93 22891.61 22460.63 16003.27 16414.38 -1.92 2.50

2 13 RNA accel. (X) m/s2 0.05 0.00 0.14 0.14 -4.14 0.48 0.41 -0.38 -0.41 -16.48 -8.19

5 25 Surge (platform) m 0.20 0.16 1.17 1.03 -13.80 3.71 3.24 -3.30 -2.92 -14.61 12.90

5 25 Pitch (platform) deg 0.01 -0.04 0.02 0.02 -11.81 0.06 0.01 -0.05 -0.09 -370.48 -43.99

5 25 Surge (hub) m 0.23 0.18 1.25 1.13 -10.87 3.98 3.56 -3.52 -3.21 -11.88 9.75

5 25 Pitch (hub) deg 0.01 -0.13 0.07 0.08 5.81 0.24 0.11 -0.21 -0.36 -116.37 -42.21

5 25 Downwind tendon kN 13522.49 13778.50 1197.76 1086.55 -10.24 17115.77 17038.14 9929.20 10518.85 -0.46 5.61

5 25 Upwind tendon kN 14478.01 14221.45 1197.69 1067.25 -12.22 18071.07 17423.21 10884.96 11019.70 -3.72 1.22

5 25 RNA accel. (X) m/s2 0.00 0.00 0.37 0.37 -1.01 1.13 1.11 -1.12 -1.11 -1.22 0.79

The difference in static pitch offset between RAFT and OrcaFlex primarily originates from discrepancies
in the turbine controller implementation. In OrcaFlex, when the wind speed slightly exceeds the cut-out
threshold, the blades feather and the turbine system pitches backward due to the tendons pulling it
toward equilibrium. In contrast, RAFT employs a simplified controller with a constant thrust above the
cut-out wind speed, ignoring the feathering behaviour. This results in an overestimation of the mean
pitch offset in RAFT under high wind conditions.

Regarding the dynamic response, Figure 5.11 shows large peaks at the surge natural frequency. These
peaks can be attributed to the lack of a nacelle fore–aft speed damping gain in RAFT. This damping
term, which is intended to suppress low-frequency surge–pitch resonance by means of the turbine con-
troller, does not function correctly in the current RAFT software. The absence of this control mechanism
leads to resonance amplification at the surge natural frequency, causing noticeable discrepancies and
overestimations in both surge and pitch responses, especially at higher wind speeds.
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(a) Floater surge and pitch PSD. (b) Nacelle surge and pitch PSD.

(c) Nacelle acceleration PSD. (d) Fore and aft tendon tension PSD.

Figure 5.11: Power spectral density comparisons at Hs = 5 [m], Tp = 10.34 [s], Vw = 25 [m/s] subjected to first- and
second-order waves and wind loading.

5.5. Added Mass and Damping Comparison
This framework assumes linearised constant added mass coefficients and linearised constant viscous
damping as this significantly reduces computational time compared to a full diffraction analysis. For
the base case considered, an OrcaWave simulation was performed to obtain frequency-dependent
added mass and radiation damping through diffraction analysis. Table 5.6 presents the results of us-
ing frequency-dependent hydrodynamic coefficients instead of linearised constant coefficients for load
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cases. The first one is a first-order wave case in a sea state with Hs = 2 [m] and Tp = 7.94 [s]. The
second one is a load case combining first- and second-order wave loading in the same sea state as
the first load case with additionally a wind speed of 13 [m/s].

As highlighted in the table, several significant differences are observed. Most notably, the pitch re-
sponse is underestimated in the linearised case compared to the frequency-dependent case. This dis-
crepancy is primarily driven by an increased peak at the first-order wave frequency in pitch, as shown
in Figure 5.12. The origin of this is the overestimation of added mass in RAFT at this frequency range
relative to OrcaFlex, resulting in a reduced dynamic response prediction. RAFT calculates a constant
pitch added mass which is approximately 30% larger.

This trend continues in the combined load case including wind and second-order waves, where RAFT
again underestimates the pitch response when using frequency-dependent coefficients. However, the
relative reduction in pitch response is approximately the same as in the first-order-only case. This
consistency is as expected, assuming that the added mass predominantly causes the discrepancies
near the first-order wave frequency and is the only hydrodynamic term varied in these comparisons.

In the more severe load case, the surge response is also increasingly underestimated when frequency-
dependent added mass and damping are used. This is evident in Figure 5.13, where the surge peak
in the difference-frequency region is significantly underestimated. This underestimation can again be
attributed to a difference in added mass in this frequency range. Additionally, differences in surge damp-
ing between RAFT and OrcaFlex may contribute to this discrepancy.

This comparison shows that RAFT has a underestimates the pitch behaviour in the absence of wind
loading and at lower sea states. However, for increasing wind speeds and sea states this difference
becomes within smaller acceptable margins. This means that the eventual optimisation designs will un-
derestimate the pitch behaviour of the system. This might become an issue, but taking in consideration
that pitch motions are small for TLPs an often not limiting it is currently acceptable for the goal of this
framework.

Table 5.6: Comparison between constant and frequency-dependent added mass and damping for RAFT and OrcaFlex
simulations at Hs = 2 [m], Tp = 7.94 [s], Vw = 0 [m/s] subjected to only first-order wave loads and Hs = 2 [m], Tp = 7.94 [s],

Vw = 13 [m/s] subjected to first- and second-order waves and wind loading.

Added mass and damping Hs Vw Variable Unit Mean_RAFT Mean_OrcaFlex Std_RAFT Std_OrcaFlex STD [%] Max_RAFT Max_OrcaFlex Min_RAFT Min_OrcaFlex ∆Max [%] ∆Min [%]

constant 2 0 Surge (platform) m 0.00 0.00 0.19 0.18 -5.07 0.56 0.53 -0.56 -0.53 -5.08 5.05

constant 2 0 Pitch (platform) deg 0.00 0.00 0.00 0.00 0.77 0.01 0.01 -0.01 -0.01 0.79 -0.75

constant 2 0 Surge (hub) m 0.00 0.00 0.22 0.22 -2.71 0.66 0.65 -0.66 -0.65 -2.71 2.70

constant 2 0 Pitch (hub) deg 0.00 0.00 0.03 0.03 5.50 0.08 0.09 -0.08 -0.09 5.53 -5.48

constant 2 0 Downwind tendon kN 14000.00 13995.21 306.64 312.43 1.85 14919.93 14932.51 13080.07 13057.91 0.08 -0.17

constant 2 0 Upwind tendon kN 14000.00 13995.58 306.63 307.09 0.15 14919.90 14916.84 13080.10 13074.32 -0.02 -0.04

constant 2 0 RNA accel. (X) m/s2 0.00 0.00 0.14 0.14 -0.29 0.42 0.42 -0.42 -0.42 -0.32 0.26

Frequency dependent 2 0 Surge (platform) m 0.00 0.00 0.19 0.19 0.40 0.56 0.56 -0.56 -0.56 0.49 -0.31

Frequency dependent 2 0 Pitch (platform) deg 0.00 0.00 0.00 0.01 29.18 0.01 0.02 -0.01 -0.02 29.34 -29.03

Frequency dependent 2 0 Surge (hub) m 0.00 0.00 0.22 0.23 5.51 0.66 0.70 -0.66 -0.70 5.64 -5.39

Frequency dependent 2 0 Pitch (hub) deg 0.00 0.00 0.03 0.03 21.92 0.08 0.10 -0.08 -0.10 22.23 -21.61

Frequency dependent 2 0 Downwind tendon kN 14000.00 13992.61 306.64 435.02 29.51 14919.93 15297.67 13080.07 12687.54 2.47 -3.09

Frequency dependent 2 0 Upwind tendon kN 14000.00 13998.25 306.63 432.66 29.13 14919.90 15296.24 13080.10 12700.26 2.46 -2.99

Frequency dependent 2 0 RNA accel. (X) m/s2 0.00 0.00 0.14 0.16 13.50 0.42 0.48 -0.42 -0.49 13.36 -13.64

constant 2 13 Surge (platform) m 2.12 2.03 0.60 0.72 16.66 3.92 4.18 0.33 -0.12 6.30 -363.56

constant 2 13 Pitch (platform) deg 0.08 0.07 0.02 0.02 -14.51 0.14 0.12 0.03 0.03 -14.73 -15.52

constant 2 13 Surge (hub) m 2.74 2.55 0.67 0.79 14.31 4.76 4.91 0.71 0.19 3.04 -281.99

constant 2 13 Pitch (hub) deg 0.30 0.26 0.07 0.06 -12.24 0.50 0.44 0.10 0.09 -12.46 -13.35

constant 2 13 Downwind tendon kN 8599.63 8599.91 1147.41 997.04 -15.08 12041.85 11591.05 5157.41 5608.78 -3.89 8.05

constant 2 13 Upwind tendon kN 19447.44 19437.50 1148.06 1007.71 -13.93 22891.61 22460.63 16003.27 16414.38 -1.92 2.50

constant 2 13 RNA accel. (X) m/s2 0.05 0.00 0.14 0.14 -4.14 0.48 0.41 -0.38 -0.41 -16.48 -8.19

Frequency dependent 2 13 Surge (platform) m 2.12 2.05 0.60 0.87 31.33 3.92 4.67 0.33 -0.56 15.97 -158.46

Frequency dependent 2 13 Pitch (platform) deg 0.08 0.07 0.02 0.02 13.65 0.14 0.14 0.03 0.01 -0.66 -137.30

Frequency dependent 2 13 Surge (hub) m 2.74 2.58 0.67 0.97 30.14 4.76 5.48 0.71 -0.32 13.07 -325.23

Frequency dependent 2 13 Pitch (hub) deg 0.30 0.27 0.07 0.08 12.57 0.50 0.50 0.10 0.04 0.21 -130.20

Frequency dependent 2 13 Downwind tendon kN 8599.63 8501.95 1147.41 1319.33 13.03 12041.85 12459.95 5157.41 4543.94 3.36 -13.50

Frequency dependent 2 13 Upwind tendon kN 19447.44 19538.92 1148.06 1338.89 14.25 22891.61 23555.58 16003.27 15522.27 2.82 -3.10

Frequency dependent 2 13 RNA accel. (X) m/s2 0.05 0.00 0.14 0.16 8.26 0.48 0.47 -0.38 -0.47 -2.57 -19.09
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(a) Floater surge and pitch PSD. (b) Nacelle surge and pitch PSD.

(c) Nacelle acceleration PSD. (d) Fore and aft tendon tension PSD.

Figure 5.12: Power spectral density comparisons for the impact of linearised and frequency dependent added mass at
Hs = 2 [m], Tp = 7.94 [s], Vw = 0 [m/s] subjected to first-order waves.



5.5. Added Mass and Damping Comparison 71

(a) Floater surge and pitch PSD. (b) Nacelle surge and pitch PSD.

(c) Nacelle acceleration PSD. (d) Fore and aft tendon tension PSD.

Figure 5.13: Power spectral density comparisons for the impact of linearised and frequency dependent added mass at
Hs = 2 [m], Tp = 7.94 [s], Vw = 13 [m/s] subjected to first- and second-order waves and wind loading.
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Relevance of Radiation Damping
Next to the assumption of constant added mass and viscous damping, this research assumes that ra-
diation damping is of minor relevance due to the slender-body approximation. To assess the validity of
this assumption in the RAFT simulations, Table 5.7 presents system response statistics under various
damping configurations. These results were obtained by performing Orcaflex simulations with no damp-
ing, diffraction generated radiation damping, RAFT generated viscous damping and a combination of
both types of damping.

The results show that radiation damping does influence the response, but the effect is significantly
smaller compared to that of viscous damping. Moreover, the responses obtained using only viscous
damping closely match those from simulations that include both viscous and radiation damping. This
confirms the validity of the current assumption to neglect radiation damping in the RAFT simulations.
However, this simplification may lead to slightly conservative results but the deviation is minor.

Table 5.7: Platform and mooring responses under different damping models at Hs = 2 [m], Tp = 7.94 [s], Vw = 13 [m/s].

Hs [m] Tp [s] Vw [m/s] Variable Unit No Damping Radiation Damping Viscous Damping Viscous + Radiation Damping
2 7.94 13 Surge (platform) m 9.59 7.02 4.99 4.67
2 7.94 13 Pitch (platform) deg 0.17 0.15 0.14 0.14
2 7.94 13 Surge (hub) kN 10.54 7.85 5.82 5.48
2 7.94 13 Pitch (hub) kN 0.56 0.51 0.51 0.50
2 7.94 13 Mooring line 1 m/s2 2628.85 3861.91 4373.33 4543.94
2 7.94 13 Mooring line 2 m 25695.43 24332.42 23724.40 23555.58
2 7.94 13 RNA accel. (X) deg 0.63 0.51 0.52 0.47

5.6. Tendon Angle Comparison
The framework under development in this research aims to simulate a wide range of TLP configurations,
including variations in tendon angle. To assess the models validity for inclined tendons, a comparison
is made using the base case with tendons inclined at 80◦. The results of this comparison are shown in
Figure 5.14. The figures illustrate significant discrepancies between RAFT and OrcaFlex simulations.

RAFT is a linear model, currently based on an analytical description of the mooring matrix for quick cal-
culations. With the current implementation it is not able to accurately capture all different couplings and
coupled modes. As the tendon angle decreases, coupling between surge, heave and pitch becomes
more pronounced. These coupled modes are not well captured, leading to substantial overestimation of
system response. The RAFT model has higher surge natural frequency with decreasing tendon angle
that falls within the wave excitation region, as indicated by the red vertical line in Figure 5.14a. This
leads to large overestimation of responses in surge that also amplify nacelle accelerations and tendon
tensions, as presented in Figure 5.14b and Figure 5.14c.

This analysis highlights a limitation of the current RAFT model as it provides accurate results for (near)
vertical tendons but fails to reliably predict system behaviour when tendon angles are more inclined, as
it largely over predicts the responses. To compare, the coupled surge–pitch natural frequency, which
is captured by OrcaFlex, indicated with a green vertical line in Figure 5.14a, remains lower and stays
outside the first order wave excitation range, preventing extreme resonance to occur.
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(a) Surge PSD for a TLP with tendons under an angle. (b) Nacelle acceleration PSD for a TLP with tendons under an angle.

(c) Tendon tension PSD for a TLP with tendons under an angle.

Figure 5.14: PSD comparison for a TLP with tendons under an 80◦ angle.

5.7. Modelling Effects, Consequences & Limitations
Over the course of this comparison study, it can be concluded that RAFT is capable of simulating first-
and second-order hydrodynamic forces within an error margin of approximately ±10% compared to
time-domain simulations for TLPs with (near) vertical tendons. When wind loading is introduced, these
error margins increase due to larger platform offsets and increasing mismatches caused by the lineari-
sation of the mooring system and controller behaviour. Nonetheless, the RAFT software maintains an
overall error margin within±16% compared to time-domain simulations for the base case. The resulting
maximal over- and under predictions are summarized in Table 5.8.

Table 5.8: Indication of trends throughout the comparison and associated correction factors

Variable RAFT under(+)/over(-) prediction [%]
Maximum Platform surge 10%

Maximum hub pitch -16%
Minimum tendon tension -4%
Maxmimum tendon tension -2%

Maximum nacelle acceleration -4%

The key sources of discrepancy and the consequences of linearising the behaviour of tension leg plat-
form floating wind turbines in the current RAFT model are the following.

• Linearised mooring stiffness, which does not capture the non-linear restoring behaviour at large
offsets, leads to over and under estimations of the system response. Due to the strong coupling
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in TLPs, even small deviations in surge offset can significantly affect pitch behaviour, highlighting
the sensitivity of TLP dynamics to such interactions. It was indicated that the linear mooring rep-
resentation may introduce up to ± 10% error in response compared to non-linear time domain
simulations for the current base case.

• For TLPs with inclined tendons, the previously mentioned couplings become increasingly impor-
tant for the system’s dynamic behaviour. Since the current linear RAFT model with an analytical
mooring matrix does not accurately capture these coupling effects, it significantly overestimates
the system response as the tendon angle decreases. This imposes a limitation on the model,
restricting the accurate use to configurations with (near) vertical tendons.

• Underestimation of added mass at first-order wave frequencies leads to under-prediction pitch
dynamic response. This highlights the need for further comparison and validation studies that
incorporate frequency-dependent hydrodynamic effects and assessing the impact on final design
results.

• Absence of fore–aft aerodynamic damping terms in the controller, particularly at high wind speeds,
affects low-frequency surge and pitch responses. This highlights the need for a more realistic
linear controller that remains effective across the full range of operational conditions.

While these discrepancies currently prevent full validation of RAFT against OrcaFlex, the adjusted
RAFT model remains a valuable tool within the optimisation framework due to the significant computa-
tional advantages. The primary objective of this study is to quickly converge toward a subset of promis-
ing design spaces which can be analysed in greater detail using high-fidelity tools. RAFT provides the
necessary modelling fidelity to guide the design process and explore the design space for TLPs with
(near) vertical tendons. Table 5.9 presents a comparison of simulation runtimes between RAFT and
OrcaFlex. RAFT requires approximately 1.5% of the computational time needed by OrcaFlex, while
maintaining a maximum error margin of ±16% for the response variables.

Table 5.9: Indication of computational time per load case using RAFT or orcaflex.

Software Type of analysis Calculation time per load case (including full QTF calculation)
RAFT FD ± 90 seconds
Orcaflex TD ± 1.5 hours



6
TLP Design Characteristics

The optimisation studies produced a wide range of designs, offering insight into the design space and
the influence of design variables on system performance. First, an analysis is performed to assess the
design characteristics related to system response. Next, the relationship between design variables and
the resulting LCOE is analysed. The goal of this analysis is to identify the design driving parameters,
which may reduce the design space during further optimisation studies by taking into account less
design variables.

6.1. Design Characteristics for System Response
Figure 6.1 shows the mutual information between each design variable and the response results. This
metric captures both linear and non-linear relationships and shows how strongly two variables are
related. It does not show how much one variable affects another, but how much knowing one variable
reduces the uncertainty in the other. An interpretation guide is given in Table 6.1.

Only feasible designs that satisfy all constraints, except the 1P/3P natural frequency constraint which
will be discussed in subsection 6.1.3, are included in this analysis. This avoids correlations being influ-
enced by infeasible or non-physical designs. More figures showing correlations between design vari-
ables and system response results can be found in Appendix D.

Table 6.1: How the read the mutual information heat map

MI index Meaning
0 No mutual information, variables are independent.

0 - 0.6 low mutual information, minimal dependence.
0.6 - 1.2 Moderate mutual information, noticeable dependence.
1.2 - High mutual information, strong dependence.
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Figure 6.1: Mutual information relation between design variables and optimisation results.

When looking at Figure 6.1, it should first be noted that all design variables have at least moderate mu-
tual information with the response results, indicating that they all depend on each other. However, some
design variables show a stronger relationship with the system response. Table 6.2 lists the variables
with the strongest relationships, which will be discussed in this section.

Table 6.2: An overview of the significant correlations between design variable and respone results.

Design variable Significant correlations
Draft Surge, Tendon Tension, Pitch, Nacelle acceleration,

Pretension Surge, Tendon Tensions
Tendon angle Pitch, Surge
Pontoon length Pitch, Nacelle acceleration

6.1.1. The Influence of Design Variables
This section presents the most significant relations between different design variables and the dynamic
system response. It should be noted that the mean response refers to the maximum mean response
across all load cases, while the maximum response corresponds to the maximum response observed
across all load cases

The Influence of Draft
Figure 6.2 shows how the draft of different concepts relates to the response variables it most strongly
affects. It becomes clear that increasing the draft leads to a reduction in surge motion and nacelle
acceleration. Furthermore, an increasing draft increases the maximum experienced tendon tension
and mean pitch angle. Several interrelated factors explain this trend.

• Higher tendon stiffness: A larger draft results in shorter tendons. Since tendon stiffness scales
with Tpre/L andEA/L, shorter tendons provide more restoring force and reduce motions in surge,
pitch and nacelle accelerations. This effect of a stiffer system is also reflected in the increase of
the system surge natural frequencies with increasing draft, as shown in Figure 6.3. Furthermore,
as surge offsets and tendon lengths decrease, the system has no negative mean pitch behaviour
at deeper drafts.

• Increased pretension: A deeper draft often comes with more buoyancy increasing the preten-
sion, this trend can also be seen in Figure 6.4. This increase in pretension will also induce expe-
rienced maximum tendon tensions, as both the mean tension and the axial stiffness increase.
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Figure 6.2: Draft specific relations with response results.

Figure 6.3: Draft relation with the surge natural frequency.

Figure 6.4: Draft relation with pretension.
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The Influence of Pretension
Figure 6.5 presents the relationship between tendon pretension and the response variables it signifi-
cantly influences. The figure shows that increasing the pretension reduces surge motion. This is be-
cause surge stiffness is mainly governed by the term Tpre/L, where a higher pretension increases the
restoring force. In addition, since the minimum and maximum tendon tensions are defined as the mean
pretension plus or minus the dynamic variation, higher pretension results in larger absolute values for
both maximum and minimum tensions.

The results also show that no design has a pretension below 11MN. This can be explained by two
effects. First, a lower pretension increases the risk of slack events, since the minimum tendon tension is
given by themean pretensionminus the dynamic tension variation. With lower pretension, this minimum
more easily drops below zero. Second, lower pretension reduces the system’s surge stiffness, which
increases the surge offset causing it to exceed the surge constraint.

Figure 6.5: Pretension specific relations with response results.

The Influence of Tendon Angles
Figure 6.6 shows the relationship between the tendon angle and the mean pitch and surge. When the
tendon angle decreases, themean pitch angle reduces. This occurs because at lower tendon angles the
asymmetry in the system increases, leading to significantly larger tensions in the fore tendon compared
to the aft tendon. This leads to an increase in vertical restoring force at the fore tendon, causing a
moment which results in a negativemean pitch at surge offsets. A visual representation of this behaviour
is shown in Figure 6.7.

Furthermore, as the tendon angle decreases the mean surge offset increases, this is counter-intuitive
as a decreasing tendon angle would usually lead to larger surge stiffness. However, when looking at
Figure 6.8. It can be seen that decreasing tendon angle is closely related to the draft and pretension.
As these design variable decrease relatively more with decreasing tendon angle, the mean surge offset
increases overall. This shows that the draft, tendon angle and pretension are highly dependent on each
other throughout the design space.
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Figure 6.6: Tendon angle specific relations with response results.

Figure 6.7: The mean pitch for decreasing tendon angle.

Figure 6.8: Tendon angle relations with draft and pretension.
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Next to this, designs with lower tendon angles show increased responses, which results in lower mini-
mum tendon tensions which can be seen in Figure 6.9. This indicates greater tension variation in these
configurations and this is also the reason why configurations with decreasing tendon angles (α ≤ 88.8◦)
are identified as infeasible designs. This is in line with observations in Chapter 5 which showed that
the model overpredicts dynamic responses at lower tendon angles, causing these designs to violate
the constraints set in this study.

Figure 6.9: Tendon angle relations with dynamic response for surge and minimum tendon tension.

The Influence of Pontoon Length
Figure 6.10 shows how the pontoon length influences the maximum pitch angle and nacelle accelera-
tion. As the pontoon length increases, both response variables decrease. This makes sense as a large
pontoon length means a longer arm for the tendons which results in more pitch stability, reducing the
pitch motion and nacelle acceleration.

Figure 6.10: Pontoon length relations with maximum pitch and nacelle acceleration.

6.1.2. System Dynamic Performance Driving Parameters.
From this analysis, it is clear that the draft, pretension, tendon angle and pontoon length have the most
pronounced influence on the design variables for determining the dynamic performance of tension leg
platforms. While other variables also influence system behaviour, their impact was less clear. At this
particular site, draft is closely related to themooring system, as increasing the draft has a relatively large
effect on tendon length. Pretension has a double relation where pretension directly influences system
response, but also determines the extensional stiffness of the tendons, affecting system response and
tendon tensions. Next to this, it could be seen throughout the figures that no viable designs exist with
tendon angles below approximately 88.6◦. This is in line with the findings in Section 5.6 stating that
RAFT overestimates the response below these angles making the designs infeasible.

Although more influential design variables were identified, the TLP is a highly coupled system where a
slight variation in geometry alters mass, buoyancy and pretension for example. This emphasizes the
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need to take all design variables into account. This is also indicated by Figure 6.1 presented at the
beginning of this section showing that all design variables have moderate to significant relation with the
system response.

6.1.3. 3P Design Limit
During the evaluation of the design concepts, a limitation was identified for this specific TLP configura-
tion and reference turbine. Due to the inherently stiff behaviour of the TLP system and the properties
of the reference tower, all feasible designs converged to solutions with the first pitch-bending natural
frequency falling within the 3P excitation frequency range of the turbine. This trend is illustrated in
Figure 6.11.

Figure 6.11: An indication the location of the first pitch bending frequencies of the different concepts.

When the system’s natural frequencies fall within the 3P excitation range, significant resonance effects
may occur due to tower shadowing and wind shear. These effects can trigger structural resonance
and result in large power pulsations, which are undesirable for both performance and reliability [67]. To
avoid or mitigate resonance within the 3P region, several strategies can be considered:

• Controller tuning: Adjust the turbine controller to actively dampen 3P excitation, or configure
the pitch control to quickly pass through the resonance zone during transient conditions [67].

• Tower design modification: Modify the tower geometry or material properties to shift the pitch-
bending mode away from the 3P frequency band.

• Tendon stiffness adjustment: Use stiffer or more flexible tendons to alter the pitch-bending
natural frequency, thereby avoiding the 3P resonance zone. This is also influenced by tendon
length and therefore the water depth as pitch stiffness is governed by EA/L.

For the remainder of this research, the constraint on the pitch-bending natural frequency was relaxed
to avoid over-constraining the design space. While adjusting tendon stiffness could offer a potential
solution within the framework, the current reference tendon specifications do not allow for practical
modification. Nevertheless, this presents an interesting opportunity for further research.

6.2. Design Characteristics for System Cost
As the objective of this study is to reduce the levelised cost of energy, an assessment was made to
determine which design variables and system responses most significantly influence this objective. A
mutual information plot is generated for this purpose, which can be seen in Figure 6.12. The most
significant relations observed in this figure are summarised in Table 6.3.
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Figure 6.12: Mutual information between design variables and system responses with cost related optimisation results.

Table 6.3: Significant mutual information relations of desing variables or responses with cost related results.

Variable Significant correlation with outcome
Pretension Mooring cost
Ballast mass LCOE, total cost, platform cost, LEP
Platform mass LCOE, total cost, platform cost, LEP

Surge Platform cost, mooring cost
Mean pitch LCOE, total cost, platform cost, LEP

Maximum tendon tension LCOE, total cost, platform cost
Minimum tendon tension LCOE, total cost
Nacelle acceleration Platform cost

Two general observations can be made. First, the lifetime energy production has less influence on the
LCOE than the cost components. This is because all feasible designs exhibit relatively small pitch mo-
tions, leading to similar energy production over their lifetime. In contrast, cost varies more significantly
across designs, making it the dominant factor in LCOE variation.

Second, several system response parameters show a strong relation to cost. These indicate that de-
signs with larger motions and higher tendon tension variations often use less material and have lower
mooring pretension, resulting in lower cost. An elaboration of this can be seen in subsection 6.2.3.

6.2.1. The Influence of Design Variables
As shown in Figure 6.13, an increasing pretension leads to higher mooring cost. This is directly linked
to the influence of pretension on the number and size of required anchors and tendons. It can also be
seen that the most cost-efficient designs, in terms of LCOE, are associated with low pretensions and
therefore low mooring costs.
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Figure 6.13: Pretension with relation to mooring cost.

6.2.2. The Influence of Platform Mass and Ballast Mass
From Figure 6.14 and Figure 6.15, it is clear that a decrease in mass leads to a reduction in cost.
However, based on the steeper slope and stronger trend in Figure 6.15, platform mass has a greater
influence on total system cost than ballast mass. This is consistent with expectations, as the platform
mass is significantly larger and the cost price per ton of platform mass is approximately four times that
of the ballast mass.

Figure 6.14: Ballast mass with relation to cost related results.

Figure 6.15: Platform mass with relation to cost related results.
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In order to understand which parameters has the largest influence on the platform cost, Figure 6.16
shows the influence of the different design variables on the platform cost. The most significant trends
in these graphs are the decreasing cost with decreasing column and pontoon diameter. Indicating that
these have the largest influence on the eventual platform cost.

Figure 6.16: The influence of design variables on platform cost.

6.2.3. The Influence of Response
Although multiple response results show a strong correlation with cost, they generally follow the same
trends as elaborated upon before. Therefore, only a few response–cost relations are discussed in this
subsection. Figure 6.17 shows that configurations that decrease in platform cost, increase in surge
offset. An increase in surge offset is associated with a decrease in surge stiffness. This means that the
configuration has either longer tendons, thereby reducing the draft which reduces the platform cost, or
the system has lower pretension, thereby reducing the buoyancy force which results in more slender
column diameters and therefore a reduced platform cost. At the same time, the effect of decreasing
pretension, which increases the surge offset, can be noticed in the mooring cost which can be seen in
Figure 6.18. A similar trend is seen in Figure 6.19, where higher nacelle accelerations are associated
with lower platform cost. Generally, designs with less structural mass and mooring requirements result
in larger motions but lower costs.

Figure 6.17: Maximum surge response with relation to
structural cost

Figure 6.18: Mean surge response with relation to mooring
cost
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Figure 6.19: Maximum Nacelle Acceleration with relation to Platform cost

Figure 6.20 reveals two main trends. First, when the mean pitch angle increases, the system cost
generally decreases. This is expected, since a reduction in structural mass and mooring stiffness will
induce larger pitch motion, leading to lower costs. Second, a clear relationship is observed between
the mean pitch angle and the lifetime energy production. A decrease in mean pitch angle, increases
the LEP. This is attributed to the pitch-back motion of the platform, discussed in Figure 6.1.1, which
keeps the turbine in a more upright position during most operational conditions, thereby improving the
energy generation over the system’s lifetime.

Figure 6.20: Mean pitch vs Cost related results.

6.2.4. System Cost Driving Parameters
From this analysis, it becomes clear that the key drivers of LCOE in this study are the platform mass
and tendon pretension. These two parameters have the most significant impact on system cost and
therefore on the resulting LCOE. For the platform mass, the main column diameter and pontoon diame-
ter showed to have the most significant influence. However, it was also showed that the platform mass
is dependent on all design variables in terms of geometry which again emphasizes the need to take all
design variables into account for system optimisation. Furthermore, the lifetime energy production is
relatively similar across all feasible designs, making the influence on the LCOE less significant.



7
Optimisation Study Results

This chapter presents the results of an optimisation study using the developed optimisation framework.
The outcomes are evaluated in terms of their performance, quality and relevance within the broader
context of the frameworks intended application.

7.1. Optimisation Study Results Analysis
This section presents how the optimisation algorithm converges, what design spaces were identified
and the most cost-efficient design which resulted from the optimisation study. For this analysis, all
the feasible design concepts of multiple optimisation runs are merged to give a complete overview.
Furthermore, in the figures presented in this section, vague colours indicate regions of the design
space with fewer evaluated concepts, while more pronounced colours represent areas with a higher
concentration of evaluated designs.

7.1.1. Convergence
Figure 7.1 shows how the LCOE progresses per generation with relation to the dynamic constraints. It
can be seen that throughout the generations the LCOE decreases, which indicates that the algorithm
successfully converges to more cost-efficient designs.

The LCOE decreases where the maximum surge increases towards the constraint and minimum ten-
sion decreases towards the constraint. For the other dynamic response the similar trends can be seen
where an increase or decrease in response leads to decreasing LCOE. However, these all stay well
within the given constraints. Especially fatigue remains small which might be an indication of over de-
signed structures due to the possibly conservative diameter over thickness ratio in this research.

Figure 7.1 effectively shows that the limiting constraints for feasible designs are the maximum surge
and minimum tendon tension. As these limits are approached throughout the generations, the LCOE
reduces. This does not mean that all designs evaluated by the algorithm that meet these governing
constraints also satisfy the other constraints, as these plots only show the feasible designs. Infeasible
designs could occur when remaining within the surge constraints but overshooting the fatigue constraint
for example.

86
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Figure 7.1: Convergence of the optimisation with respect to dynamic constraints, including only feasible design concepts.

7.1.2. Design Space
As the genetic algorithm explores the design space, different design spaces were identified which can
be recognised by clustering of concepts in Figure 7.2. While there are multiple different combinations
possible between the design variables, three main design spaces were identified. In the accompanying
figures, a red star indicates the design variables of a representative concept from each cluster.

• Design space #1:
Small column diameter, moderate draft, low pretension, long pontoons and large pontoon diame-
ter (Figure 7.2).

• Design space #2:
Moderate column diameter, large draft, large pretension, short pontoons, and large pontoon di-
ameter (Figure 7.3).

• Design space #3:
Large column diameter, large draft, moderate pretension, long pontoons, and small pontoon di-
ameter (Figure 7.4).

Despite the identification of different design spaces, all feasible configurations have LCOE values which
are close to each other (65–76 [€/MWh]). This demonstrates that multiple TLP designs can achieve
similar economic performance through different combinations of design variables. As a result, the final
selection of a concept within this framework allows for site-specific factors such as water depth and
logistical constraints.
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Figure 7.2: Design space #1 where the red star indicates a single design throughout the variables.

Figure 7.3: Design space #2 where the red star indicates a single design throughout the variables.
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Figure 7.4: Design space #3 where the red star indicates a single design throughout the variables.

7.1.3. Design Concepts Resulting from the Optimisation Study
From the different design spaces three concepts were selected to analyse the optimisation results in
more depth. The designs are visually presented in Figure 7.5, with their properties listed in Table 7.1.
Result #1 was the most cost-efficient design which resulted from this optimisation study.

(a) Result #1 (b) Result #2 (c) Result #3

Figure 7.5: Optimal results in terms of LCOE from several runs.
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Table 7.1: Basic Properties of the optimisation outcome results.

Property #1 #2 #3 Unit
Main column diameter 15.41 13.59 16.04 [m]
Main column draft 65.26 48.15 34.47 [m]
Pontoon diameter 7.30 9.61 10.88 [m]
Pontoon length 54.56 58.29 59.01 [m]
Pretension 14.12 12.23 21.98 [MN]

Tendon Angle 89.52 89.75 89.25 [deg]
Platform cost 9.61 10.98 12.12 [M€]
Mooring cost 6.37 5.63 10.54 [M€]

Constant costs (O&M, installation, etc.) 61.2 61.2 61.2 [M€]
LEP 1.21 1.21 1.21 [TWh]
LCOE 65.11 65.25 71.18 [€/MWh]

The most cost-efficient design, result #1, is a design with slender columns and a deeper draft. The
reason for this is that these columns with small diameters significantly reduce the platform cost, which
was also identified in Chapter 6. Furthermore, as the tendons are relatively short and the pretension is
moderate, the mooring cost is also limited.

Result #2 shows to have more platform costs compared to Result #1. This is mainly due to the larger
pontoon diameter and pontoon length, which show to have a larger impact than the reduced main
column diameter and main column length. However, this design performed better compared to the other
designs in terms of mooring cost. This is due to the low pretension. This also further emphasizes the
relation found in Chapter 6 which indicated that the mooring cost significantly reduces as the pretension
reduces.

Lastly, result #3 is a concept with a shallow draft. As can be seen in Table 7.1, this concept has high
mooring cost compared to the other results due to the large pretension. It might seem counter intuitive
that a more shallow structure has a larger pretension, as you would assume the buoyancy force of such
a design is low. However, due the increment in tendon length, the pretension also needs to increase to
remain within the surge constraint as explained in Chapter 6, increasing the mooring cost. Furthermore,
to keep the vertical forces in balance, an increase in buoyancy is created by increasing pontoon and
main column diameter, increasing the platform cost compared to the other results.

To conclude, since column and pontoon diameter strongly influence platform mass, the most cost-
efficient designs have slender columns while still satisfying all constraints. Additionally, because pre-
tension drives mooring cost, the optimisation favours designs with lower pretension. These designs
often have a larger draft to maintain sufficient surge stiffness and remain within the surge constraint.

7.1.4. Interpretation of the Optimisation Study Results
To assess the potential for further design improvements, it is essential to first understand the limitations
that prevent additional cost reductions, as well as the current constraints related to platform dimension-
ing and the associated logistical and manufacturing aspects. This section evaluates the most critical
constraints of the current most cost-efficient design and explores how they are affected by the govern-
ing design variables in terms of cost. Additionally, it discusses the real-world feasibility of the design in
terms of construction yard capacity and transport requirements.

As discussed in subsection 7.1.3, the optimal design consists of slender cylinders combined with moder-
ate pretension. When evaluating this design in terms of system response, the minimum tendon tension
and maximum surge were identified as the most critical constraints. The response of the most cost-
efficient design with respect to the constraints can be seen in Table 7.2.
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Table 7.2: System response of the most cost-efficient design compared to the design constraints.

Response Maximum/Minimum Value Constraint Limit Unit
Maximum Surge 11.83 12 [m]
Maximum Pitch 0.76 10 [deg]

Minimum Tendon Tension 2.93 0 [MN]
Maximum Tendon Tension 25.44 80 [MN]

Maximum Nacelle Acceleration 1.74 2.8 [m/s2]
Fatigue Damage 0.01 1 [-]

These constraints effectively limit further cost reductions. To be more specific, the most influential vari-
ables on cost, identified in Chapter 6, have the following effect on the constraints.

• Reducing pretension, directly lowers mooring cost and indirectly lowers platform costs due to
decreased buoyancy requirements. However, it leads to larger surge excursions that exceed the
surge constraint and reduces the mean tendon tension, resulting in violations of the the minimum
tendon tension limit.

• Reducing platform diameters decreases platform mass and cost but also reduces buoyancy
and therefore pretension, increasing the likelihood of exceeding surge and minimum tendon ten-
sion constraints.

Furthermore, the current optimal design features a large draft of approximately 65m and a pontoon
span of about 110m from end to end. These large dimensions present practical constraints for both
manufacturing and installation. Assuming a conservative scenario in which each structure requires
a dedicated assembly area without overlap, the total area occupied per platform is approximately 1
hectare. This means that constructing all platforms of a large wind farm at the same time would require
exceptional yard capacity. Table 7.3 presents a selection of the largest offshore wind development
ports worldwide. The table shows that only a few of these ports currently have sufficient space to
accommodate more than 25 units at once.

In addition, common heavy-lift barges used for float-over operations and offshore installation typically
offer deck spaces around 150m by 40m [45]. For this reason, only one TLP can be transported per
barge at a time. This restriction increases logistical complexity and increases installation time, which
significantly adds to the eventual costs.

Table 7.3: Yard areas at selected major offshore wind construction ports.

Port Terminal Area [ha] Source
Port of Esbjerg - (Denmark) 450 [44]
Port of Paulsboro - (USA) 81 [100]

Rotterdam Maasvlakte - (Netherlands) 70 [99]
Eemshaven - (Netherlands) 25 [109]

7.1.5. General Design Insights and Recommendations
Because the surge response constraint and the tendon tension constraints were identified as the pri-
mary limiting factors in this study, further improving the cost-efficiency of the structure should focus
on reducing both surge motions and tendon tension variations. Reduced surge and tendon tension re-
sponses would allow for lower pretensions and reduced main column or pontoon dimensions, which in
turn could decrease both platform and mooring costs. Additionally, reducing overall system dimensions
would simplify construction and installation logistics, leading to further cost savings.

Based on the trends identified in this research and the configuration of the current model, the following
general design recommendations can be formulated for the most cost-efficient concept. These recom-
mendations also include the sensitivity of such design adjustments and their effects on the final results.
The recommendations are also expected to be beneficial across all design concepts evaluated in this
study.
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Increasing Added Mass and Damping
In the equation of motion solved for response, two important terms are the hydrodynamic added mass
and the viscous damping. Increasing these terms can reduce platform motions. Table 7.4 and Table 7.5
show the impact of varying added mass and damping on system response and the potential effects on
system cost and dimensions. In these tables Added mass = 1 represents the original added mass of
the most cost-efficient design, Added mass = 0.8 represents a 20% reduction of addedmass compared
to this original value.

First of all, added mass has a more significant effect on the platform response compared to viscous
damping. Under the most extreme load cases, the response is driven by the energy of the first-order
wave forcing rather than by the sharp resonance peaks at the natural frequencies. Resonant peaks
are narrow, so they contribute little to overall response levels as they have a low impact on standard
deviation. In contrast, the wide spectral peak of first-order waves dominates the motion, resulting in
damping having a small effect.

As shown in Table 7.4, a 20% increase in added mass reduces system motions significantly. The surge
motion for example is reduced by ± 9%. Conservatively, a 9% reduction in surge response can be
linearly linked to a 9% reduction in the required pretension. Lower pretension decreases the mooring
costs and platform costs, as less buoyancy is needed to balance the mooring loads. This reduction
in buoyancy allows for shorter pontoons, reducing the overall platform footprint, which is beneficial for
manufacturing and installation purposes. It may also allow for lower drafts in the case the main column
length poses issues. It should be noted that for the tables in this section, a reduction in platform footprint
and a reduction in draft are presented as separate cases. These results have the goal of giving insight
into how the currently large and limiting sizing parameters of the current most cost-efficient design may
be influenced by design modifications.

Table 7.4: Percentage decrease of response and cost metrics for different added mass values for Hs = 10.50 m, Tp = 14.30 s,
Vw = 10.59 m/s.

Variable Reduction of Response [%]
Added Mass 0.80 0.90 1.00 1.10 1.20

Maximum Floater Surge -12.54 -5.45 0.00 4.57 9.09
Maximum Hub Pitch -4.92 -2.21 0.00 1.85 3.40

Maximum Fore Tendon Tension -1.94 -0.76 0.00 0.51 1.11
Maximum Aft Tendon Tension 13.27 5.19 0.00 -3.52 -7.57
Maximum Nacelle Acceleration -15.92 -7.30 0.00 6.28 11.79

Reduction of Cost/Platform Dimensions [%]
Mooring Cost -12.54 -5.45 0.00 4.57 9.09
Platform Cost -7.40 -3.22 0.00 2.70 5.36

Total Cost Decrease -9.45 -4.11 0.00 3.44 6.85
Platform Footprint Reduction -41.39 -17.13 0.00 13.30 25.54

Draft Reduction -14.19 -6.17 0.00 5.17 10.29
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Table 7.5: Percentage decrease of response and cost metrics for different viscous damping values for Hs = 10.50 m,
Tp = 14.30 s, Vw = 10.59 m/s.

Variable Reduction of Response [%]
Viscous Damping 0.80 0.90 1.00 1.10 1.20

Maximum Floater Surge -1.22 -0.55 0.00 0.46 0.86
Maximum Hub Pitch 1.17 0.62 0.00 -0.69 -1.44

Maximum Fore Tendon Tension -0.33 -0.14 0.00 0.10 0.16
Maximum Aft Tendon Tension 2.25 0.95 0.00 -0.67 -1.11
Maximum Nacelle Acceleration -0.25 -0.12 0.00 0.11 0.23

Reduction of Cost/Platform Dimensions [%]
Mooring Cost -1.22 -0.55 0.00 0.46 0.86
Platform Cost -0.72 -0.32 0.00 0.27 0.51

Total Cost Decrease -0.92 -0.41 0.00 0.35 0.65
Platform Footprint Reduction -3.70 -1.65 0.00 1.38 2.57

Draft Reduction -1.38 -0.62 0.00 0.52 0.97

In order to increase the added mass and damping to get to these reductions in cost and footprint, an
efficient design recommendation is proposed by adding (holed) fins to the structure. This increases
damping and added mass as described in literature [71]. However, it should be noted that these design
additions may increase drag and inertial forces which should then be accounted for in the system
analysis to assess the overall impact of such design modifications.

Damp Tendon Tensions
Tendon tension was identified as a limiting factor in the current study. Introducing tendon damping in the
axial direction can reduce dynamic tendon tensions. An example of a damper is shown in Figure 7.6,
where a spring-damper element is marked by the red rectangle. Literature shows that incorporating
this type of damper in mooring lines reduces dynamic tendon tensions by 11–25% [16]. Lower dynamic
tendon tensions directly reduce system costs by allowing the pretension to be lowered without risking
slack events caused by insufficient mean tension. Although the most cost-efficient design identified
here did not experience violation of fatigue-related constraints, this reduction in dynamic loads may also
decrease fatigue at the connection between the pontoon and the main column. This may enable more
efficient structural design and help reduce platform costs. It should be noted that incorporating such
damping systems introduces additional complexity and cost to the overall design, which requires further
evaluation. Moreover, to the knowledge of the author, tendon dampers suitable for offshore applications
and capable of handling the tension magnitudes in this TLP concept are not yet commercially available.

Figure 7.6: An example comparison of a tendon with and without a spring damper [16].

Improving Structural Design
In this research, a constant diameter over thickness ratio (D/t) is assumed for the main column and
pontoon design. This parameter strongly affects the amount of steel required and thus the structural
cost. A conservative D/t leads to heavier and more expensive structures, which can result in over
designed structures. For example, the most cost-efficient design identified in this study has a lifetime
fatigue damage of only 0.01, indicating over designed structural capacity. Allowing more thin-walled
designs (higher D/t) may also shift the optimisation outcome potentially leading to platform diameter
becoming less dominant in driving cost, while other variables such as draft and pontoon length could
become more influential.
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Table 7.6 shows the impact of different D/t values on fatigue and platform cost. Fatigue damage in-
creases with D/t and must be carefully managed, but cost reductions are significant. In this analysis,
steel mass is reduced for higher D/t, while total mass is kept constant by substituting less expensive
ballast mass.

Table 7.6: Indicative influence of column slenderness (D/t) on fatigue, platform cost and total cost.

D/t Fatigue Damage [-] Reduction of Platform Cost [%]
60 0.01 0.00
100 0.54 31.38
140 3.16 44.96

To reduce system cost while maintaining structural fatigue life, more efficient structural designs are
required. Examples of improving the structural design are including braces and stringers, as illustrated
in Figure 7.7. These design elements improve the structure’s ability to handle stress while potentially
significantly reducing mass. Braces take up part of the experienced loads, reducing the loads at the
connection between the pontoon and main column. Stringers efficiently increase the structural moment
of inertia, thereby reducing bending stresses with just a relatively small increase in mass.

By placing the stringers on the outside of the pontoon, two potential design improvements can be com-
bined. First, when placing the stringers on the pontoon exterior, the stringer areas are further away
from the centreline compared to design with stringers on the pontoon insides. This increases the cross
section moment of inertia, reducing the experienced bending stress. Next to this, stringers on the pon-
toon exterior increase the added mass and viscous damping which has beneficial effects, as mentioned
before in subsection 7.1.5.

In practice, these solutions should be welded onto the structure at the construction site, which may
introduce additional manufacturing costs. This is particularly relevant for components like stringers,
where welding long structural elements can be time-consuming and labour-intensive. However, despite
the additional costs, these design adjustments may still lead to more cost-efficient structures due to
significant reductions in steel consumption.

(a) Example of a brace to improve the current design.

(b) Example of an implementation of stringers to improve the current design.

Figure 7.7: An example of a brace and an example with stringers on the pontoon exterior surface to improve system structural
design.
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Tendon Material Selection
As tendonmaterial properties and tendon area influence system response andmooring cost, the impact
of different tendon axial stiffnesses was analysed. Table 7.7 shows the relative influence for different
tendon axial stiffnesses with a load case of Hs = 1.71 m, Tp = 7.72 s, Vw = 10.59 m/s. In this table,
EA = 1 represents the original value of the most cost-efficient design, EA = 0.6 represents 60% of the
original axial stiffness. It can be seen that generally, with increasing tendon axial stiffness the system
response decreases.

Table 7.7: Percentage reduction of response metrics for different tendon stiffnesses (EA).

Variable Reduction of Response [%]
EA 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4

Maximum Floater Surge -2.36 -1.64 -2.60 -2.93 0.00 3.69 6.27 7.73 8.27
Maximum Hub Pitch -5.36 -3.41 -1.95 -0.85 0.00 0.71 1.31 1.83 2.28

Maximum Fore Tendon Tension -0.66 -0.41 -0.35 -0.31 0.00 0.35 0.56 0.62 0.50
Maximum Aft Tendon Tension 1.73 1.11 0.92 0.76 0.00 -0.91 -1.49 -1.66 -1.34
Maximum Nacelle Acceleration -1.39 -0.39 -0.45 -0.65 0.00 0.70 0.96 0.85 0.44

However, Table 7.7 shows that some response metrics do not vary consistently with varying tendon
axial stiffness. This occurs because varying EA shifts the platform’s natural frequencies and therefore
alters the interaction with the aero-hydrodynamic excitation and frequency dependent aerodynamic
added mass and damping. Figure 7.8 shows the normalised surge spectrum, including the terms in the
equation of motion for different frequencies and the natural frequencies for each EA value.

In this figure, all frequency-independent components, such as hydrodynamic added mass, viscous
damping and system stiffness, are normalised to one. The aero-hydrodynamic excitation, aerodynamic
added mass and aerodynamic damping are frequency-dependent. At different frequencies, the com-
binations of the terms in the equation of motion influence the eventual maximum system response.
This effect is most significant for surge, where the surge natural frequencies for different EA values
are indicated by the vertical lines at low frequencies with a value of approximately 0.2 [rad/s]. In this
range, the forcing and aerodynamic terms exhibit more significant variation with frequency than at the
higher-frequency pitch bending modes (the vertical lines indicated at approximately 2 [rad/s]) , where
these terms remain relatively constant.

Figure 7.8: Indication of different terms of the equation of motion with varying frequency and the natural frequencies for
different axial stiffness values with Hs = 1.71 [m], Tp = 7.72 [s], Vw = 10.59 [m/s].

Consequently, the maximum surge response is sensitive to the platform’s natural frequency placement
and therefore to tendon axial stiffness. This surge response also directly influences the nacelle accel-
eration. A clear overview of how these responses vary with different tendon properties can be seen in
Figure 7.9.
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Figure 7.9: Normalised variation of responses with respect to varying axial stiffness (EA) with Hs = 1.71 [m], Tp = 7.72 [s],
Vw = 10.59 [m/s].

Overall, this sensitivity study shows that changing the tendon axial stiffness offers two options to de-
crease the mooring cost. The first option is to use more flexible, often less expensive tendons, at the
cost of increased responses. The second option is to use stiffer, more expensive tendons to reduce
the responses, which in turn may reduce system cost by a reduction of pretension for example. Fur-
thermore, it was shown that a lower EA does not always result in an increased response. Since EA
also shifts the system natural frequencies, the maximum response may decrease if the new natural
frequencies align with a higher damping and added mass or lower excitation.

Material and Equipment Selection
In this study the total variable platform cost, based on the platform material and equipment selection,
used the following cost estimates.

• A steel shell structure with a cost of 800 €/ton.
• A Magna Dense ballast with a cost of 150 €/ton.
• Anchoring costs of 100 €/kN of pretension
• Steel wire tendon costs of 70 €/m/MN (MBL).

Table 7.8 shows the sensitivity of these cost parameters for the most cost-efficient design of this opti-
misation study. This table shows how a range of component cost factors influences the total variable
system cost. For example, it can be seen that by reducing the platform steel cost with 50% the total
variable platform cost reduces by 29.90%. This table also shows that the ballast cost and mooring line
cost are of smaller influence compared to the platform steel cost and anchor cost.

Table 7.8: Sensitivity of component costs to total variable system cost where the most cost-efficient design with current cost
paramters has component cost factor of 1.

Component cost factor 0.50 0.75 1.00 1.25 1.50
Platform steel cost effect on total variable platform cost [%] 29.90 14.95 0.00 -14.95 -29.90

Ballast cost effect on total variable platform cost [%] 0.18 0.09 0.00 -0.09 -0.18
Anchor cost effect on total variable platform cost [%] 17.67 8.84 0.00 -8.84 -17.67

Mooring line cost effect on total variable platform cost [%] 2.26 1.13 0.00 -1.13 -2.26

In order to further reduce platform cost, a practical solution is to use more cost-efficient materials such
as concrete [34]. The implementation of a concrete structure should however be evaluated in more
detail to assess the structural integrity of such a structure while reducing the system costs. Another
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potentially large cost reduction would be to use more cost-efficient anchors. Currently, the study is
based on suction pile anchors. However, vertical load anchors or torpedo pile anchors might offer a
more cost-efficient solution for the current problem, reducing the anchor cost in certain cases up to
30% according to literature [21] [90].

Subsystem (Re)Design for Constraint Management
Currently, the maximum surge constraint is imposed to prevent damage to the turbine power cable [46].
Overall, it may be more efficient to redesign the power cable to be compatible with larger surge offsets.
Allowing the cable to tolerate greater excursions could relax the surge constraint. This may lead to
reductions in pretension and platform dimensions, lowering total system costs.

However, it should be noted that with increasing site water depth, surge offset becomes less of a
constraint for the power cable. In shallow to intermediate water depths, dynamic power cables, typically
installed in a lazy-wave configuration, have limited vertical space to accommodate platform motions
while still meeting design constraints on the curvature and clearances of the power cable. This results
in increased cable tension and fatigue directly related to the the platform motions, as platform motions
influence a greater proportion of the cable length in shallow waters compared to deeper sites [73].

In deeper waters, the available water column allows for larger cable deformations preventing excessive
tensions and fatigue. This reduces sensitivity to surge excursions, suggesting that the currently applied
surge constraint may be overly conservative for deep-water TLP applications. As water depth increases,
the focus in power cable design can shift from dynamic response limitations toward optimising the
cable’s spatial footprint and installation practicality within the overall system layout [1]. For this reason,
in deep waters, the redesign of the power cable may become unnecessary.

Another subsystem proposed in literature to reduce the surge offset, is the inclusion of thrusters. While
dynamic positioning (DP) thrusters limit surge motions during extreme environmental conditions [89],
their application in floating wind is generally considered impractical. DP systems are associated with
high capital costs and increased power consumption. As such, they are unlikely to present a viable
solution for floating offshore wind turbines.

7.2. Optimisation Quality
This section assesses the quality of the optimisation results, focusing on whether the results are physi-
cally realistic and whether the genetic algorithm adequately explored the design space, minimising the
likelihood of missing potential cost-efficient design spaces.

7.2.1. Physical Quality of the Results
To verify the physical validity of the optimisation outcome, a comparison is made between RAFT and
Orcaflex results for design #2 in Table 7.1 which resulted from the optimisation study. This is done for
the full wind and wave load cases, including both first- and second-order wave effects. The comparison
focuses on the most limiting response, namely surge and the tendon tensions. Table 7.9 presents the
over(-)/under(+) prediction of RAFT compared to Orcaflex simulations for the base case design and a
design resulting from the optimisation study. The discrepancies of RAFT compared to the non-linear
time domain simulations are consistent across the different designs. This confirms the physical validity
of the optimisation study results and demonstrates that RAFT can consistently and reliably simulate
various TLP configurations with (near) vertical tendons. One main difference between the two design
concepts is the tendon tension at high wind speeds. This difference originates from the pitch back
behaviour of the optimisation study concept at this wind speed, effectively reducing the tendon tension
variations.
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Table 7.9: Over(-)/under(+) prediction of RAFT compared to OrcaFlex simulations for the base case design and a design
resulting of the optimisation study.

Hs Vw Variable Over(-)/Under(+) prediction base case [%] Over(-)/Under(+) prediction Optimisation results [%]

1 5 Surge (platform) 8.43% 8.43%

1 5 Minimum aft tendon tension -5.36% -5.38%

1 5 Maximum fore tendon tension 2.84% 2.85%

2 13 Surge (platform) 6.30% 9.83%

2 13 Minimum aft tendon tension 8.05% -0.34%

2 13 Maximum fore tendon tension -1.92% -0.33%

5 25 Surge (platform) -14.61% -14.94%

5 25 Minimum aft tendon tension 5.61% 8.92%

5 25 Maximum fore tendon tension -3.72% -5.72%

7.2.2. Convergence Quality
Genetic algorithms are designed to explore the entire design space in search of a global optimum. How-
ever, this process depends on the assumption that the initial population provides sufficient coverage of
the full design space. Given the highly non-linear, six-dimensional design space used in this research,
it is important to verify whether existing design spaces remain unexplored. To reduce this risk, the op-
timisation is ran multiple times. Table 7.10 lists the top three LCOE results for five optimisation runs,
providing insight into the consistency and coverage of the results.

It can be observed from Table 7.10 that the optimisation results vary between different runs. Next to
this, within the different runs the optimisation often converges to a top three of designs in the same
design space. These trends highlight the influence of the initial population on the search process and
indicates that the algorithm initially converges to local optimum. This behaviour particularly occurs in
high-dimensional and non-linear design spaces, where the initial population may restrict the algorithm’s
ability to fully explore the entire design space. A visual representation is given in Figure 7.10. From this
figure it can also be seen how the initial population influences the eventual number of feasible candi-
dates per optimisation run. Run one and two find feasible design solutions from the third generation
onwards, resulting in a reduced amount of feasible design outcomes compared to run three, four and
five for example.

Table 7.10: Top 3 designs per optimisation routine (ranked by LCOE).

Run Concept LCOE [€/MWh] Dcolumn [m] Draft [m] Dpontoon [m] Lpontoon [m] Tpre [MN] α [deg]

1
1 69.26 17.62 49.12 11.47 51.90 12.21 89.64
2 71.85 17.62 49.12 12.33 51.90 15.92 88.80
3 71.87 17.62 49.12 12.33 51.90 15.92 89.99

2
1 65.11 15.41 65.26 7.30 54.56 14.12 89.52
2 65.46 15.43 65.26 7.30 59.73 13.97 89.84
3 70.31 14.98 66.34 9.94 57.01 20.15 89.91

3
1 68.54 15.81 73.52 9.41 41.43 19.35 89.63
2 68.74 18.76 60.70 7.94 57.36 14.88 89.49
3 68.99 16.18 63.57 11.05 41.43 17.36 89.63

4
1 68.61 14.35 64.92 10.02 59.32 15.72 89.34
2 69.22 14.35 55.80 10.02 59.32 18.85 89.34
3 69.38 14.35 64.92 10.02 54.70 19.68 89.34

5
1 65.25 13.59 48.15 9.61 58.29 12.24 89.75
2 65.52 14.02 48.15 9.91 55.64 12.24 89.75
3 65.75 14.23 48.15 9.74 58.29 12.24 89.75
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Figure 7.10: The exploration per optimisation run.

However, when looking at Figure 7.10 it can be noted that from the fourth and fifth generation onward,
the optimisation runs start to become more diverse again. This can be seen by the shapes of the
markers. Clear examples are run three and run five exploring in column diameter, pretension, pontoon
length and pontoon diameter. This shows that the optimisation framework has the ability to escape local
minima and search for a global optimum.

Overall, the optimisation framework shows to effectively converge across the design space. Multiple
runs revealed that the algorithm initially converges to local optima, influenced by the starting popula-
tion. However, with increasing generations, the diversity increases again. This shows that the current
approach is capable of escaping local minima and progressing toward more optimal designs even after
the initial local convergence. While increasing population size and the number of generations could
enhance the optimisation results per run, the complexity and non-linearity of the design space make it
more efficient, within current computational constraints, to perform multiple smaller runs rather than a
single large run which still may have the risk of premature convergence.

7.3. Relevance of the Optimisation Framework
With this development of a dedicated optimisation framework for tension leg platforms with (near) ver-
tical tendons, it is important to reflect on the broader relevance. This section discusses how the frame-
work and the results align with current industry and how it contributes to the advancement of floating
wind platform design.

7.3.1. Computational Efficiency & Adaptability
As mentioned before, this optimisation framework provides a major computational advantage over tra-
ditional time-domain model based optimisation. The framework can efficiently explore a wide range
of TLP design concepts and converge to optimal configurations which remain within operational and
practical constraints. In each optimisation run, 2,500 different TLP concepts were evaluated. Because
the computational time was reduced by 98.5% compared to conventional time-domain models, the
optimisation allows for inclusion of six design variables where the performance of every concept was
tested against 14 different load cases. This ability to take into account an extensive set of load cases
also shows how the developed optimisation framework may contribute to a preliminary general perfor-
mance assessment during the front-end engineering design phase, enabling the current framework to
provide early-stage insights that support certification preparation while reducing the required engineer-
ing time from weeks to days.



7.3. Relevance of the Optimisation Framework 100

Additionally, the framework remains adaptable. The configuration input can be adjusted via the YAML
input file which makes the framework useable for different TLP concepts, geometries and site-specific
load cases. This versatility makes the developed framework a foundation for optimisation in floating
wind development.

7.3.2. Comparison with Existing Studies
Table 7.11 compares the LCOE of the most cost-efficient TLP design identified in this study with LCOE
values of other floating wind concepts. All concepts are evaluated with similar site conditions, including
water depth and distance to shore. The TLP concepts are evaluated with the same cost model used
in this study while for the semi-submersible and spar platforms, slight modifications to the cost model
were made based on adjustments reported in literature [26].

It is important to acknowledge the presence of uncertainties across the different concepts, particularly
with respect to their estimated lifetime energy production. For concepts that are already in use, such
as the WindFloat Kincardine semi-submersible and the Hywind Tampen spar, the lifetime energy pro-
duction values are based on operational data obtained from literature. For the remaining concepts,
energy production estimates rely on theoretical estimations performed in literature corresponding to
their respective turbine sizes.

The most cost-efficient TLP concept yields an LCOE of 65.11 €/MWh, which is comparable to LCOE
values for alternative floating substructures. While the TLP is slightly less cost-effective than some
of the other concepts, this is primarily attributed to the higher platform costs in the current design.
However, comparison with the Kincardine and Hywind platforms reveals that an increase in turbine
size significantly improves lifetime energy production. These energy gains are larger than the increase
in system costs, resulting in a reduced overall LCOE.

This analysis demonstrates that the developed framework enables consistent comparison not only be-
tween different TLP configurations but also with other substructure types reported in literature. This
supports the applicability of the framework for early-stage concept evaluation in offshore wind devel-
opment. Nonetheless, due to sensitivities in the cost models and the assumptions involved in platform
designs across studies, the LCOE comparison should be interpreted with caution. A more comprehen-
sive cost comparison across multiple studies is recommended to reduce uncertainties and strengthen
the robustness of the conclusions.

Table 7.11: LCOE of several floating wind concepts.

Concept Turbine Rating [MW] Total Cost [M€] LEP [TWh] LCOE [€/MWh] Development Stage Source

CENTEC - TLP 10 64.80 1.02 63.5 Theoretical Concept [26, 77]

KRISO - TLP 15 70.94 1.21 58.63 Theoretical Concept [11]

Pelastar - TLP 10 64.17 1.02 62.88 Theoretical Concept [48, 77]

Windfloat Kincardine - semi-sub 9.5 52.99 0.75 70.65 In Operation [58, 88]

Highwind Tampen - spar 8.6 48.17 0.72 67.07 In Operation [30, 96]

RAFT study TLP 15 78.78 1.21 65.11 Theoretical Concept
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Discussion

This chapter presents a discussion on the developed optimisation framework and obtained results. First,
the constructed RAFT model will be discussed, which will be followed by a discussion on the identified
TLP design characteristics and the results of the optimisation study.

8.1. RAFT Model
As discussed in Chapter 5, the RAFT model developed for this optimisation framework shows accurate
dynamic representation for TLPs with (near) vertical tendons. Furthermore, it showed to significantly
reduce computational resources. Some discrepancies were identified when RAFT was compared to
the reference model. These discrepancies primarily arise from simplifications to improve computational
speed. Most discrepancies are within acceptable margins, while a few others posed limitations on the
current model.

First, the use of a linearised mooring stiffness in combination with a quasi-static solver, accounting for
the mean offset, shows to work effectively. However, RAFT does not capture the non-linear restoring
behaviour of tendons at large offsets in dynamic analysis. This simplification can lead to an overesti-
mation of dynamic response leading to more conservative designs. For TLPs, surge is coupled to pitch
and heave. These couplings amplify the dynamic response for those degrees of freedom. As a result,
small inaccuracies in surge prediction can significantly affect pitch motion, heave motion and tendon
tensions for example, especially under more extreme load cases.

Second, the model is limited in the ability to capture the coupled dynamics of TLPs with inclined tendons.
As the tendon angle deviates from vertical, the couplings between surge, pitch and heave becomemore
pronounced. The current analytical, linearised implementation does not account for these interactions,
leading to significant overestimation of platform motions and tendon loads in such configurations. This
restricts the reliable use of the RAFT model to concepts with (near) vertical tendon layouts.

Third, the sum-frequency force approximation showed relatively accurate results, but remains limited to
highly slender designs for reliable results. For the purposes of this study, the simplified sum-frequency
force calculation provides reasonable estimates to take into account the significance for TLP design.
However, a more detailed investigation into sum-frequency forces across a broader range of designs
and conditions would strengthen the framework by showing when these forces become more critical.

Finally, as linearising the hydrodynamic coefficients shows to have a relatively large influence, the
RAFT model would benefit from a more comprehensive computationally efficient hydrodynamic analy-
sis. This is especially relevant for accurately modelling the frequency-dependent added mass, which
significantly impacts system response. In contrast, the frequency dependent radiation damping was
found to have only a minor effect, in line with the slender-body assumption applied in this study. As
such, a more detailed hydrodynamic analysis for the radiation damping is likely to give little additional
benefit. Incorporating surrogate models based on diffraction analyses would, for example, enhance the
accuracy of the RAFT model while remaining within computational margins [56]. Furthermore, RAFT

101
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would benefit of the implementation of a nacelle velocity feedback gain or similar damping mechanisms,
to prevent over prediction of the low frequency motions at high wind speeds.

Overall, the RAFT model provides a fast and accurate tool for early-stage optimisation of TLPs with
(near) vertical tendons. While simplifications such as linearised mooring and hydrodynamic coefficients
contribute to computational efficiency, they limit the model’s applicability to configurations with strong
non-linear coupling. Enhancing RAFT with more detailed hydrodynamic representations and compat-
ibility for inclined tendons would improve the versatility and enable exploration of a broader design
space.

8.2. TLP Design Characteristics
The trends in design characteristics show that draft, pretension, tendon angle and pontoon length have
themost significant influence on TLP dynamic performance. Draft significantly affects tendon length and
therefore mooring stiffness. Pretension has a double influence as it directly impacts system response
and affects the axial stiffness of the tendons, which was shown to affect platform response and tendon
tension variations. This optimisation would benefit from a more detailed research into the axial stiffness
of tendons.

Furthermore, no feasible designs were identified with a tendon angle below approximately 88.6° from
horizontal, aligning with earlier findings in Section 5.6 that RAFT overestimates system response at
lower tendon angles. This highlights the strong influence of tendon angle on system response and how
future enhancements of the framework would benefit of incorporating these coupled effects.

Another finding of this study was that all feasible designs have a first pitch-bending natural frequency
within the 3P excitation range of the rotor, due to the platform and turbine tower configuration. This
overlap poses a risk of resonance caused by wind shear and tower shadowing effects, potentially
increasing fatigue damage and power fluctuations. While not addressed in the current framework, this
issue could be mitigated through controller tuning to add damping near the 3P band or by adjusting
tower and tendon properties to shift natural frequencies. These strategies offer interesting extensions
of the framework for improving the dynamic performance of future TLP designs.

In terms of LCOE, the results indicate that platform mass and tendon pretension are the primary cost
drivers that affect the levelised cost of energy. The platform mass was most significantly influenced by
the main column and pontoon diameters. This is mainly due to the fixed diameter-to-thickness ratio
assumed in this research. Varying this parameter has shown to significantly impact the platform cost.

Overall, although there are design variables which have a more pronounced influence on the dynamic
behaviour or system cost, the TLP behaves as a highly coupled system, where small geometric changes
impact mass, buoyancy and pretension, emphasizing the need to take all the design variables into
consideration as they are all related and underlining the added value of an integrated optimisation
framework such as presented in this research.

8.3. Optimisation Results
The optimisation study shows that the developed framework successfully converges toward increas-
ingly cost-effective designs as the generations progress. Several distinct and promising regions in the
design space were explored, each yielding competitive LCOE results. This indicates that multiple fea-
sible TLP configurations exist, offering design flexibility depending on site-specific and logistical con-
straints.

Based on the interpretation of the optimisation study results, several practical design solutions were
identified that could further reduce platform cost and logistical and manufacturing complexity. Some of
these solutions show promising potential. However, it should be noted that more detailed research is re-
quired to assess their impact on overall system performance and cost to make more robust conclusions
on their impact.

Regarding the convergence of the genetic algorithm, the convergence behaviour varied across op-
timisation runs, indicating the framework’s sensitivity to the initial population. This sensitivity led to
initial convergence toward local minima. Nevertheless, as more generations were completed, the de-



8.3. Optimisation Results 103

sign space diversified again, suggesting the framework’s capability to escape local minima. Increasing
the population and number of generations per run can further mitigate local convergence, this will be
at the cost of additional computational resources however. Within the current computational limits it
was deemed more efficient to run multiple smaller optimisation runs for this complex non-linear de-
sign space to uncover design spaces and cost-efficient designs. However, it is important to note that
the main goal of this study was not necessarily to find the best design, but to show that the optimisa-
tion framework works well and can be applied to TLPWT design problems. For future use in larger or
real-world projects, it is recommended to use a larger population and more generations to improve the
results of the framework.

When compared to results from other floating wind concepts, the optimised TLP designs achieved a
competitive LCOE. These results support the potential of tension leg platforms as a viable solution for
future large-scale offshore wind development. Still, a more extensive comparison of cost models used
in different studies would improve the validation of the optimisation results and strengthen confidence
in cross-study conclusions.



9
Conclusion & Recommendations

The scope of this research was to develop an automated optimisation framework for 15MW tension
leg platforms. The motivation was to improve the cost-efficiency of floating offshore wind turbines, en-
abling better access to deep-water wind resources. Throughout this research, several sub-questions
were addressed to guide the development and validation of the framework. These sub-questions and
their respective conclusions are summarised in Section 9.1, followed by the main conclusion which
answers the main research question. After this, recommendations are presented for further research
in Section 9.2.

9.1. Conclusion
Before answering the research questions, there are a couple of findings throughout this research which
are worth noting next to the formulated research questions.

• At large mean thrust forces, several design concepts exhibited a negative mean pitch offset as
a result of the thrust induced surge offset. This not only influenced the experienced tendon ten-
sions, but also contributed to an increase in lifetime energy production. A negative mean pitch for
large thrust forces implies that the turbine remains more upright at smaller thrust forces, improv-
ing energy generation. However, because all evaluated TLP concepts had relatively small pitch
motions, the resulting variation in lifetime energy production remained limited.

• Throughout the optimisation study, surge motion consistently appeared as the most critical design
constraint, followed by tendon tension limits. This highlights the importance of implementing surge
reduction systems or redesigning subsystems, such as the power cable, to relax the surge offset
constraint and broaden the feasible design space.

• Various design concepts demonstrated similar performance in terms of dynamic response and
Levelised Cost of Energy (LCOE), despite differing significantly in layout. This indicates that the
optimisation framework can identify multiple viable design configurations, allowing flexibility based
on logistical constraints or offshore floating wind park developer specific preferences.

• Adjustments to system properties, such as diameter-over-thickness ratio and tendon axial stiff-
ness, or the incorporation of practical design solutions, such as fins and braces, can reduce sys-
tem cost as well as logistical and manufacturing complexity. Such design additions may contribute
to the commercial viability of TLPWT, while remaining relatively straightforward to implement.

How can TLP-specific dynamic effects be represented in a frequency-domain based optimisa-
tion framework?

Sum-frequency forces can have significant impact on TLP response and fatigue, especially when idling.
In order to include these effects, a slender body approach was used which estimates the sum-frequency
forces using Rainey approximation. Although this method shows to approximate the sum-frequency
forces with some overprediction at higher frequencies. It is suitable for the current application to take
into account the effects of sum-frequency forces in TLP design.
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As tension leg platform mooring stiffness varies non-linearly with horizontal excursion, a quasi-static
approach is used that considers mooring linearisation around mean offset to minimise the effects of the
linearisation. The quasi-static analysis shows to have great resemblance with the non-linear reference
model. However, non-linear couplings at the offset position are not accounted for and therefore pose
limitations on the linearisation of tension leg platform moorings.

Furthermore, in order to take into account the critical TLP pitch-bending modes, tower flexibility was
incorporated in the RAFT software in order to make the TLP response more realistic.

What is the validity of linearising TLPWT with respect to system response?

The linearisation of tension leg platform wind turbine response is valid within a 16% error margin com-
pared to non-linear time domain simulations for configurations with (near) vertical tendons. In these
cases, the system coupling between the different degrees of freedom is limited, allowing the linear
model to provide accurate results. Furthermore, it was discovered that the linearisation of TLPs leads
to over predicted motions and larger tendon tensions for increasing excursions due the inability to take
into account the non-linear varying mooring stiffnesses. These effects may cause op to 10% errors in
the linear model compared to non-linear time domain simulations.

For increasing tendon angles, coupling effects between surge, heave and pitch become more pro-
nounced. These effects are not fully captured in the current analytical linear model, leading to nat-
ural frequencies that shift into significant excitation zones and therefore overestimation of platform
response.

In conclusion, linearisation of the model in this research is suitable for stiff TLP systems with (near)
vertical tendons, but it becomes less reliable when strongly coupled modes dominate the dynamic
behaviour.

Which design variables most significantly contribute to tension leg platform performance?

The most influential design variables for TLP dynamic behaviour were found to be the draft, pretension,
tendon angle and pontoon length. While other variables also affected system behaviour, their impact
was less pronounced. Increasing the draft consistently reduced surge, pitch and nacelle acceleration.
Lowering the pretension led to reduced maximum and minimum tendon tensions. With decreasing
tendon angle the systems dynamic behaviour is significantly influenced, moving the natural frequencies
into excitation zones causing large excursions and tendon tensions. Larger pontoon lengths caused
reductions in system pitch response and nacelle accelerations.

In terms of LCOE, the dominant cost drivers were platform mass and tendon pretension. The preten-
sion directly influenced the cost of anchors and tendons, while the platform cost scaled with platform
mass where main column and pontoon diameter had the most significant influence. LEP remained rel-
atively constant across feasible designs due to limited pitch variation, although a slight improvement
was observed in configurations that exhibited the behaviour of a negative mean pitch angle. These
configurations remain more vertical in operational conditions increasing the lifetime energy production.

While there are design variables which have more significant relations with the optimisation results, all
design variables show to have considerable impact on system dynamic response and/or cost. There-
fore, all identified design variables should be taken into account in such an optimisation study. The main
reason for this is the highly interrelated couplings for TLPs for varying mass, buoyancy and mooring
properties.

What key elements should a cost model include to account for the cost of a tension leg platform,
enabling comparison with other design studies?

In this research, a cost model was constructed to allow for concept comparison within the optimisation
study, but also keeping the results of the framework comparable to other studies. Where most cost
studies have a general cost function per type of platform which only depends on the turbine rating, the
cost function in this research incorporates a more specific approach making the platform and mooring
cost a function of platform steel mass, ballast mass, anchor vertical load requirements and cable cost.
These varying costs make all the designs within the framework comparable to each other. To also make
cross-study comparison possible, a more elaborate set of constant costs for every concept is included
which include turbine cost, installation cost, transmission cost, operational and maintenance costs and
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decommissioning costs. Together with the lifetime energy production the LCOE could be determined
per concept which shows to be competitive and comparable with existing studies.

How can an optimisation problem be structured to allow for efficient exploration of the design
space in the context of TLPWT optimisation?

An effective optimisation run for floating wind systems should combine computational efficiency with
sufficient coverage of the design space. This can be achieved through a multistep approach. First, con-
cepts that violate hard physical constraints, such as negative ballast mass are directly heavily penalized.
This prevents the algorithm fromwasting computational resources on physically infeasible designs. Sec-
ond, a quasi-static feasibility check can be used to filter out designs that violate soft constraints, such as
maximum allowable surge and tendon tension limits, at their mean offset. Only the remaining feasible
individuals proceed to full dynamic simulation, where constraint violations are appropriately penalised
in the fitness evaluation.

To further improve exploration and reduce the risk of drawing conclusions from potentially prematurely
converged optimisation runs, the optimisation process was multi-started using smaller initial popula-
tions. This enables efficient identification of the different design spaces and gives an overall confidence
in the exploration of the design space. Overall, this strategy ensures that the optimisation remains both
efficient and robust, identifying optimal designs without excessive computational requirements.

“How can a frequency-domain-based optimisation framework be developed for 15MW tension
leg platform wind turbines to enable efficient, accurate and cost-effective design iterations,

considering tension leg platform specific dynamics?”

To answer this question, a frequency-domain-based optimisation framework was developed, combining
a quasi-static equilibrium solver with linear frequency-domain analysis at the offset position including
TLP specific dynamics. This approach enables efficient evaluation of dynamic responses while main-
taining sufficient accuracy for early-stage design. Validation against non-linear OrcaFlex simulations
showed that the linear model achieved accuracy within 16% for configurations with (near) vertical ten-
dons. By reducing computational time with 98.5%, the framework enables evaluation of an extensive
set of load cases. This extensive set of load cases not only allows for thorough concept performance
evaluation, but may also contribute to a preliminary general performance assessment during the front-
end engineering design phase. This enables the current framework to provide early-stage insights that
may support certification preparation while reducing the required engineering time from weeks to days.

The framework integrates a full set of physical and operational constraints and applies a genetic algo-
rithm to explore the six-dimensional design space. The optimisation framework successfully identified
and converged to cost-efficient and dynamically feasible TLPWT designs, with a levelised costs of en-
ergy comparable to those in other floating wind studies. These results confirm the framework’s value as
a practical tool for early-phase concept development. This provides a robust basis for tension leg plat-
form specific optimisation, making tension leg platforms more economically viable for future offshore
wind developments in deeper waters.

9.2. Recommendations
While the optimisation framework developed in this research has demonstrated the ability to converge
to cost-effective designs for TLPs with (near) vertical tendon configurations, several opportunities exist
to further improve the accuracy, flexibility, applicability and eventual cost-efficiency.

• Extend RAFT to include all coupled modes:
Investigating the coupled dynamic modes of tension leg platforms with inclined tendons and incor-
porating these into the linearised analytical mooring module in the RAFTmodel would significantly
enhance the fidelity of the framework. This would enable exploration of a broader design space,
increasing the potential to discover more cost-effective design concepts.

• Expand RAFT validation studies:
While significant validation has been performed, as presented in Chapter 5. Additional confidence
in the model may be gained by further validation studies across a wider range of mooring sys-
tems, water depths and environmental conditions, which would increase confidence in the models
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accuracy. Ultimately, the goal would be to validate the tool across a comprehensive set of site
conditions and material configurations.

• Incorporate six degrees of freedom:
Extending the framework to a six degree of freedom analysis (including sway, roll and yaw) would
allow a more realistic representation of TLP dynamics, particularly due the strong coupling be-
tween all degrees of freedom. For example, rotor torque-induced yaw is a known challenge in
floating offshore wind which could be captured in this more elaborate analysis.

• Include tower design in the optimisation study:
Integrating tower design as part of the optimisation would allow for a full system evaluation, partic-
ularly to avoid structural resonance issues by 3P excitations. While complete tower optimisation
would be computationally expensive, an approach using a standard set of tower designs with dif-
ferent stiffness properties, would give a practical compromise between accuracy and efficiency.

• Explore optimisation formulations:
Exploring alternative sets of constraints could further improve the insights gained on design driv-
ing parameters and how the optimisation converges to cost-efficient designs. Furthermore, includ-
ing design variables like axial stiffness and column diameter-tot-thickness ratios could also yield
valuable results.

• Add practical design improvements to improve cost-efficiency and reduce installation and
manufacturing complexity: Future research could include the analysis of more practical solu-
tions to reduce the platform cost or influence the limits identified in this research. As mentioned
in subsection 7.1.5, these solutions include:

– Increase added mass and damping by including (holed) fins on the structure to reduce surge
responses.

– Including tendon damping to reduce the dynamic tendon tensions.
– Improve structural design to reduce platform material usage and therefore platform cost.
– Select different mooring line materials and properties to directly reduce mooring line cost or
indirectly reduce cost by reducing response and therefore required pretension for example.

– Use different types of platform materials and anchors to reduce overall costs.
– Redesign or implement subsystems that influence the current design constraints. For exam-
ple, the allowable surge offset is currently limited by assumptions for the power cable design.
By exploring alternative cable configurations or connection strategies, this constraint could
potentially be relaxed, enabling a broader and more cost-effective design space.

• Turbine scaling:
As the framework is adjustable for different turbines, a study into the effects of turbine scaling on
optimisation results could reveal how developments in turbine size affect the platform design.

In summary, future research should focus on expanding the model’s capabilities, improving model val-
idation for different system properties and site conditions and extending the optimisation with different
sets of constraints and practical cost limiting solutions. Applying the framework to case studies involv-
ing larger offshore wind turbines will help to indicate TLP development for the future of floating offshore
wind. These steps will enhance the framework’s robustness and versatility, enabling optimisation across
a wider range of configurations and conditions, while also providing insights into the role of TLPs as a
cost-effective foundation for floating offshore wind.
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A
Simplified Scaling of a TLP

Originally the MIT/NREL TLP supports a 5MW turbine. To make it compatible for a 15MW turbine, a
scaled base case was made to form the basis of the construction of this framework. This was done
with the following scaling rules in a simple spreadsheet based on the MIT/NREL platform 1 used in the
research by Erin Bachynski [5].

1. Surge and sway natural periods
To avoid first-order wave excitation, the surge and sway natural periods should exceed 25 sec-
onds. The undamped, decoupled surge natural period Tn,1 is estimated using Equation A.1, where
M11 is the surge mass, A11 is the added mass, and K11 is the restoring stiffness in surge.

Tn,1 = 2π

√
M11 +A11

K11
(A.1)

2. Heave, roll, and pitch natural periods
These periods should be shorter than 3.5 seconds to remain outside the wave energy band for
first-order excitation. The rigid-body pitch or heave natural period Tn,3 can be approximated by
Equation A.2, where C33 is the hydrostatic stiffness and K33 is the mooring/tendon stiffness in
heave or pitch.

Tn,3 = 2π

√
M33 +A33

C33 +K33
(A.2)

3. Mean offset limitation
To control the tendon angle and avoid slack events, the mean platform offset must not exceed
10% of the water depth. The mean surge force F̄1 due to waves is estimated using Equation A.3
based on regular wave theory for a significant wave height of 4m and period of 10 s, where ζa is
the wave amplitude, D1 is the column diameter, ω is the wave frequency, and CD = 1 is the drag
coefficient.

F̄1 =
1

2
ρgζ2a

D1

2
+

3π

2
ρCDD1ω

2ζ3a (A.3)

4. Tendon yield strength constraint
The tendon cross-sectional area At must be large enough to ensure the stress under maximum
loading (Tpretension is about 30% of the MBL [80]) does not exceed the yield strength σy.

Tpretension

0.3At
≤ σy (A.4)

5. Minimum displacement
The platform displacement volume ∆ must satisfy Equation A.5. This constraint is based on pre-
liminary findings suggesting that sufficient displacement is necessary to survive extreme environ-
mental conditions by providing adequate inertia and pretension stiffness.

∆ ≥ 2000 m3 (A.5)
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B
Structural Details

B.1. Tower Mass and Stiffness Matrices
The complete tower element mass and stiffness matrices used based on literature [86].

Ke =



EA
L 0 0 0 0 0 −EA

L 0 0 0 0 0

0
12EIy
L3 0 0 0

6EIy
L2 0 − 12EIy

L3 0 0 0
6EIy
L2

0 0 12EIz
L3 0 − 6EIz

L2 0 0 0 − 12EIz
L3 0 − 6EIz

L2 0
0 0 0 GI

L 0 0 0 0 0 −GI
L 0 0

0 0 − 6EIz
L2 0 4EIz

L 0 0 0 6EIz
L2 0 2EIz

L 0

0
6EIy
L2 0 0 0

4EIy
L 0 − 6EIy

L2 0 0 0
2EIy
L

−EA
L 0 0 0 0 0 EA

L 0 0 0 0 0

0 − 12EIy
L3 0 0 0 − 6EIy

L2 0
12EIy
L3 0 0 0 − 6EIy

L2

0 0 − 12EIz
L3 0 6EIz

L2 0 0 0 12EIz
L3 0 6EIz

L2 0
0 0 0 −GI

L 0 0 0 0 0 GI
L 0 0

0 0 − 6EIz
L2 0 2EIz

L 0 0 0 6EIz
L2 0 4EIz

L 0

0
6EIy
L2 0 0 0

2EIy
L 0 − 6EIy

L2 0 0 0
4EIy
L





δ1
δ2
δ3
δ4
δ5
δ6
δ7
δ8
δ9
δ10
δ11
δ12



Me =
m̄L

420



140 0 0 0 0 0 0 70 0 0 0 0
0 156 0 0 −22L 0 0 0 54 0 13L 0
0 0 156 0 0 22L 0 0 54 0 −13L 0
0 0 0 140Ie

A 0 0 0 0 0 70Ie
A 0 0

0 −22L 0 0 4L2 0 0 0 −13L 0 −3L2 0
0 0 22L 0 0 4L2 0 0 0 −3L2 0 −22L
0 0 0 0 0 0 140 0 0 0 0 0
70 0 0 0 0 0 0 156 0 0 −22L 0
0 54 0 0 −13L 0 0 0 156 0 0 22L
0 0 54 70Ie

A 0 −3L2 0 0 0 140Ie
A 0 0

0 13L −13L 0 −3L2 0 0 −22L 0 0 4L2 0
0 0 0 0 0 −22L 0 0 22L 0 0 4L2





δ1
δ2
δ3
δ4
δ5
δ6
δ7
δ8
δ9
δ10
δ11
δ12


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B.2. Tower Properties
Table B.1: Tower Material Properties.

Parameter Symbol Value Unit
Young’s modulus, steel E 200 GPa
Shear modulus, steel G 79.3 GPa
Density, steel ρ 7850 kg/m3

Table B.2: Tower Element Properties.

Location Height [m] Outer Diameter [m] Thickness [mm] Mass Density [kg/m] Fore-aft inertia [kg.m] Side-side inertia [kg.m]
Tower Base 15.00 10 88.528 23006.32 282532.26 282532.26

18.25 10 88.528 23006.32 282532.26 282532.26
21.50 10 88.528 23006.32 282532.26 282532.26
24.75 10 88.528 23006.32 282532.26 282532.26
28.00 10 88.528 23006.32 282532.26 282532.26
31.25 10 88.528 23006.32 282532.26 282532.26
34.50 10 88.528 23006.32 282532.26 282532.26
37.75 10 88.528 23006.32 282532.26 282532.26
41.00 10 78.377 20389.17 250900.87 250900.87
44.25 10 78.377 20389.17 250900.87 250900.87
47.50 10 78.377 20389.17 250900.87 250900.87
50.75 10 78.377 20389.17 250900.87 250900.87
54.00 10 68.146 17745.94 218821.54 218821.54
57.25 10 68.146 17745.94 218821.54 218821.54
60.50 10 68.146 17745.94 218821.54 218821.54
63.75 10 68.146 17745.94 218821.54 218821.54
67.00 10 57.782 15062.74 186120.99 186120.99
70.25 10 57.782 15062.74 186120.99 186120.99
73.50 10 57.782 15062.74 186120.99 186120.99
76.75 10 57.782 15062.74 186120.99 186120.99
80.00 10 47.297 12342.49 152828.66 152828.66
83.25 10 47.297 12342.49 152828.66 152828.66
86.50 10 47.297 12342.49 152828.66 152828.66
89.75 10 47.297 12342.49 152828.66 152828.66
93.00 10 36.876 9633.13 119529.37 119529.37
96.25 10 36.876 9633.13 119529.37 119529.37
99.50 10 36.876 9633.13 119529.37 119529.37
102.75 10 36.876 9633.13 119529.37 119529.37
106.00 10 26.873 7027.09 87367.84 87367.84
109.25 10 26.873 7027.09 87367.84 87367.84
112.50 10 26.873 7027.09 87367.84 87367.84
115.75 10 26.873 7027.09 87367.84 87367.84
119.00 10 17.749 4645.48 57862.74 57862.74
122.25 10 17.749 4645.48 57862.74 57862.74
125.50 10 17.749 4645.48 57862.74 57862.74
128.75 10 17.749 4645.48 57862.74 57862.74
132.00 10 9.911 2596.06 32386.52 32386.52
134.60 10 9.911 2596.06 32386.52 32386.52
137.20 10 9.911 2596.06 32386.52 32386.52
139.80 10 9.911 2596.06 32386.52 32386.52

Tower top 144.386 6.5 7.936 1350.87 7116.87 7116.87



B.3. Stress Concentration Factors 117

Table B.3: Tower Element Properties Continued.
Location Height [m] Fore-aft stiffness [N.m2] Side-side stiffness [N.m2] Torsional stiffness [N.m2] Axial stiffness [N]
Tower base 15.00 6.77E+12 6.77E+12 5.37E+12 5.51E+11

18.25 6.77E+12 6.77E+12 5.37E+12 5.51E+11
21.50 6.77E+12 6.77E+12 5.37E+12 5.51E+11
24.75 6.77E+12 6.77E+12 5.37E+12 5.51E+11
28.00 6.77E+12 6.77E+12 5.37E+12 5.51E+11
31.25 6.77E+12 6.77E+12 5.37E+12 5.51E+11
34.50 6.77E+12 6.77E+12 5.37E+12 5.51E+11
37.75 6.77E+12 6.77E+12 5.37E+12 5.51E+11
41.00 6.01E+12 6.01E+12 4.77E+12 4.89E+11
44.25 6.01E+12 6.01E+12 4.77E+12 4.89E+11
47.50 6.01E+12 6.01E+12 4.77E+12 4.89E+11
50.75 6.01E+12 6.01E+12 4.77E+12 4.89E+11
54.00 5.24E+12 5.24E+12 4.16E+12 4.25E+11
57.25 5.24E+12 5.24E+12 4.16E+12 4.25E+11
60.50 5.24E+12 5.24E+12 4.16E+12 4.25E+11
63.75 5.24E+12 5.24E+12 4.16E+12 4.25E+11
67.00 4.46E+12 4.46E+12 3.54E+12 3.61E+11
70.25 4.46E+12 4.46E+12 3.54E+12 3.61E+11
73.50 4.46E+12 4.46E+12 3.54E+12 3.61E+11
76.75 4.46E+12 4.46E+12 3.54E+12 3.61E+11
80.00 3.66E+12 3.66E+12 2.90E+12 2.96E+11
83.25 3.66E+12 3.66E+12 2.90E+12 2.96E+11
86.50 3.66E+12 3.66E+12 2.90E+12 2.96E+11
89.75 3.66E+12 3.66E+12 2.90E+12 2.96E+11
93.00 2.86E+12 2.86E+12 2.27E+12 2.31E+11
96.25 2.86E+12 2.86E+12 2.27E+12 2.31E+11
99.50 2.86E+12 2.86E+12 2.27E+12 2.31E+11
102.75 2.86E+12 2.86E+12 2.27E+12 2.31E+11
106.00 2.09E+12 2.09E+12 1.66E+12 1.68E+11
109.25 2.09E+12 2.09E+12 1.66E+12 1.68E+11
112.50 2.09E+12 2.09E+12 1.66E+12 1.68E+11
115.75 2.09E+12 2.09E+12 1.66E+12 1.68E+11
119.00 1.39E+12 1.39E+12 1.10E+12 1.11E+11
122.25 1.39E+12 1.39E+12 1.10E+12 1.11E+11
125.50 1.39E+12 1.39E+12 1.10E+12 1.11E+11
128.75 1.39E+12 1.39E+12 1.10E+12 1.11E+11
132.00 7.76E+11 7.76E+11 6.15E+11 6.22E+10
134.60 7.76E+11 7.76E+11 6.15E+11 6.22E+10
137.20 7.76E+11 7.76E+11 6.15E+11 6.22E+10
139.80 7.76E+11 7.76E+11 6.15E+11 6.22E+10

Tower top 144.386 1.71E+11 1.71E+11 1.35E+11 3.24E+10

B.3. Stress Concentration Factors
For the fatigue calculation, stress concentration factors for this particular joint were determined ac-
cording to DNV-C302 [22]. The pontoon main column joint was identified as an F joint. The stress
concentration factors for in plane bending and axial loads could then be determined by Equation B.1
and Equation B.2. The input variables for these equations are depicted in Figure B.1.

SCFaxial = γ0.2τ
(
2.65 + 5(β − 0.65)2

)
+ τβ (C2α− 3) sin θ (B.1)

SCFbending = 1.45βτ0.85γ(1−0.68β)(sin θ)0.7 (B.2)

Figure B.1: Coefficients to determine the stress concentration factor at the intersection of the pontoon and main column.



C
Additional RAFT Validation Results

C.1. First-order Waves

(a) Floater surge and pitch PSD. (b) Nacelle surge and pitch PSD.

(c) Nacelle acceleration PSD. (d) Fore and aft tendon tension PSD.

Figure C.1: Power spectral density comparisons at Hs = 2 [m], Tp = 7.94 [s], VW = 0 [m/s] subjected to first order waves.
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C.2. First- and second-order Waves with Wind

(a) Floater surge and pitch PSD. (b) Nacelle surge and pitch PSD.

(c) Nacelle acceleration PSD. (d) Fore and aft tendon tension PSD.

Figure C.2: Power spectral density comparisons at Hs = 1 [m], Tp = 7.22 [s], VW = 5 [m/s] subjected to first and second
order waves.
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(a) Floater surge and pitch PSD. (b) Nacelle surge and pitch PSD.

(c) Nacelle acceleration PSD. (d) Fore and aft tendon tension PSD.

Figure C.3: Power spectral density comparisons at Hs = 2 [m], Tp = 7.94 [s], VW = 13 [m/s] subjected to first and second
order waves.



D
Additional TLP Design Characteristics

Results

Figure D.1: Column diameter vs outputs
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Figure D.2: Main column draft with relation to response results.

Figure D.3: Pretension with relation to response results.
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Figure D.4: Tendon angle with relation to response results.

Figure D.5: Pontoon length with relation to response results.
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Figure D.6: Pontoon diameter with relation to response results.
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