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Abstract

Salt intrusion through sea locks causes the mixing of fresh and salt water due to a gravity cur-
rent. This process may occur gradually over tens of kilometers and affects the required quality
of the inland water. A bubble screen alongside the locks is one of the available mitigating
measures for this undesired phenomenon. However, current numerical simulations on bubble
screens to mitigate salt intrusion are relatively scarce, and the validation of such models has
not yet been thoroughly checked. The objective of this thesis is to study the performance
of bubble screens for mitigating the salt intrusion using an Euler-Euler Computational Fluid
Dynamics (CFD) model in Fluent 17.2. The work was conducted at TU Delft in collaboration
with Deltares, a hydraulics institute in Delft in The Netherlands.

First, a simulation of a gravity current is conducted to study the mixing of fresh and salt water
in the absence of a bubble screen. The mass transport equation for the salt concentration,
together with a linear approximation of the concentration-density relation, is involved into the
governing equations. The results are validated with empirical predictions and experiments at
Deltares of gravity currents to study the buoyancy effects of different turbulence submodels.

Second, simulations of bubble screens in the fresh-fresh water system are performed and
validated with particle image velocimetry (PIV) measurements conducted at Deltares to in-
vestigate the bubble screen dynamics. Larger flow circulations are generated with increasing
air flow rates, while a constant surface current thickness of around 0.3 times the water depth
is found for all cases.

Lastly, bubble screens simulations for six different Froude air numbers Frair in the fresh-salt
water system are conducted and validated with the dye measurements. The dimensionless
number Frair serves as a ratio of the kinetic energy of the rising bubble plume to the potential
energy of the gravity current. The salt transmission factor, defined as a ratio of the salt
intrusion with mitigating measures to that without any measures, shows that Frair in the
range of 0.93 - 1.08 is most efficient for mitigating salt intrusion. At a lower Frair, the
salt water generally intrudes at the bottom area as a salt tongue, whereas the salt intrudes
through the surface current for larger Frair owing to a higher rate of liquid entrainment into
the bubble screen.
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Chapter 1

Introduction

1-1 Background

Because of climate change, the growing demand for fresh water becomes an essential problem
for The Netherlands and other European countries due to the rising sea level and more frequent
droughts. Salt intrusion through sea locks can have negative effects on the required salinity
of the fresh inland water for ecological reasons, agricultural use, and drinking water standard
[10]. When opening the lock gate during ship traffic, a gravity current occurs between the
fresh and salt water. Differences in the hydrostatic pressure causes an induced flow of salt
water along the bottom of the river and an opposite seaward flow of fresh water on top, as
presented in Fig.1-1 [11].

The salt intrusion process causes mixing of fresh and salt water, which may occur gradually
over tens of kilometers. Therefore, the increase in ship traffic intensity, as well as the con-
struction of new locks, calls for proper mitigating measures. One of the available mitigating
measures is the application of bubble screens at the locks between fresh and salt water, as
presented in Fig.1-2. A screen of air bubbles is generated by injecting compressed air into
the bottom of the lock, and this acts as a pneumatic barrier. Theoretical prediction on the

Figure 1-1: Schematic view of salt intrusion between sea and river [1].
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2 Introduction

Figure 1-2: Schematic view of bubble screen and horizontal current velocity [2].

performance of the bubble screen has been carried out by Abraham and Van der Burgh early
in the 1960s based on the experiments in the Kornwerderzand and IJmuiden locks [2, 12].
However, it also points out that, while the salt intrusion is reduced by using a bubble screen,
the mixing of water from both sides also increases near the surface where the bubbles get
dispersed.

Nowadays, more field studies and laboratory experiments have been conducted to investigate
the performance of the bubble screen properly. Numerical simulations with the application
of Computational Fluid Dynamics (CFD) are also helpful to get insight into the flow in and
around the sea locks without requiring costly measurement campaigns. However, current
numerical simulations on bubble screens to mitigate salt intrusion are relatively scarce, and
the validation of such models has not yet been thoroughly checked. Therefore, an accurate
and reliable CFD model for predicting the salt intrusion in the presence of a bubble screen is
highly desired.

1-2 Literature Review

During the past decades, quite a few full-scale studies on salt intrusion in the presence of a
bubble screen has been performed. Multiple experiments have been conducted by Abraham
and Van der Burgh as well as Bulson with a focus on the salt concentration and the velocity
distribution in the water, respectively [2, 12, 13]. Theoretical predictions are also derived in
both cases by considering the energy and momentum balance. Further, Keetels et al. and
Uittenbogaard et al. present an innovative design with a combination of bubble and water
screens at the Krammer recreational lock and Stevin lock [14, 15, 16]. A similar test of a
bubble screen is also done by Weiler et al. considering the lock operation and the flushing
discharge in addition [17].

In recent years, laboratory-scale measurements have also been performed on the bubble screen
with the advantage of better control on the boundary conditions. Wen and Torrest have
conducted some measurements on the line source bubble plumes for the study of aeration-
induced circulation in lakes and reservoirs [18]. Later, Riess and Fanneløp have done similar
experiments with a focus on surface currents and recirculation flow [19]. A relatively large
scale experiment has been done by Van der Ven and Wieleman, which shows a good agreement
with the work done by Riess and Fanneløp [20]. Based on the above experiments, lab-scale
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investigations on bubble screens for the study of mitigating salt intrusion were also carried
out. In preparation for the full-scale tests, Keetels et al. have performed tests on a bubble
screen in a flume consisting of two compartments with salt and fresh water, respectively
[14]. Recently, to assess the difference in the performance of varying bubble screen operation,
more accurate measurements are used by Van der Ven and Oldenziel from Deltares, including
Particle Image Velocimetry (PIV), conductivity measurements and dye measurements [21].
Two master students from TU Delft, Kurian and Nikolaidou also contributed to the work to
gain sufficient data for further validation of CFD modeling, which will be introduced in the
following sections [3, 4].

CFD modeling of gas-liquid flows has been widely used recently for reliable predictions of
the flow behavior. Quite a lot of modeling has been done on bubble columns and bubble
plumes accurately and efficiently, while work on modeling bubble screens or bubble curtains
is comparatively lacking. The Euler-Euler and Euler-Lagrange approaches are the most used
approaches to simulate two-phase flows. The Euler-Euler approach, also known as the two-
fluid model approach, is the preferred method to use when simulating large-scale systems.
In this continuum model, only the macroscopic flow field is resolved for both phases, and
closures are required for subfilter-scale dispersive stresses and the drag force between two
phases. Among the simulations on bubbly flow, Sokolichin et al. pointed out that the pressure
force and the drag force are most important in interface forces between a liquid and a gas [22].
However, Dhotre et al. and McClure et al. stated that the lift force, turbulent dispersion
force, and bubble-induced turbulence also play an important role [23, 24].

The Euler-Lagrange approach treats the liquid phase as the continuum phase, while the
discrete bubble phase is represented by solving Newton’s equation of motion per bubble.
Bubble-bubble interactions, including coalescence and break-up, are explicitly accounted for,
which makes the method computationally very expensive. Studies on bubble plume behavior
based on Large-Eddy Simulation (LES) framework by Bruno Fraga et al. have shown good
agreement with experiments [25]. An Euler-Lagrange LES model using stochastic modeling
of the bubble collisions is further proposed by Kamath et al. [26].

Another approach by coupling the Population Balance Model (PBM) with the two-fluid model
is also applied to predict the distribution functions of the bubble motion and the variation
of their properties. Askari et al. [27, 28] have shown a comparison of the four solution
methods for PBM and showed that the PBM method provides a reasonable prediction for
bubble columns.

For simulations of bubble screens in the presence of salt intrusion, Keetels et al. have de-
veloped a qualitative 2D Euler-Euler model test for the field study [14]. Meerkerk et al.
have conducted a successful 3D Euler-Euler model validation of the bubble screen, but in a
pure fresh water without considering the mitigating performance [29]. They also pointed out
that the k − ε model may be questionable because of high turbulent viscosity ratios, and the
two-dimensional domain cannot reproduce the lab-scale velocity profile.

1-3 Project Goals and Approach

Salt intrusion through ship locks contributes to a negative impact on the salinity of inland
water supply, and gradually becomes a big challenge with increasing shipping intensity and
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4 Introduction

Figure 1-3: Sketch of approach taken in current project.

enormous modern lock sizes. The need exists for a reliable numerical model regarding the
costly large-scale equipment, as well as the vast amount of time needed for field measurements.
To better predict salt intrusion, the model should be able to correctly describe the flow
dynamics of the bubble screen in water with a salinity gradient. Also, different design and
operation optimization of a bubble screen should be taken into consideration for optimal
performance. Hence, the goal of the present study is three-fold:

1) Use an Euler-Euler CFD model to assess the performance of bubble screen under salt
intrusion.

2) Employ a mass transport equation for salt concentration and select an approximate
turbulence model for an accurate description of the gravity current and bubble motions.

3) Optimize the relevant parameters of the bubble screens, including Froude air number
and the bubble diameter, for better performance in the fresh-salt water systems.

The work is conducted in the framework of a joint TU Delft/Deltares master project, where
Deltares is hydraulic institute located in Delft. The intention is to validate the simulation
using the commercial CFD package Fluent 17.2 with the lab-scale experiments previously
conducted by Deltares. In order to gain a comprehensive understanding in the dynamics of
salt intrusion in the presence of a bubble screen, the current project takes the approaches as
sketched in Fig.1-3. As illustrated in the picture, a flume is separated into two compartments.
Initially, each compartment is filled with fresh water or salt water to generate an either
fresh-fresh (FF) or fresh-salt (FS) water system. First, a simulation of a gravity current is
conducted both in Fluent 17.2 and OpenFOAM 6 to study the mixing of fresh and salt water
in the absence of the bubble screen. The mass transport equation is used here to describe
the transport of salt. Different turbulence models are compared for their fresh/salt mixing
performance. Then simulation of a bubble screen in the fresh-fresh system is performed in
Fluent 17.2 with the Euler-Euler approach to investigate the dynamics of a bubble screen in
pure fresh water. Finally, by employing the mass transport equation for the salt concentration
in the Euler-Euler model, analysis of the dynamics of the bubble screen for separating fresh
and salt water is carried out.
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1-4 Thesis Outline

Chapter 2 gives a detailed introduction to the lab-scale experiments done by Deltares, includ-
ing the experimental setups and measurements, the results of which will be used to validate
with the numerical simulations. Chapter 3 presents the gravity current case and describes
in detail the mass transport equation for the salt concentration and the turbulence model.
Chapter 4 explains the methodology and the solution method to model multiphase flow using
an Euler-Euler approach, and the simulation results of the bubble screen in the fresh-fresh
water system will be presented and analyzed. Chapter 5 delivers the theory of the bubble
screen in mitigating the salt intrusion and conducts the simulations by employing the mass
transport equation for the salt concentration to the Euler-Euler model. Chapter 6 gives the
overall conclusions and recommendations for future work. Appendix A displays additional
results of the above simulations. Appendix B briefly discusses the efforts to perform simula-
tions in OpenFoam by compiling a new solver, which implements an active scalar transport
equation into the existing multiphase solver.
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Chapter 2

Lab-scale Experiments

In this chapter, the lab-scale experiments previously conducted by Deltares will be described.
An overview of the experimental setup is presented, including the geometry and the features
of the bubble screen. The same properties will be applied for the simulations in the following
chapter. The experimental measurements are briefly introduced, since they will be the major
source for further validation.

2-1 Introduction

Plenty of lab-scale experiments on bubble screens have been performed at Deltares. Detailed
particle image velocimetry (PIV) measurements have been performed on the fresh-fresh wa-
ter system for the recording of the flow velocities. Conductivity measurements are used to
measure the mixing of water from both sides of the bubble screen, while dye coloring mea-
surements make the mixing visible [21]. The bubble size is also recorded and analyzed for the
understanding of the exchange mechanism of fresh and salt water through the bubble screen
[9]. Post-processing based on these measurements, provided sufficient data for the validation
of CFD simulations. The details of the experimented setup will be presented in the following,
and the same flow geometry will be considered in the CFD simulations conducted in the
present study.

2-2 Experimental Set-up

A plexiglass water tank was used for the experiment with a length, depth, and height of 2.40m,
0.50 m, and 0.70 m, respectively. A plate was vertically placed in the middle to separate the
tank into two compartments alike a sea lock gate. Two rows of bubble generators were located
at the bottom of both sides of the plate to generate bubble screen, Depending on the salinity
of the water in both compartments before the start of the experiments, experiments conducted
can be referred as either a fresh-fresh or a fresh-salt water system. For both cases, the tank

Master of Science Thesis Kesong Feng



8 Lab-scale Experiments

Figure 2-1: Schematic view of the tank geometry [3].

was filled with water at room temperature up to a height of 0.4 m. Two fluids with densities
of approximately 1000 kg/m3 and 1021 kg/m3 were applied. The geometry of the tank is
shown in Fig.2-1.

Two types of bubble spargers were tested to study the effect of the bubble size. One of them
was a simple PVC tube with a row of small holes, and the other was a porous air stone, which
is normally used in aquariums. The two PVC tubes were located parallel to each other with a
distance of 7.5 cm between the tube edges, each with a length of 50 cm and an outer diameter
of 4.0 cm. 90 holes with a diameter of 0.8 mm were drilled along each tube to create bubbles
with a diameter between 6mm and 8 mm. The bubble output was directed under an angle of
approximately 30o relative to the vertical plane with the two bubble streams flowing towards
each other. Pictures of the design are shown in Fig.2-2(a)(b). The four porous stones were
placed in the center of the tank as two rows, each with a length of 24.6 cm and a width of
2.5 cm. A distance of 2 cm is set, and the diameter of the bubbles created is around 2 mm.
Pictures of the design are shown in Fig.2-2(c)(d).

2-3 Experimental Measurements

In fluid dynamics, the use of scaling laws is an important step in research. The Froude air
number is derived by Abraham and Van der Burgh, which is essential for scaling air bubble
screens. The Froude air number represents the ratio of kinetic energy from the rising bubbles
to the potential energy of the gravity current [2, 12]. For small bubbles in the current project,
where the relative velocity of the gas phase to liquid phase can be negligible compared with
the velocity of the surrounding water, the expression is shown as follows:

Frair = (Qag)
1
3

(g′H)
1
2

(2.1)

where Qa is the flow rate of air per unit time per unit width of the tank at atmospheric
pressure. g′ = g∆ρ/ρl,s is the rescaled gravitational acceleration. ∆ρ is the difference in
density between the salt water and the fresh water. ρl,s is the density of salt water. H is the
water depth. In Chapter 5, this parameter will be explained more thoroughly.

Kesong Feng Master of Science Thesis
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(a) Snapshot of PVC tubes setup. (b) Snapshot of PVC tube bubble screen.

(c) Snapshot of porous stones setup. (d) Snapshot of porous stone bubble
screen.

Figure 2-2: Pictures of the design of the bubble screen [4].

Table 2-1: Froude air numbers and corresponding air flow rates [3, 4]

Frair Flow rate [NL/min] Flow rate [m3/s]

0.80 33.50 5.58 ∗ 10−4

0.95 55.96 9.33 ∗ 10−4

1.10 86.86 14.5 ∗ 10−4

Previous experiments by Deltares have shown that Frair should be between 0.80 and 1.2 for
bubble screens to work properly [30]. Between these values, a balance between the kinetic
energy of the rising bubble plume and the potential energy of the gravity current will be
achieved, and thus the bubble screen will act more as a barrier instead of a mixer. Multiple
Froude air numbers and corresponding airflow rates are investigated for the performance of
the bubble screen, as shown in Table 1. The unit of the air flow rate in normal liter per
minute is typically used in hydraulic applications, which represents the flow rate in normal
conditions, being 1 atmospheric pressure and 0 ◦C. The air flow rate in m3/s is taken from
Nikolaidou [4].

2-3-1 PIV Measurements in Fresh-fresh Water System

PIV measurements have been performed only in a fresh-fresh water system to investigate the
liquid flow velocities. The flow was calibrated with 100 µm red fluorescent particles that were
illuminated by green laser light. A 4M CCD camera was placed at a distance of 1.157 m from
the front of the tank. Two pulses are fired with a short delay in between, providing the camera
with a double-exposed image of the particles in the flow. The velocities of the flow are hence
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10 Lab-scale Experiments

Figure 2-3: Schematic view of the PIV measurements setup [5].

Figure 2-4: Processed image of the dye coloring measurements [3].

proportional to the moving distance of the particles between the pulses. LaVision software
DaVis was used for the further post-processing of the acquired image [4]. A schematic view
of the PIV setup is presented in Fig.2-3.

2-3-2 Dye Coloring Measurements in Fresh-salt Water System

In order to capture the mixing of fluid in the experiment, an optical dye coloring measurement
system has been used for the fresh-salt water system. The salt water was colored with
coloring agent Cole-Parmer Blue Tracer Dye Concentrate to visualize the density difference.
A LaVision Flowmaster 3S CCD camera was placed at a distance of 11.6 m placed in front
of the water tank to track the flow. Measurements lasted for 2 minutes after removing the
lock gate. Greyscale images were obtained and converted to concentration fields using a
detailed calibration. Fig.2-4 is an example of the processed image, where bubbles, the middle
aluminum support, and the conductivity rods are masked as black.

Conductivity Measurements

Four conductivity measurement devices/rods were used to measure the local salinity. On each
rod, there are six measuring points/electrodes below the water level. Three devices were set
on the fresh water side and one on the salt water side. These measurements were used to
validate the images from the dye coloring measurements. A good agreement is shown between
the data from the conductivity measurement and the data deduced from image processing.
The measuring points are shown in Fig.2-5.
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Figure 2-5: Schematic view of the conductivity measurements setup [3].

Table 2-2: Mean sizes of air bubbles corresponding to Froude air numbers generated with PVC
tubes [9].

Frair Bubble length [mm] Bubble height [mm]

0.80 6.6 4.2
0.95 7.8 4.3
1.10 7.9 4.6

2-3-3 Bubble Size Analysis

A brief bubble size analysis has also been performed for the fresh-fresh water system by the
photos recorded by the CCD camera. The data is pretty important for numerical simulation
input. For the PVC tubes, it could be seen from the analysis that the bubbles looked approx-
imately as ellipsoids with a size varying between 4 mm and 8 mm. The mean sizes of the
air bubbles are shown in Table 2-2. However, for the porous stone, bubbles with a diameter
between 1 mm and 2 mm have been observed, but a detailed analysis was not conducted. It is
worth noting that the ions in the salt water usually increase the surface tension and therefore
results in a smaller bubble sizes if the concentration of ions is not too low [31]. Unfortunately,
this has not been investigated and may need further study.
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Chapter 3

Gravity Current In A Fresh-Salt Water
System

In this chapter, the simulation of gravity current will be presented. To correctly model the
mixing of two miscible flows, the mass transport equation for salt concentration is employed to
track the transport of salt as a solute. Furthermore, the density of the liquid as a solution can
be expressed by the concentration of species. Thus, the purpose of this chapter is to validate
the application of the mass transport equation and the concentration-density relation with
relevant experimental results described in Chapter 2. An introduction to the basic theory and
currently used turbulence model will be shown first. Then, simulation results for a gravity
current will be analyzed, and some conclusions and remarks will be given regarding the mass
transport involved and the turbulence model used.

3-1 Introduction

Gravity currents form when a heavier fluid propagates into a lighter one in a predominantly
horizontal direction. Significant efforts have been undertaken to study the gravity currents
produced by lock exchange as a classic experiment. A hydraulic theory is developed by
Benjamin to describe the front speed and the height of gravity current based on mass and
momentum conservation, and from this a Froude number of 0.5 is expected [32]. Here the
Froude number for gravity current is different from the bubble screens, which is a ratio of
inertial forces relative to the gravitational forces:

Frg = U√
g′H

(3.1)

where g′ = g ∗ (ρ1−ρ2)/ρ1 is the rescaled gravitational acceleration, U is the front velocity of
the salt tongue and H is the water depth.Benjamin’s theory also suggested that the energy
dissipation due to turbulence and mixing could strongly influence the flow dynamics. Yih
also derived an expression for the velocity of gravity currents for the simple case of two fluids

Master of Science Thesis Kesong Feng



14 Gravity Current In A Fresh-Salt Water System

in a finite box separated by a barrier, and same Froude air number as Benjamin’s theory is
predicted [32]. In the experiments with this setup, Yih found the salt tongue head velocity is
about 0.46-0.47

√
g′H. An alternative theoretical treatment by Shin et al. based on energy

conservation shows that the Froude number for a gravity current with a rigid top domain is
in a range of 0.42-0.46 [11]. Further simulations in both 2D and 3D done by Cantero et al.
suggest an even lower Froude number [33].

3-2 Numerical Model

3-2-1 Governing equations

Since current case is considered as the fresh-salt water system in the absence of a bubble
screen, the governing equations for a variable-density fluid are the incompressible Navier-
Stokes equations. The conservation equations for mass and momentum are as follows:

∂ρl
∂t

+∇ � (ρlu) = 0 (3.2)

∂ρlu
∂t

+∇ � (ρluu) = −∇P +∇ � τ + ρlg (3.3)

where P is the static pressure, and g is the gravitational acceleration. The stress tensor τ is
given by

τ = µl,eff [∇u + (∇u)T − 2
3(∇ � u)I] (3.4)

where µl,eff is the effective dynamic viscosity and I is the unit tensor.

Mass Transport Equation

To correctly model the gravity current produced by the lock exchange, the transport of the
salt between the fresh and salt water needs to be described by a mass transport equation
apart from the macroscopic mass and momentum conservation for the liquid. The transport
of species is expressed by the convection-diffusion equation for the concentration of the salt
water c:

∂c

∂t
+∇ � (cu)−∇ � (D∇c) = 0 (3.5)

where the first term represents the transient transport of the mass, the second term represents
the convection of mass caused by the flow, and the last part model the diffusion flux due to
concentration gradients using Fick’s law [34]. D in the last term represents the molecular
diffusivity in m2/s.

Concentration-density Relation

In reality, the density of sea water mainly depends on the temperature, pressure, and salt
concentration. In this case, at constant ambient temperature and pressure, density has an
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approximately linear relationship with the salinity [35]. Therefore, the density of the liquid
can be coupled with the concentration of the salt water as:

ρl = (1− c)ρf + cρs (3.6)

where the subscripts f, s denote the fresh water and salt water, respectively. It is remarked
that the density difference between fresh water (ρf = 998.21 kg/m3) and salt water (ρs =
1020 kg/m3) is relatively small. It is therefore assumed that salt concentration only has
an influence on the liquid mass density, and that the influence on dynamic viscosity and
molecular diffusivity can be neglected.

3-2-2 Turbulence Model

A large variety of turbulence models for simulating turbulent flows, including the two-equation
k− ε model, the shear-stress transport (SST) k−ω model, and the LES model have been well
tested on the modeling of gravity current[36, 37, 38, 39]. The standard k− ε model, the SST
k−ω model, and the LES model are considered here. The former two, based on the Reynolds-
averaged Navier-Stokes (RANS) equations, are able to catch the main characteristics of the
flow with a low computational effort, while the LES model reduces the errors by directly
capturing the large-scale motions and modelling only subgrid-scale turbulent motions.

Favre-averaged Equations

For density-varing flows, The RANS equation can be interpreted as Favre-averaged Navier-
Stokes equations. As such, the continuity and momentum equation can be applied on flows
with variable densities as follows:

∂ρl
∂t

+∇ � (ρlũ) = 0 (3.7)

∂ρlũ
∂t

+∇ � (ρlũũ) = −∇P +∇ � τ̃ −∇ � (ρlu′u′) (3.8)

where ũ = ρlu
ρl

is the Favre-averaged mean velocity of the flow, P is the mean pressure, and
u′ = u− ũ is the Favre-averaged fluctuating velocity. The mean stress tensor τ̃ is defined as

τ̃ = µl[(∇ũ + (∇ũ)T )− 2
3(∇ � ũ)I] (3.9)

Also, a Favre-averaged form of the mass transport equation can be obtained as:

∂c

∂t
+∇ � (cu)−∇ � ((D +Dt)∇c) = 0 (3.10)

with c′u′ = −Dt∇c based on a gradient-diffusion hypothesis. Dt here refers to the turbulent
diffusivity derived as:

Dt = νl,t
Sct

(3.11)

where νl,t represents the turbulent kinematic viscosity of the liquid, and Sct represents the
turbulent Schmidt number. The turbulent Schmidt number Sct is normally treated as a
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constant. Chung et al. and Tominaga et al. have tested different values of the turbulent
Schmidt number for the effect on the prediction of the flow and concentration distribution
[40, 41]. A minimal effect is found on the prediction of the velocity, while a small impact is
found on the concentration profiles. Here for the gravity current, the value is set to 0.7 based
on previous research by Pelmard et al. [42].

Standard k − ε Model

The additional terms −ρlu′u′ appeared in Eq.(3.8) is called the Reynolds stress component.
The Boussinesq hypothesis is employed to model the Reynolds stress with the mean velocity
gradients,

−ρlu′u′ ≈ µl,t(∇ũ + (∇ũ)T )− 2
3(ρlk + µl,t(∇ � ũ))I (3.12)

where k is the turbulent kinetic energy. The turbulent dynamic viscosity µl,t is calculated
with

µl,t = ρlCµ
k2

ε
(3.13)

Here Cµ is a constant equal to 0.09 and ε is the dissipation rate. The turbulent kinetic energy
k and its dissipation rate ε are obtained from the following transport equations:

∂ρlk

∂t
+∇ � (ρlkũ) = ∇ � [(µl + µl,t

σk
)∇k] +Gk +Gb − ρlε (3.14)

∂ρlε

∂t
+∇ � (ρlεũ) = ∇ � [(µl + µl,t

σε
)∇ε] + C1ε

ε

k
(Gk + C3εGb)− C2ερl

ε2

k
(3.15)

where standard values are used for the constants: C1ε = 1.44, C2ε = 1.92, σk = 1.0, σε = 1.3.
Gk represents the generation of turbulence kinetic energy due to the mean velocity gradients:

Gk = −ρlu′u′
∂uj
∂xi

(3.16)

Gb is the generation of turbulent kinetic energy due to buoyancy.

Buoyancy-corrected k − ε Model

To model the buoyancy terms, the simple gradient diffusion hypothesis (SGDH) is applied
here:

Gb = − µl,t
ρlσt
∇(ρl) � g (3.17)

with σt as the turbulent Prandtl number. While the buoyancy effects on the generation of k
are always included, the degree to ε is affected by the constant C3ε. Normally this constant
is set to 0 without considering the buoyancy effects on ε. A corrected model is considered by
using the expression shown as:

C3ε = tanh

∣∣∣∣VU
∣∣∣∣ (3.18)

where V is the component of the mean flow velocity parallel to the gravitational vector, and U
is the component of the flow velocity perpendicular to the gravitational vector. A significant
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number of other buoyancy modifications are tested by using methods such as the generalized
gradient-diffusion hypothesis (GGDH) and adjusting the relative C3ε constant, as shown by
Chung et al. and Bahari et al. [41, 43]. They also point out that the predictions are very
sensitive to the choice of C3ε. A similar conclusion is also given by Brescianini et al. that the
most suitable buoyancy model is dependent of the kind of the experiment conducted [44].

k − ω SST Model

k − ω SST model is developed by Menter combining the k − ω model in the near-wall region
and the k − ε model in the far field [45]. The turbulent kinetic energy k and the specific
dissipation rate ω are obtained from the following transport equations:

∂ρlk

∂t
+∇ � (ρlkũ) = ∇ � [(µl + µl,t

σk
)∇k] +Gk − Yk (3.19)

∂ρlω

∂t
+∇ � (ρlωũ) = ∇ � [(µl + µl,t

σω
)∇ω] +Gω − Yω +Dω (3.20)

Gk, same as Eq.(3.16), represents the generation of k, and Gω = α∞
νl,t
Gk represents the gen-

eration of ω. Yk = ρlβ
∗kω and Yω = ρlβω

2 represent the dissipation of k and ω due to
turbulence. σk = (F1/σk,1 + (1 − F1)/σk,2)−1 and σω = (F1/σω,1 + (1 − F1)/σω,2)−1 are the
turbulent Prandtl numbers for k and ω. Dω represents the cross-diffusion term as:

Dω = 2 (1− F1) ρlσω,2
1
ω

∂k

∂xj

∂ω

∂xj
(3.21)

The turbulent dynamic viscosity is calculated as:

µl,t = ρk

ω

1
max

[
1
α∗ ,

SF2
a1ω

] (3.22)

where S is the strain rate magnitude, F1 and F2 are the blending functions which ensures
a smooth transition between the k − ω model and the k − ε model, and α∗ is determined
based on a low-Reynolds-number correction. Other model constants are given by α∞ =
F1α∞,1+(1−F1)α∞,2, α∞,1 = −0.287, α∞,2 = 0.266, β = F1β1+(1−F1)β2, β

∗ = 0.09, β1 =
0.075, σk,1 = 1.176, σω,1 = 2.0, σk,2 = 1.0, σω,2 = 1.168, β2 = 0.0828, κ = 0.41, α1 = 0.31.

LES Model

Large-Eddy Simulation (LES) is chosen for simulating the large-scale dynamics and macro-
scopic turbulent scales, whereas a subgrid model is used for the smaller scales. The technique
has been introduced by Smagorinsky for weather predictions [46]. A box filter kernel is used
to cut off the values of the function beyond a half filter width away:

G(x) = 1
∆Hea(

1
2∆− |x|) (3.23)

where ∆ is the filter width, x is the physical space, and Hea represents the Heaviside step
function. This sub-grid scale (SGS) model describes turbulence in the scales that are smaller
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18 Gravity Current In A Fresh-Salt Water System

than the filter length ∆. In order to determine the turbulent stresses generated by these
motions, turbulent viscosity can be modeled with the Smagorinsky model as:

µl,t = ρlcs∆2
√

2SijSij (3.24)

where cs is the Smagorinsky constant set as 0.2, and Sij is the strain rate tensor of the resolved
flow. Thus, the effective dynamic viscosity in Eq.(3.4) can be calculated as:

µl,eff = µl + µl,t (3.25)

Desjardin et al. point out that the prediction of the LES model is very sensitive to the
Smagorinsky constant and the grid size [47]. The best agreement is achieved with the finest
grid size but will require more computational resources.

Wall Functions

Wall functions are used to avoid resolving all scales in a turbulent boundary layer. The wall
functions use the law of the wall to locally estimate the wall shear stress from the near-
wall velocity. By using dimensional analysis, flow behavior can be expressed by means of
dimensionless groups u+ and y+:

u+ = u

uw
(3.26)

y+ = yuw
νl

(3.27)

uw =
√
τw
ρl

(3.28)

The near-wall region, depending on the distance y, fluid density ρl, kinematic viscosity νt,
and the wall shear stress τw, can be subdivided into three sublayers. The layer where viscosity
dominates is called the viscous sub-layer with y+ ≤ 5. In this layer, linear relationship can
be given between the velocity and distance to the wall as:

u+ = y+ (3.29)

The layer where turbulence dominates is called the log-law region with 30 < y+ < 0.3δ. δ
here refers to the boundary layer thickness. The velocity and distance to the wall have a
logarithmic relationship as:

u+ = 1
κ
ln(y+) +B (3.30)

where κ is the von Kármán constant generally taken as 0.41, and the constant B equals 5.2.
The buffer layer lies between the above two layers, where the effects of viscosity and turbulence
are equally important. These sublayers, together with the relationship between u+ and y+,
are demonstrated in Fig.3-1. The enhanced wall treatment is a near-wall modeling method
that possesses the accuracy of the standard two-layer approach for fine near-wall meshes and,
at the same time, will not significantly reduce accuracy for wall-function meshes.
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Figure 3-1: Subdivisions of the near-wall region with dotted line: u+ = y+, dashed line:
u+ = 1

κ ln(y+) +B, and solid line: experimental data [6].

Table 3-1: Relevant physical properties of the gravity current simulations

Parameter Value Unit

Ambient Pressure P 101325 Pa
Ambient Temperature T 20.0 ◦C
Fresh water density ρf 998.21 kg/m3

Salt water density ρs 1019.21 kg/m3

Gravity acceleration g 9.81 m/s2

Liquid dynamic viscosity µl 1.003 ∗ 10−3 kg/(m ∗ s)
Salt diffusivity D 1.6 ∗ 10−11 m2/s

3-3 Simulation Setup

The previously described models are tested with the CFD package Fluent 17.2 for their
performance in simulating gravity current in a fresh-salt water system in the absence of a
bubble screen. The simulation is conducted with a 3D domain with the same dimension
as the lab-scale experiments, as described in Chapter 2. The mixing of the water can be
compared with the processed images and data derived from the dye measurements. The
relevant physical properties are listed in Table 3-1, with the flow considered as incompressible
and isothermal. The density of the fresh water is estimated to be 998.21 kg/m3 [48]. A
density of 1019.21 kg/m3 is chosen for the salt water to keep the density difference equivalent
to the experimental setup. The salt diffusivity is chosen based on research from Poisson et
al. on seawater ion diffusivities [49].

The numerical setup is shown in Table 3-2. A mesh grid size of 10 mm is applied in order
to have a uniform cubic grid cell. A Courant number is targeted to be below 1 for numerical
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20 Gravity Current In A Fresh-Salt Water System

Table 3-2: Numerical setting of the gravity current simulations

Parameter Value

Domain size [Lx × Ly × Lz] 2.4 m× 0.4 m× 0.5 m
Grid cells 240× 40× 50
Time step 0.01 s
Full simulation time 125 s

stability with a time step of 0.01 s. Full simulation time is set as 125 s, corresponding
to the experiments. The boundary condition for the top is set as a free surface, whereas
for the other walls no-slip boundary conditions are applied. The salt water is patched for
the right half of the domain with an initial concentration c of 1. Three turbulence models,
including the LES, the standard k − ε, and the k − ω SST turbulence model, are used for
comparison. The PIMPLE algorithm is used for the pressure-velocity coupling running with
OpenFOAM 6, while the coupled algorithm is applied by solving the momentum and pressure-
based continuity equations together in Fluent 17.2. The same results are obtained with both
methods. Another case of the buoyancy-corrected k− ε model based on the SGDH expression
is also simulated with Fluent 17.2.

3-4 Results

Screenshots of the concentration profiles of the "laminar" model at several instances in time
are shown in Fig.3-2, together with the dye coloring processed images for comparison. The
"laminar" model here means no turbulence model is used, hence the turbulent structures in
the flow are partially resolved in a relatively small size grid. A slice in the middle of the
domain is selected here. The density profiles for other turbulence models are included in
Appendix Fig.A-1 A-2.

As can be seen from the density profiles, a gravity current seems to develop correctly, and
the movement of the salt water matches well with the dye coloring images. A more detailed
analysis is carried out to obtain the Froude number by measuring the gravity current head
displacements at various time steps. It is chosen only to consider the first 9 seconds before the
gravity current head reaches the walls at t = 10 s. Linear regression is performed on the data,
as shown in Fig.3-3. A Froude number equal to 0.46 is acquired. This result corresponds well
with Yih’s experiment and the theory by Shin et al. for a rigid top domain. The difference
with Benjamin’s theory may be caused by the viscosity at the wall, as the theory does not
consider energy dissipation.

However, the images of the standard k − ε and the k − ω SST turbulence model are not cor-
responding to the experimental results after around 50 s. To further study these phenomena,
a quantified analysis is performed on the averaged concentration of salt water c over the left
half of the domain as a function of time. The plot is shown in Fig.3-4. The laminar model and
LES model agree nicely with the experiment, but the other two models seem to mix the two
fluids too quickly. The reason for this may be mainly due to the buoyancy terms presented in
the Eq.(3.14-15) and Eq.(3.19-20), since it is not able to correctly account for the buoyancy
effects on the production and destruction of turbulent kinetic energy. The buoyancy-corrected
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Figure 3-2: Density profiles of the gravity current simulation with the "laminar" model at the
middle of the domain z = 0.25 m (left) and the dye coloring processed images (right) at several
time steps using Fluent 17.2.

Figure 3-3: Linear regression of the current head displacement over time
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22 Gravity Current In A Fresh-Salt Water System

Figure 3-4: Averaged concentration c over the left half of the domain as function of time.

k− ε model indeed shows some improvement but still has a significant deviation compared to
experimental data. Tuning the buoyancy constant C3ε or modifying the buoyancy production
method may improve the result. However, the results will become unreliable with a different
domain size, as C3ε is highly dependent on the flow conditions, which is a severe drawback
for the present RANS model.

3-5 Conclusions and Remarks

In this chapter, the implementation of the mass transport equation and the turbulence model
are explained for the simulation of gravity current in a fresh-salt water system in an absence
of the bubble screen. The results of the simulations are validated with the experimental data
and analytical theory from previous work.

The application of the mass transport equation is considered as a success with some as-
sumptions and approximations. Firstly, the density of the liquid is considered as a linear
relationship with the salinity at constant temperature and pressure. In reality, the tempera-
ture and pressure may change with time. Moreover, the density of the liquid does not depend
linearly on the concentration for some species. Secondly, the added salt is considered to have
no impact on the salt diffusivities and dynamic viscosity because of the small density differ-
ence. However, these terms will vary with different salinity of the liquid. Lastly, the salt
diffusivities are taken based on literature values for seawater. This parameter may vary with
different seawater conditions.

Regarding the selected turbulence model, it turns out that the gravity current modeled with
the LES model has a good agreement with the dye coloring measurements from the exper-
iments, while the standard k − ε and the k − ω SST turbulence model are less reliable. It
is more clear when comparing screenshots of these simulations at the same time step, as
shown in Fig.3-5, where turbulent structures like the Kelvin-Helmholtz instability are better
captured with the LES model. The LES model resolves the large turbulent flow structures
explicitly, while the dissipation scales are modeled. In this way, greater accuracy is provided
on the instantaneous resolved flow field, whereas most of this information is lost with the
RANS model. Consequently, it is recommended to use the LES model for a more correct
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Figure 3-5: Comparison of the density profiles of different turbulence models at t = 10 s using
OpenFOAM 6

simulation of the turbulence structure, as buoyancy effects can not be accurately captured
with the RANS models considered here.

In the next chapter, a bubble screen generator will be implemented. Next, simulations will be
conducted in the fresh-fresh and fresh-salt water systems, based on the mass transport equa-
tion and turbulence model introduced in this chapter. The salt intrusion with the presence
of the bubble screen will then be analyzed.
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Chapter 4

Bubble Screen In A Fresh-Fresh Water
System

4-1 Introduction

Lab-scale experiments on bubble screens in a fresh-fresh water system were previously con-
ducted by Deltares in order to study the flow patterns created by the injection of air bubbles.
Field studies at sea locks, together with theory and empirical correlations, also provide useful
information on the features of bubble screens. In recent years, more simulations have been
performed in the study of bubble plumes as well. To correctly model a bubble screen, ac-
curate treatment of the dispersed phase and the coupling between phases are required. The
Euler-Euler approach, which computes the two phases in a Eulerian framework, is considered
computationally efficient. In this chapter, the simulation of a bubble screen in a fresh-fresh
water system will be presented. The Euler-Euler approach and the solution method will be
introduced first. Then the simulation setup, including the grid sizes and the boundary condi-
tions, will be presented. Results will be compared with the PIV data described in Chapter 2
and some empirical correlations. Finally, conclusions and remarks will be summarized about
the simulation of a bubble screen using the Euler-Euler approach.

4-2 Numerical Method

4-2-1 The Euler-Euler approach

In the current work, the flow is modeled using the Euler-Euler approach. This model solves
for both the gas and the liquid phase in a Eulerian reference frame. The two phases are
treated as interpenetrating continua and described by averaged conservation equations. Each
cell in the discretized domain contains a certain volume fraction of each phase, and for every
phase a set of averaged governing equations are resolved. Thus, the amount of gas in each
cell of the mesh is represented by the phase fraction, which results in less computationally
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26 Bubble Screen In A Fresh-Fresh Water System

expensive simulations than the so-called discrete phase models in which individual bubbles
are tracked [50]. The continuity equation and momentum equation for each phase without
interfacial mass transfer are written as:

∂αiρi
∂t

+∇ � (αiρiui) = 0 (4.1)

∂αiρiui
∂t

+∇ � (αiρiuiui) = −αi∇P +∇ � τ i + αiρig + FI,i (4.2)

where ρi, αi,ui are the density, phase fraction, and velocity for phase i. The subscript i can
be substituted by l or g, depending on whether the target phase is liquid or gas. The stress
tensor for phase i is given by:

τ i = αiµi[∇ui + (∇ui)T −
2
3(∇ � ui)I] (4.3)

For the momentum equation, the first term at the left-hand side represents the rate of change
of momentum. The second term describes the convective flux of momentum. The terms on
the right are the pressure gradient, total stress within the phase, body force due to gravity,
and the interface interaction force acting on phase i. Two additional equations are required
for the phase fraction and the interphase force as:

Σαi = 1 (4.4)

ΣFI,i = 0 (4.5)

These equations state that, due to the global conservation of mass and momentum, the total
volume fraction should equal to one, while the total momentum transfer between phases
equals zero.

Interphase Interaction Force

The interphase interaction force FI,i is the most important feature of multiphase flow. This
term describes the interaction force between the phases, including the drag force, lift force,
virtual mass force, and turbulent dispersion force:

FI,l = −FI,g = FD + FL + FVM + FTD (4.6)

The drag term is the dominant contribution in the interaction force term. The origin of the
drag force is due to the resistance experienced by a body moving in a fluid continuum, and
can be formulated as follows:

FD = 3
4ρlαgCD

|ug − ul|(ug − ul)
db

(4.7)

where db is the bubble diameter. The drag coefficient CD is given by the Schiller and Naumann
model [51]:

CD =
{

24(1 + 0.15 Re0.687)/Re Re ≤ 1000
0.44 Re > 1000 (4.8)
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Re is the relative Reynolds number obtained from:

Re = ρl |ul − ug| db
µl

(4.9)

Tomiyama’s model is proposed by Simcik et al. as it is well suited to gas-liquid flows in
which the bubbles can have a range of shapes [52, 53]. For high Eötvös numbers, the capped
bubbles generate more drag force than spherical or elliptical bubbles. Dhotre et al. derive
the coefficient based on Ishii and Zuber model for boiling flow [23]. However, the Schiller
and Naumann model is adopted here since it is generally acceptable for all fluid-fluid pairs of
phases.

Bubble moving in liquid experiences a lift force due to vorticity upstream to it. The lift force
is defined as:

FL = −ρlαgCL(ug − ul)× (∇× ul) (4.10)

where CL is the lift coefficient. In most cases, the lift force is insignificant compared to the
drag force. It is only of interest in cases with strong cross flows and hence is neglected here
[29].

The virtual mass force accounts for relative acceleration and the additional work performed
by the bubbles in accelerating the liquid surrounding the bubble.:

FVM = CVMαgρl(
Dul
Dt
− Dug

Dt
) (4.11)

Typically for a rigid sphere, a value of 0.5 is taken for the virtual mass coefficient CVM .

The turbulent dispersion force accounts for the random influence of the turbulent eddies,
formulated with Lopez de Bertodano model [54]:

FTD = −CTDρlkl∇αg (4.12)

where CTD = 1 is the turbulent dispersion coefficient, and kl is the liquid turbulent kinetic
energy per unit mass.

4-2-2 Turbulence Model

It has been discussed in Chapter 3 that the LES model is recommended for the simulation
of the turbulence structure, as the buoyancy effects can not be accurately captured with the
investigated RANS models. However, due to the limitation of Fluent 17.2, the LES model
is not supported by the Euler-Euler approach. Hence, a "laminar" model will be mainly
considered in the simulation of the bubble screen. The "laminar" model here can be regarded
as a coarse-grid Direct Numerical Simulation (DNS) with no explicit turbulence modelling.
A relatively higher resolution in the grid size of the "laminar" model may be able to capture
the turbulent dissipation in small eddies. An alternative method would be using the LES
model with the algebraic slip mixture approach, which is a simplified multiphase model. The
mixture model solves the continuity equation and the momentum equation for the mixture,
the volume fraction equation for the secondary phases, as well as algebraic expressions for
the relative velocities. A degassing boundary condition, explained in the next section, should
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be applied with a User Defined Function (UDF). But it seems that it is only investigated by
Simcik et al. without a detailed description [52].
Still, the RANS models, including the standard k − ε model, are still used here with reults
shown in Appendix A-2-1, to see whether the effects of the buoyancy terms still play an es-
sential role in the presence of the bubble screen. The dispersed turbulence model is selected
for modeling turbulence in multiphase flows. The standard k − ε model, including the in-
terphase turbulent momentum transfer, is used to predict the turbulence for the continuous
phase. Two source terms in the transport equations for kl and εl account for the effect of the
dispersed phase turbulence, respectively:

Πkl
= Kgl

αlρl
(kgl − 2kl + ugl ∗ udr) (4.13)

Πεl = 1.2 εl
kl

Πkl
(4.14)

where Kgl is the exchange coefficient, ugl is the relative velocity and udr is the drift velocity.
The turbulent kinetic energy in the dispersed phase kg is obtained using Tchen’s theory that
assumes two time scales. The characteristic particle relaxation time is associated with inertial
effects acting on a dispersed phase:

τFgl = αgρgK
−1
gl (ρg

ρl
+ CVM ) (4.15)

The Lagrangian integral time scale is mainly connected with the crossing-trajectory effect:

τ tgl = τ tl√
1 + Cβζ2

τ

(4.16)

with:
τ tl = 3

2Cµ
kl
εl

(4.16)

Cβ = 1.8− 1.35cos2θ (4.17)

ζτ = ugl√
2
3kl

(4.18)

where θ is the angle between the mean particle velocity and the mean relative velocity. Si-
monin et al. suggest that the ratio between these two time scales could be used to predict
the turbulent quantities of the dispersed phase [55]:

kg = kl

(
b2 + ηgl
1 + ηgl

)
(4.19)

kgl = 2kl

(
b+ ηgl
1 + ηgl

)
(4.20)

b = (1 + CVM )(ρg
ρl

+ 1) (4.21)

ηgl =
τ tgl
τFgl

(4.22)

The standard k − ε model results shows a great deviation from the experiments and may
overestimate the turbulent viscosity as proposed by Deen et al.[56].
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Figure 4-1: A sketch of the one-dimensional control volume around cell M

4-2-3 Solution Method

A control-volume-based technique converts the partial differential equations described above
to algebraic equations that can be solved numerically. Consider a transport equation for a
scalar quantity φ, discretization is applied to each grid cell in the computational domain:

∂ρφ

∂t
VM +

∑
F

JFφF � AF =
∑
F

DF∇φ � AF (4.23)

where VM is the cell volume, JF is the mass flux through the face, AF is the surface area
vector, DF is the diffusion coefficient for φ, φF is the quantity convected through face F and
∇φ is the gradient of φ at face F .

Spatial Discretization

For the one-dimensional control volume as sketched in Fig.4-1, discretization on an arbitrary
cell M yields:

Jmφm − Jlφl = DF (φN − φM∆xn
− φM − φL

∆xl
) (4.24)

where ∆xl and ∆xn are the displacement from the upstream cell centroid to the next cell
centroid. Face value φl and φn required for the convection terms are interpolated from the
cell center value φL, φM and φN using some numerical schemes.

A second-order upwind scheme is applied for the momentum using the following expression:

φm = φM +∇φlSM (4.25)

∇φM = 1
VM

∑
F

φM � AF = 1
SM + SL

(φM − φL) (4.26)

where the face value φF is reconstructed by averaging in two cells adjacent to the face. The
volume fraction is computed based on a QUICK scheme. For a uniform grid, the face value
is reconstructed by quadratic interpolation in two upwind nodes and one downstream node:

φm = χ(1
2φM + 1

2φE) + (1− χ)(3
2φM −

1
2φL) (4.27)

with χ = 1/8 yields the traditional QUICK scheme.
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Temperal Discretization

For transient simulations, the governing equations are also discretized in time for the first
term in Eq.(4.23). A second-order implicit discretization evaluates the spatial discretization
F (φ) at a later time, which is unconditionally stable and can handle large time step:

3φi+1 − 4φi + φi−1

2∆t = F (φi+1) (4.28)

where ∆t refers to a time step, and the superscripts illustrate the specific time.

Pressure-velocity Coupling

The coupled algorithm solves the pressure-based continuity and momentum equations to-
gether. Several iterations of the solution loop are performed to obtain a converged solution.
The procedures are outlined below:

1) Update the fluid properties based on the current solution.

2) Solve the continuity and momentum equations simultaneously.

3) Solve other transport equations such as turbulence using the previously updated values.

4) Check for convergence of the equation set.

4-3 Simulation Setup

In this section, the simulation setup of a bubble screen in a fresh-fresh water system is pre-
sented, including the physical properties and the numerical settings. Details on the boundary
conditions and grid size analysis will be carried out.

4-3-1 Physical Properties

The relevant physical properties of the air and water are listed in Table 4-1. The density
and dynamic viscosity of both phases are determined based on the ambient pressure and
temperature. In the lab-scale experiments, two different spargers are tested with the PVC
tube and the porous stone. However, current simulations will only focus on the porous
stones, as the simulation results of the bubble screen produced by the PVC sparger are not
satisfactory. The performance of the bubble screen generated by the PVC sparger is as poor
as that by the porous stone sparger with a quite low Froude air number, as shown in Appendix
Fig.A-12. Nikolaidou also meets the same problem in her simulations [4]. The reason may
mainly due to that the orifices of the PVC pipes are quite small and hard to mesh. Common
treatment by considering the inlet area as a slit of size equal to the bubble diameter does not
meet the actual inlet velocity of the PVC sparger. Also, the bubble screen created by the PVC
sparger is a relatively dilute plume. The Euler-Euler method may not be able to reproduce
the interaction of bubbles in detail. A possible solution would be using a deterministic Euler-
Lagrange method, where each individual bubble is tracked throughout the computational
domain [57]. The bubble diameter is claimed as 2 mm for the porous stone sparger from the
bubble size analysis, while a bubble diameter of 4 mm is also considered for comparison.
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Table 4-1: Relevant physical properties of the bubble screen in a fresh-fresh water system simu-
lations

Parameter Value Unit

Ambient Pressure P 101325 Pa
Ambient Temperature T 20.0 ◦C
Fresh water density ρl,f 998.21 kg/m3

Liquid dynamic viscosity µl 1.003 ∗ 10−3 kg/(m ∗ s)
Gas density ρg 1.204 kg/m3

Gas dynamic viscosity µg 1.825 ∗ 10−5 kg/(m ∗ s)
Gravity acceleration g 9.81 m/s2

Surface tension coefficients γ 72.86 ∗ 10−3 N/m
Bubble diameter db 2.0 mm

Table 4-2: Numerical setting of the bubble screen in a fresh-fresh water system simulations

Parameter Value

Domain size [Lx × Ly × Lz] 2.4 m× 0.4 m× 0.5 m
Grid cells 192× 32× 40
Time step 0.05 s
Full simulation time 125 s

4-3-2 Numerical Settings

The associated numerical setting is presented in Table 4-2. The geometry of the domain
is based on the experimental setup, as listed in Chapter 2. The porous stone spargers are
modeled as two slits with a distance of 2 cm in between. For simplification, it is chosen not to
include the coalescence and breakup of the bubbles. Also, at the scale of the experiment, the
air is considered as an incompressible flow as the influence of pressure difference on air density
is a small factor. However, when scaling up to a sea lock size, a compressible liquid method
is recommended to be used, which establishes a nonlinear relationship between density and
pressure under isothermal conditions. Full simulation time has set to be 125 s, with a time
step of 0.05 s to maintain the Courant number below 1.

Grid Resolution

The grid size of the domain is kept constant at 12.5 mm. A coarse mesh with a grid size of
25 mm and a slightly refined mesh with a grid size of 9.5 mm are also taken into consideration
for the study of mesh independence. Theoretically, the computational grid needs to be fine
enough to resolve the flow structure in all length scale. The smallest length scales are given
by the Kolmogorov length scale in a turbulent flow:

η = (ν
3
l

εl
)

1
4 (4.28)
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Table 4-3: Froude air numbers and corresponding air flow rates for the bubble screen fresh-fresh
simulations and experiments

Num. Frair Num. flow rate [L/min] Exp. Frair Exp. flow rate [NL/min]

0.78 33.50 0.80 33.50
0.93 55.96 0.95 55.96
1.08 86.86 1.10 86.86

with εl represents the average dissipation rate of liquid estimated as:

εl ∼
u3
l,c

H
(4.29)

where ul,c is the upward liquid velocity caused by the airflow, and H is the height of the
domain. Abraham gives the formulation between the upward velocity at the water surface
and the air flow rate as [2]:

ul,c = 1.2(Qag)
1
3 (4.30)

with Qa as the air flow rate per unit width of the domain. In this way, the ratio of the grid size
to the Kolmogorov length scale is in order of approximately O(102) for all the air flow rates
in Table 4-3, which reveals a lousy resolution in resolving the turbulence fully. The Taylor
length scale is also considered here as the grid size of a Kolmogorov length scale would be
way beyond the computational capacity. The Taylor length scale is the intermediate length
scale below which fluid viscosity significantly affects the dynamics of turbulent eddies in the
flow estimated by:

λ ∼

√
15νl

u2
l,c

εl
(4.31)

The grid size is approximately three times the Taylor length scale of around 5 mm. More
precise simulations using a DNS method may need a grid size around that scale.

Boundary Condition

A schematic view of the domain setup is shown in Fig.4.2. The no-slip boundary condition is
imposed for the walls of the domain. A fixed velocity is applied for both phases at the inlet
area, which is in the place of the porous stone spargers. The different choices of the relevant
physical parameters, including the density and the temperature, lead to a minor deviation
with the experimental Froude air number. A conversion error of the normal liter in the air
flow rates also leads to a Frair in a fraction smaller than the experiments, as shown in Table
4-3.

The outlet boundary condition for the top surface is imposed as a degassing boundary con-
dition. Generally, this boundary condition handles the outlet as a free surface for the liquid
phase, while as a pressure outlet for the gas phase, and thus prevents only the liquid phase
from leaving the domain. A negative source term is set to the mass conservation at the cells
adjacent to the outlet for removing all the gas phase.

Another option by setting a pressure outlet boundary condition for the top does not work
correctly. A comparison of these two boundary conditions is displayed in Fig.4-3. As can be
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Figure 4-2: A schematic view of the domain setup

Figure 4-3: Comparison of the pressure outlet boundary condition (left) and degassing boundary
condition (right) done by Nygren [7].

seen from the velocity contour, the pressure outlet boundary can not keep the liquid phase
from leaving the top. In order to ensure the convergence of mass conservation, the liquid will
then be created inside the domain. Such a process will cause a diminish of the salt water in
the simulation of the fresh-salt water system and ends up in filling the system with all fresh
water, as shown in Appendix Fig.A-11.

A possible alternative would be to extend the domain with a region of air on top of the liquid
water. A pressure outlet boundary condition can then be selected at the top of the region.
However, this would require a more extensive domain with a higher resolution of cell size,
leading to higher computation times and increasing the chance of divergence. An unstable
result found by employing this method is presented in Appendix A-2-2.

4-4 Results

In this section, the simulation results for a bubble screen in a fresh-fresh water system sim-
ulations using the "laminar" Euler-Euler model will be displayed and discussed. Firstly, a
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Figure 4-4: A slice of the air volume fraction at t = 25 s in the midplane at z = 0.25 m , with
the air flow rate of 55.96 L/min using the "laminar" Euler-Euler method in Fluent 17.2.

qualitative analysis will be conveyed on the entire flow pattern. Then the velocity profiles
will be compared with the PIV data and the analytical deduction to study the circulation
and the surface current caused by the air injection. Finally, the liquid entrainment will be
analyzed through the plume width.

4-4-1 Qualitative Analysis

First, a qualitative analysis will be carried out based on the instantaneous visualizations of
the bubble screen in the fresh-fresh water system. The time of the results is chosen at 125s
when a bubble screen is fully developed. Fig.4-4 shows the volume fraction of air at a small
slice right in the middle of the midplane at y = 0.25m. It is visible that the bubbles are
injected along the two slits at the bottom. The two rows of bubble flow join together to
form a dense bubble screen in the end. Also, from this image as well as other screenshots at
different times, included in Appendix A-2-3, the bubbles do not rise in a straight manner. A
swinging behavior of the bubble screen along the height of the domain can be observed as the
bubble screen is easily disturbed by the liquid flow around. The oscillation is more apparent
at the top of the domain where a surface current is present.

Fig.4-5 shows a horizontal liquid velocity profile with the air flow rate of 55.96 L/min at the
midplane y = 0.25 m. As can be seen, a circulation pattern is formed with the injection of
the bubble screen at the midpoint. The bubble screen at the middle entrains the liquid from
the bottom to top and gets dispersed at the surface. A surface current is then generated
as the liquid spreads to the sides of the domain. Due to the influence of gravity and mass
conservation, the liquid sinks to the bottom and flows back to the bubble screen.

A top view of the vertical air velocity, as presented in Fig.4-6, also reveals a swaying behavior
of the bubble screen over the width of the domain. A curved line of the highest velocity in
the middle of the view illustrates the place of the bubble screen. Apart from that, it is also
notable that quite a considerable amount of air leaves the domain in an area larger than the
bubble screen. This phenomenon may result in the generation of foam at the surface. An
experimental photo of the bubble screen created by the porous stone sparger is also shown in
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Figure 4-5: Horizontal liquid velocity profile at the midplane at z = 0.25 m, with the air flow
rate of 55.96 L/min using the "laminar" Euler-Euler method in Fluent 17.2.

Fig.4-7 for comparison. The distribution of the bubble screen comes in a similar fashion as
that of the vertical air velocity.

Figure 4-6: Top view of the vertical air velocity at z = 0.3875 m, with the air flow rate of
55.96 L/min using the "laminar" Euler-Euler method in Fluent 17.2.

Figure 4-7: Bubble screen created by the porous stone sparger in an experiment at Deltares
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36 Bubble Screen In A Fresh-Fresh Water System

Figure 4-8: Horizontal velocity profile averaged over the entire 125 s at the midplane z = 0.25 m,
with the air flow rate of 55.96 L/min using the "laminar" Euler-Euler method in Fluent 17.2.

4-4-2 Circulation

A quantitative analysis is performed on the circulation generated by the bubble screen by
comparing the velocity profile with Bulson’s empirical correlation and the PIV results of the
lab-scale experiments. The time-averaged horizontal liquid velocity is considered along two
lines in the midplane of the domain at z = 0.25 m, with a distance of 0.4 m and 0.8 m from
the centerline of the bubble screen, indicated by two dashed lines in Fig.4-8 Time averaging is
performed over the entire 125 s. The circulation pattern is more obvious in the time-averaged
horizontal velocity profile.

Velocity Profiles

The time-averaged liquid horizontal velocity profiles for all three Froude air numbers are
extracted at x = −0.4 m and x = −0.8 m from the bubble screen, as plotted in Fig.4-9
and Fig.4-10, respectively. The PIV velocity profile is also plotted as a comparison. The
experimental data close to the water surface are not taken into account, as the unpredictable
wave motion leads to an abnormal and unreliable trend. The plots for each flow rate separately
are shown in Appendix A-2-4.

For all the velocity profiles, high negative velocities are found in a small area near the water
surface, while lower positive velocities locate in a wide region below. This flow pattern proves
a circulation caused by the bubble injection. The negative flow in the top area is acknowledged
as a surface current, with a similar thickness of around 0.13 m for all cases, shown as the solid
lines in the plots. A slight increase in thickness is observed from x = −0.4 m to x = −0.8 m
for the simulation data, while the overall velocity magnitude decreases. The higher air flow
rate will result in a stronger surface current velocity as expected from Eq.(4.32). For the
velocity profiles close to the bubble screen in Fig.4-9, a notable underprediction of the velocity
magnitude can be found compared to the experiment, while the overall trend is matched. This
deviation becomes smaller farther from the bubble screen as deserved from Fig.4-10, and a
better agreement is indicated between the simulations and experiments. The reason is mainly
due to the fact that the grid size is not able to resolve all the turbulence scale, as already
discussed in the previous section. Liquid motions in small eddies, especially in the area near
the bubble screen, cannot be correctly captured with coarse grid size, and thus causes a bias
in velocity profiles between the simulations and experiments.
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Figure 4-9: Horizontal velocity profiles of all air flow rates averaged over the entire 125 s at
x = −0.4 m from the centerline of the bubble screen in the midplane z = 0.25 m using the
"laminar" Euler-Euler method in Fluent 17.2.

Figure 4-10: Horizontal velocity profiles of all air flow rates averaged over the entire 125 s at
x = −0.8 m from the centerline of the bubble screen in the midplane z = 0.25 m using the
"laminar" Euler-Euler method in Fluent 17.2.
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Table 4-4: Horizontal surface velocity magnitude averaged over the entire 125 s at x = −0.4 m
from the bubble screen

Air flow rate [L/min] Bulson’s results [m/s] Simulation results [m/s] Deviation

33.50 0.3202 0.3145 1.76%
55.96 0.3799 0.3516 7.44%
86.86 0.4399 0.4189 4.76%

Based on relevant experiments, Bulson gives the following fomula for the horizontal velocity
at a distance equal to the water depth from the upward flow [13]:

vc = 1.46(Qag)
1
3 (1 + H

H0
)−

1
3 (4.32)

with Qa as the air flow rate, H as the water depth, H0 = Patm
ρlg

as the atmospheric pressure
head. The value is compared with the velocity at the surface in Fig.4-8. The results in Table
4-4 show a minor deviation between the simulation and the analytic results. Therefore, the
predictions of the surface current velocity are considered reliable.

Grid Size Independence

Different grid sizes are analyzed to investigate mesh independence. Fig.4-10 shows the hori-
zontal velocity computed in three grid sizes, with the air flow rate of 55.96 L/min. As can
be seen from the plot, the results of the 9.5 mm grid size simulations are quite similar to
the 12.5 mm grid simulation results. The 9.5 mm grid size obtains a more reliable result at
x = −0.4 m as the surface current thickness is close to the experiments, while the grid size
of 12.5 mm corresponds better at x = −0.8. However, the grid size of 25 mm shows less
accordance with the PIV data. It can be concluded that the Euler-Euler approach is quite
sensitive to the mesh grid size, as refining from 25 mm to 12.5 mm significantly improves
the results. Further refining the grid gives a weak influence on the prediction. It is also
remarkable that refinement should be managed especially near the bottom wall, which will
be explained in detail in Chapter 5.

Bubble Diameter Independence

The bubble diameter mainly impacts the drag force in the Euler-Euler approach. A bubble
diameter twice the size than that in the experiment is also tested to study the sensitivity.
The horizontal velocity profiles with the air flow rate of 55.96 L/min are shown in Fig.4-11.
Almost no difference is found between these two cases, except for a tiny decrease in the surface
current velocity. Therefore, for the simulations in a lab-scale, the bubble size can be assumed
to have little effect. Nevertheless, when scaling up to a large scale, the change in bubble
diameter owing to pressure variation along the water depth may result in an essential factor
for the simulation.
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(a) Mean velocity averaged over the entire 125 s at x = −0.4 m from the bubble screen.

(b) Mean velocity averaged over the entire 125 s at x = −0.8 m from the bubble screen.

Figure 4-11: Horizontal velocity profiles in the midplane z = 0.25 m computed in different grid
sizes, with the air flow rate of 55.96 L/min using the "laminar" Euler-Euler method in Fluent
17.2.
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(a) Mean velocity averaged over the entire
125 s at x = − 0.4m from the bubble screen.

(b) Mean velocity averaged over the entire
125 s at x = − 0.8m from the bubble screen.

Figure 4-12: Horizontal velocity profiles of different bubble diameters in the midplane z =
0.25m, with the air flow rate of 55.96 L/min using the "laminar" Euler-Euler method in Fluent
17.2.

Figure 4-13: Horizontal velocity profiles averaged over the entire 125 s with a sketch of the
surface current thickness in the midplane z = 0.25 m, at the air flow rate of 55.96 L/min using
the "laminar" Euler-Euler method in Fluent 17.2.

4-4-3 Surface Current Thickness

The surface current thickness refers to the height of the horizontal current at the water
surface caused by the air injection. Previous experiments have confirmed that the surface
current thickness is generally independent of airflow rate and bubble size. An empirical
correlation proposed by Bulson shows a logarithmic relationship to the water depth asHc/H =
kc ∗ ln(1 + H/H0), with the constant kc = 0.32 determined from experimental data [13].
Together with the measurements from the Delft Hydraulics Laboratory, Abraham et al. then
approximate the equation as Hc/H = kc with kc = 0.25 [2].A review done by Wen and Torrest
mentions that kc is in the range of 0.25 − 0.33 [18]. Fanneløp finds a linear increase of the
surface current thickness as function of distance from the bubble screen [19]. The increase
in the surface current thickness is also detected in the simulation, as shown in Fig.4-12. The
white dashed line represents the location where the time-averaged horizontal velocity over the
entire 125s equals zero. The increase can be explained by mass conservation, as the surface
current velocity decreases away from the bubble screen. The surface current constant can
then be calculated based on the average current height over the domain length:

kc = Hc

H
(4.33)

The current height is averaged over the whole midplane, except for the area near the wall
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Table 4-5: The surface current contant kc of simulations and the experiments

Air flow rate [L/min] Sim. kc Exp. kc
33.50 0.313 0.283
55.96 0.266 0.270
86.86 0.313 0.311

Figure 4-14: Liquid volume fraction plot (left) and the vertical velocity (right) averaged over
the entire 125 s in the midplane z = 0.25 m with a sketch of the plume width, at the flow rate
of 55.96 L/min using the "laminar" Euler-Euler method in Fluent 17.2.

or the bubble screen. The calculated values for the surface current constant kc based on
the simulations and obtained from the PIV measurements are listed in Table 4-5. It can be
seen that all the values for the surface current constant kc fall within the range of values
from the literature. Approximate kc ' 0.3 is reached for all the porous stone spargers. It
is interesting that both for simulations and the experiments, the thinnest surface current
thickness is reached for air flow rate equal to 55.96 L/min, corresponding to a Froude air
number close to 1.

4-4-4 Entrainment

The entrainment of liquid in the bubble screen is investigated to study its performance as
a mixer. The rate of entrainment is determined by the gradient of the plume width. So as
to get the plume width, a time-averaged volume fraction is chosen with the liquid volume
fraction of 0.999 as a cutoff. A sketch of the plume width is indicated by the dashed lines
in Fig.4-13. The regions near the sparger and the water surface are not considered since the
air injecting at the inlet and the surface current will interfere with the entrained process. A
time-averaged vertical velocity profile of the liquid phase is also displayed for reference.

The plume widths for all air flow rates over the domain height are plotted in Fig.4-14. The
dashed line represents the linear regression of the data. It is evident from the linear fit that
the plume width increases linearly with the domain height. To further compare the rate of
entrainment for all cases, the vertical gradients of the plume width are indicated in Table
4-6. The trend of the rate is similar to the surface current velocity. It can be concluded
that a high air flow rate will result in a large liquid upward velocity, and thus entrains a
significant amount of water towards the top surface. After being thoroughly mixed inside the
plume, this water will end up as a surface current towards the sides of the tank at fast speed.
Therefore, it seems the increase of air flow rate will lead to a wide plume width and a high
rate of entrainment, which means more fluid from both sides of the bubble screen is going
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Figure 4-15: Plume width over the domain height

Table 4-6: The rate of entrainment for all air flow rate

Air flow rate [L/min] Rate of entrainment

33.50 0.3657
55.96 0.5341
86.86 0.7972

to mix at the water surface. In other words, this also means less liquid is flowing across the
bubble screen in the bottom area. Other characteristic parameters of a bubble plume, such
as the entrainment coefficient, defined as a ratio of the horizontal velocity of the entrained
liquid to the upward liquid velocity, are not further discussed as they provide less valuable
information on the bubble screen.

4-5 Conclusions and Remarks

In this chapter, the Euler-Euler approach is introduced in detail and the "laminar" model is
used to simulate the bubble screen behavior in a fresh-fresh water system. The numerical
model with the porous stone spargers is validated with PIV data collected from Deltares
experiments, as well as some empirical relations from literatures. The porous stone generates
a dense bubble screen with a circulation pattern formed in the liquid phase. Simulations of
the bubble screen produced by the PVC tube does not meet the actual inlet velocity, with
the inlet area as a slit instead of small orifices.

The circulation pattern is further investigated based on the time-averaged horizontal liquid
velocity profiles. An underestimation of the velocity magnitude can be observed compared
to the PIV measurements for all cases, while the overall trend is matched. The increasing
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air flow rate will result in a stronger surface current velocity. An agreement with the results
from Bulson is found in the horizontal surface velocity. A larger bubble size nearly has no
influence on the velocity profiles, while the velocity results are quite sensitive to the grid size.
Refining from a coarse mesh to a fine mesh significantly improves the results. But further
slightly refining the grid gives a weak influence on the prediction. However, to fully resolve
the small scale eddies and turbulent velocity fluctuations, a grid size equal to the Kolmogorov
length scale should be reached for the "laminar" model.

Regarding the surface current height, the surface current constants of all cases match well with
previous literature, being equal to nearly 30 percent of the water depth. For the entrainment
of the bubble screen, the plume width grows linearly with the domain height. An increasing
air flow rate will lead to a larger plume width and a higher rate of entrainment, which means
more fluid from both sides of the bubble screen is going to mix at the water surface, whereas
less liquid is flowing across in the bottom area.

It can be concluded that the present model is successful in reproducing a bubble screen
in a fresh-fresh water system. In the next chapter, the mass transport equation for salt
concentration, together with the concentration-density relation for salt water, will be added
for the liquid phase. A bubble screen in a fresh-salt water system will then be investigated.
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Chapter 5

Bubble Screen In A Fresh-Salt Water
System

5-1 Introduction

Bubble screens are widely used in water quality control, such as pneumatic oil barriers and
barriers preventing plastic pollution [58]. Apart from those applications, the use of bubble
screens for mitigating the salt intrusion has also been studied over decades. Installations near
navigation locks have been worked successfully to reduce the seawater intrusion. Regarding
the required time and other resources needed for a field study, lab-scale experiments and
relevant simulation models are more desired for the design of bubble screens in different
conditions. In this chapter, the simulation of a bubble screen in a fresh-salt water system
will be presented. The dimensionless number of the bubble screen will be introduced first
as a characteristic parameter for the system. The dynamic behavior of the bubble screen is
modeled with the Euler-Euler approach, in combination with a mass transport equation for
the salt concentration and an equation of state that relates the fluid mass density to the local
salt concentration. Results will be compared with some empirical correlations from literature
and the dye measurements described in Chapter 2. Finally, conclusions and remarks will be
given on the simulation of salt intrusion in the presence of the bubble screen.

5-2 Theory

Froude Air Number

The Froude air number is a dimensionless number first introduced by Abraham and Van der
Burgh for scaling air bubble screens. The derivation is mainly based on two energy balance
equations. For the salt intrusion, as shown in Fig.5-1, it is assumed that the loss of potential
energy from the salt water at position four transfers to the kinetic energy of the same current
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Figure 5-1: A schematic picture of a gravity current.

velocity for both fresh and salt water:

Ep = (∆ρg1
2H) ∗ (1

2HLzvt∆t) (5.1)

Ek = 4 ∗
[1

2ρ
(1

2HLzvt∆t
)
v2
t

]
(5.2)

where ∆t represents a short period of time, ∆ρ represents the density difference between fresh
and salt water, Lz is the domain width and H is the water depth. The mean density of fluids
ρ is normally considered as the salt water density as ∆ρ

ρ � 1. The gravity current velocity
can then be determined by Ek = Ep:

vt = (1
4

∆ρ
ρl,s

gH)
1
2 (5.3)

For the case of bubble screen, assuming that the air is injected at a pressure that is just
sufficient to overcome the hydrostatic head while the temperature keeps constant, the volume
of air at a distance a from the water surface is:

V = H0
H0 + a

Vatm (5.4)

with H0 = Patm
ρlg

as the atmospheric pressure head and Vatm as the volume of air at the water
surface. The total energy required for a fully developed bubble screen can be derived as:

Eair = ρlg

∫ H

0
V da = ρlgH0 ln (1 + H

H0
)QaLz∆t (5.5)

where Qa is the air flow rate per unit width of the domain. The energy transferred to the
liquid mainly contributes to the kinetic energy of the surface current at both sides of the
bubble screen:

Esurf =
∫ T

0
ρlv

2
c ∗ vcLz∆t ∗ dh = ρlTLzv

3
c∆t (5.6)

using vc as the mean velocity of the surface current and T as the surface current thickness.
A ratio of η is considered for energy transfer from air to the water as Esurf = ηEair. The
mean surface current velocity can be acquired as:

vc =
[
ηH0 ln (1 + H

H0
)

T
(Qag)

] 1
3

(5.6)
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Table 5-1: Relevant physical properties of the bubble screen fresh-salt simulations.

Parameter Value Unit

Ambient Pressure P 101325 Pa
Ambient Temperature T 20.0 ◦C
Fresh water density ρl,f 998.21 kg/m3

Salt water density ρl,s 1019.21 kg/m3

Liquid dynamic viscosity µl 1.003 ∗ 10−3 kg/(m ∗ s)
Salt diffusivity D 1.6 ∗ 10−11 m2/s
Gas density ρg 1.204 kg/m3

Gas dynamic viscosity µg 1.825 ∗ 10−5 kg/(m ∗ s)
Gravity acceleration g 9.81 m/s2

Surface tension coefficients γ 72.86 ∗ 10−3 N/m
Bubble diameter db 2.0 mm

Previous experiments by Bulson and the Delft Hydraulics Laboratory shows the surface cur-
rent thickness only depends on the water depth [2, 13]. The measurements also reveal that
surface current velocity is independent of the water depth, as already presented in Chapter
4. Therefore, the mean surface current velocity can be expressed by:

vc = Kc(Qag)
1
3 (5.7)

with Kc as an empirical constant of around 1.2 − 1.46. The Froude air number, serving as
a ratio of the kinetic energy from the rising bubbles to the potential energy of the gravity
current, can be converted to the ratio of the mean surface current velocity to the gravity
current velocity:

Frair = (Qag)
1
3

( ∆ρ
ρl,s
gH)

1
2

(5.8)

5-3 Simulation Setup

The simulation of the bubble screen in the fresh-salt water system is achieved by using the
mass transport equation for the salt concentration and a concentration-density relation in
the Euler-Euler approach, which can be recognized as a mixing of two miscible fluids in the
presence of bubble screen. The physical properties are listed in Table 5-1. The geometry
of the domain is identical to the lab-scale experiments with a grid size of 12.5 mm. The
boundary conditions are the same as for the fresh-fresh case. Different Froude air numbers
are chosen apart from 0.63−1.15 for comparison of the bubble screen mitigating performance,
as shown in Table 5-2. The "laminar" model is used here for turbulence modelling since the
LES model cannot be used in combination with the Euler-Euler approach in Fluent 17.2.
Results of other turbulence models, including the standard k − ε model and the k − ω SST
model, are shown in Appendix A-3-1.

Table 5-3 presents all the numerical settings. Each case is running in a fresh-fresh water
system in the first 30 s for a fully developed bubble screen. After reaching a steady state, half
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Table 5-2: Froude air numbers and corresponding air flow rates for the bubble screen fresh-salt
simulations and experiments.

Num. Frair Num. flow rate [L/min] Exp. Frair Exp. flow rate [NL/min]

0.63 17.25 - -
0.70 24.00 - -
0.78 33.50 0.80 33.50
0.93 55.96 0.95 55.96
1.08 86.86 1.08 86.86
1.15 105.53 - -

Table 5-3: Numerical setting of the bubble screen fresh-salt simulations.

Parameter Value

Domain size [Lx × Ly × Lz] 2.4 m× 0.4 m× 0.5 m
Grid cells 192× 32× 40
Time step 0.01 s
Pretreatment time 30 s
Full simulation time 150 s

of the domain will be patched with the salt water for the following 120 s. Full simulation time
is set to 150 s, while only the last 120 s will be taken into consideration. For simplification,
the change in surface tension due to salt concentration is neglected, as already mentioned in
Chapter 2. However, previous work by Mathias Bostrom et al. points out that the surface
tension shows a strong dependence on the ion pair, and the increase of surface tension is
proportional to the concentration of salt [31]. Further study about this issue may be desired
for large scale simulation.

5-4 Results

In this section, the results of the bubble screen fresh-salt simulations will be displayed and
discussed. First, screenshots at different time steps will be compared with dye measurements
to study the mixing pattern at different Froude air numbers. Then the mitigating performance
will be quantified by the volume-averaged concentration and the salt transmission factor.
Finally, the Lacey’s Mixing Index will be adopted to study the local mixing in the presence
of the bubble screen.

5-4-1 Qualitative Analysis

Qualitative analysis will be carried out based on the instantaneous visualizations of the bubble
screen in the fresh-salt system. Screenshots of the concentration profile for the air flow rate of
86.86 L/min in the midplane of the domain are provided in Fig.5-2, as a comparison with the
dye coloring measurement results. Several time steps are chosen within the first 40 s and also
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Figure 5-2: Comparison of the concentration profiles between simulations (left) and experiments
(right) at several time steps, with the air flow rate of 86.86 L/min in the midplane z = 0.25m
using the "laminar" Euler-Euler method in Fluent 17.2.

the final 120 s. Screenshots of other time steps and air flow rates are included in Appendix A-
3-2. As can be seen in the pictures, the simulation profiles match well with the experimental
results. As for the initial condition on the right side in the dye measurements conducted at
Deltares, the spreading of the bubbles caused by removing the lock cannot be illustrated on
the greyscale image, and thus leads to a blank on the surface. The same situation can also be
noticed in the middle, where the bubble screen forms, as the gas phase cannot be illuminated
and recorded. From the comparison, the bubble screen prevents both sides of the fluids from
mixing at first. However, the salt water gradually intrudes into the fresh side through the
surface current at the top of the domain. A thoroughly mixed situation is reached at the end,
where there is no concentration difference between both sides of the domain.

Velocity vector profiles of the same flow rate are also displayed in Fig.5-3(a) for a clear
observation of the flow pattern. A small circulation occurs near the bubble screen on the
fresh side, because a higher density of the entrained water cause it sinks faster. On the other
side, the entrained water at the salt side is lighter than the salt water and tends to move
farther from the bubble screen. Such a phenomenon is also expected from the theory of the
pneumatic barrier, as shown in Fig.5-3(b), which emphasizes a mixing at the boundaries of
the small eddy as well [2, 3].

Salt Tongue

While the salt water is likely to intrude through the surface current generated by the bubble
screen, a salt tongue is also found for low Froude air numbers both for simulations and
experiments. This represents that the bubble screen can not prevent the salt intrusion due
to gravity current. Viscous wall unit is employed to study the grid resolution near the wall.
A horizontal maximum shear stress at the gravity current is about τw = 1.5 ∗ 10−2 Pa. The
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(a) Velocity vectors and corresponding circulations at t = 10 s, with the air flow rate of
86.86 L/min in the midplane z = 0.25 m using the "laminar" Euler-Euler method in Fluent
17.2.

(b) Theoretical flow pattern near the pneumatic barrier [2].

Figure 5-3: Comparison of the flow pattern between the simulation and the theory.

shear velocity can be calculated as:

uw =
√
τw
ρl,s

(5.9)

with a value of 3.84 ∗ 10−3 m/s. The viscous wall unit can then be calculated as:

σv = νl,s
uw

(5.10)

y+ as a ratio of the grid size to the viscous wall unit should be kept less than 5 for the laminar
model in the near-wall region, as already explained in Chapter 3. Therefore, the required grid
size should be 1.31 mm, which means further refinement needs to be made in the mesh near
the wall. This ratio also explains the velocity profiles shown in Fig.4-10, where a refined grid
size has a better prediction near the wall in correspondence to the experimental results.

5-4-2 Mitigating Performance

In order to quantify the performance of the bubble screens as a mitigating measurement, the
concentration c is averaged over the entire fresh side (left half of the domain). Fig.5-5 plots
the volume-averaged concentrations over time for Frair from 0.63 to 1.15. The concentration
profile of the gravity current case is also included as a reference, representing the case without
the presence of the bubble screen as Frair = 0. It can be seen that the bubble screen
successfully acts as a pneumatic barrier since the salt water on the left side is initially less
than that without any measurements. The air injection with a high flow rate tends to achieve
similar performances, whereas the air flow rate of 53 L/min seems to perform best when
zooming in. However, the bubble screen with a low Frair does not work ideally with a
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Figure 5-4: Salt tongue with Frair = 0.8 in experiments (top) and simulations (bottom) at
t = 8 s, with the air flow rate of 33.50 L/min in the midplane z = 0.25 m using the "laminar"
Euler-Euler method in Fluent 17.2.

concentration beyond 0.5 before a steady state is reached. It can be concluded from the
overview that the bubble screen can only mitigate the process of salt intrusion rather than
stop it.

Validation with Lab-scale Experiments

Two sets of lab-scale experiments are conducted for each air flow rate. Fig.5-6 presents
the comparisons of the three initial air flow rates with the corresponding dye measurement
results, respectively. For experimental results, the noisy curves are generated in the plots
mainly because of the mask region for the aluminum support and bubble screen that is
accounted as 50% of dye all the time. Also, inaccuracy will be caused by the environmental
disturbance on the light that illuminates the grayscale images. Due to this reason, the second
set of experimental results in Fig.5-6 a) is considered incorrect since the volume-averaged
concentration reaches a final value below than 0.5. For all other cases after the measurements,
the water has been confirmed as a mixture with a uniform distribution of dye. A significant
discrepancy appears between the simulations and the experiments from 20 s to 40 s. During
this time, the surface current flow hits the sides of the domain and flows back to the bubble
screen. The current grid size may not be able to resolve the influence of the reflection on the
stream pattern, as well as on the dynamic of the bubbles. However, for other periods, the
simulation results match quite well.

Salt Transmission Factor

The salt transmission factor is introduced by Abraham et al. to describe the effectiveness
of various mitigating measure. It is defined as a ratio of the salt intrusion with mitigating
measures to that without any measures:

η = salt intrusion with mitigating measures

salt intrusion without mitigating measures
(5.10)
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Figure 5-5: Volume-averaged concentrations over the entire simulation time with a zoom-in view
of 0-40s using the "laminar" Euler-Euler method in Fluent 17.2.

A semi-empirical correlation based on a field study is used to specify the salt transmission
factor as function of the Froude air number:

η =
(
−0.86θ + 0.185

θ
+ θ3

)
∗ 100%± 5% (5.11)

with θ = 0.4∗Frair. A 5% deviation is included in the equation, plotted as the dashed line in
Fig.5-7. Field tests results collected by Uittenbogaard et al. are also shown as the dots [15].
The salt transmission factor for the simulations and the lab-scale experiments is calculated by
averaging the concentration c over the first 10 s, before the reflection of the surface current
in order to claim comparison with Abraham’s correlation and field tests where no sidewalls
are presented. Otherwise, the bubble screen will again prevent the salt water in the fresh side
flowing back to the salt side.

Overall, both the salt transmission factors of the dye measurements and the simulations fall
beyond the semi-empirical correlation and most of the field tests but do agree well with each
other. Since the semi-correlation is dependent on the field-study results, the dense plume
created by the porous stone spargers and the small size of air bubbles may not be able to
prevent the salt intrusion efficiently. Also, the reflection caused by the sidewalls may also
push the salt water moving torwards fresh side, whereas the small circulation on the fresh
side prevent the intruding salt water from flowing back. Further simulations are conducted
at a relatively lower and higher Froude air number to study the trend. It can be seen that
for a Froude air number below 1, the salt transmission factor declines with increased air flow
rates, while at a higher Froude number, the simulation and experiment results illustrate an
upward leaning. The energy balance can explain this. The kinetic energy supplied by the air
injection is equal to the potential energy of the gravity current at Frair = 1. Either increase
or decrease in the kinetic energy will accelerate the mixing process. The semi-empirical
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(a) Air flow rate of 33.50 L/min (b) Air flow rate of 55.96 L/min

(c) Air flow rate of 86.86 L/min

Figure 5-6: Volume-averaged concentrations for fresh side over time
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Figure 5-7: Salt transmission factor η as a function of Frair using the "laminar" Euler-Euler
method in Fluent 17.2.

prediction continues a downward trend because the theory neglects the mixing in the upward
flow caused by the pneumatic barrier, while the salt transmission factor for the field tests
spreads beyond the correlaton for Frair over 1. To conclude, a bubble screen with a Froude
air number in the range of 0.8− 1.1 seems to be most efficient for mitigating salt intrusion as
also found in a previous study at Deltares [4].

5-4-3 Local Mixing

In order to investigate the salt intrusion alongside the bubble screen, a study on the local
mixing is performed. Currently, many suitable mixing indices are available that can be
used to analyze mixing behavior. Typically, investigations of mixing indices are based on
the statistical method, but other methods relating to photometric and kinetic approaches
are also applied [59]. Here, a primary method using the Lacey’s Mixing Index is employed
[60].This index introduced by Lacey divides the area of interest into N simulation grid cells.
The variance of σ2 for the concentration c in each cell can be expressed by:

σ2 = ΣN
i=1(ci − cm)2

N − 1 (5.12)

where ci is the concentration in each cell, cm is the concentration of the mixed state. Then
the Lacey Mixing Index can be defined as:

M = σ2
max − σ2

σ2
max − σ2

min

(5.13)

Kesong Feng Master of Science Thesis



5-5 Conclusions and Remarks 55

Figure 5-8: A sketch of the area divided for the study of the LMI in the midplane z = 0.25 m

with σ2
max and σ2

min denotes the maximum variance and the minimum variance, respectively.
For the current case, these parameters represent the unmixed states and fully mixed state:

σ2
max = N

N − 1 ∗ c
2
m = N

N − 1 ∗
1
4 (5.14)

σ2
min = 0 (5.15)

Here, cm is 0.5 at the complete mixing state of the fresh and salt water. Because it is defined
through the unmixed state and fully mixed state, the LMI is capable of describing the degree
of mixing in the selected area. The LMI close to 1 represents a fully mixed situation, while
the index equal to 0 means completely unmixed or segregated from each other. The limitation
of this method is also obvious, as only binary mixtures like the fresh-salt water system can
be considered. An area with a distance of 40cm to the pneumatic barrier on two sides is
analyzed. This area is divided into eight pieces with a height of 10 cm, with each containing
N grid cells as sketched in the midplane in Fig.5-8.

The LMI is extracted for both fresh and salt sides over the first 40 s, as displayed in Fig.5-9.
Here several time instances with a resolution of 10 s are taken for intuitive plotting, with the
first 10 s is shown in detail. The LMI on the fresh side at three Froude air number equal to
0.80, 0.95, 1.10 are shown here, with the plots for the other side as well as other air flow rates
can be found in the Appendix A-3-4. It is recognized that, for a low Froude air number, the
salt water mostly intrudes at the bottom 10 cm, while for higher Froude air number, the salt
intruding through the surface current plays a dominant role. These plots further prove that
the pneumatic barrier can prevent the salt intrusion through the bottom with a larger air
flow rate. But in the meantime, the screen will enhance the mixing at the top surface.

5-5 Conclusions and Remarks

In this chapter, the Froude air number is introduced to describe the bubble screen in a fresh-
salt water system. The Euler-Euler approach and a mass transport equation in the liquid
phase are employed for the simulation, which will be introduced in detail in Appendix B-1.
The surface tension coefficient is assumed to be constant here. But when it comes to a large
scale, the concentration of salts will profoundly influence the surface tension coefficient, and
thus also affect the drag coefficient and the bubble shape.

From a qualitative analysis of the fresh-salt results, the bubble screen prevents both sides
of the fluids from mixing in the first 10-20s. However, as the salt water gradually intrudes
into the fresh side through the surface current at the top of the domain, a thoroughly mixed
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(a) air flow rate of 33.50 L/min (b) air flow rate of 33.50 L/min for first 10 s

(c) air flow rate of 55.96 L/min (d) air flow rate of 55.96 L/min for first 10 s

(e) air flow rate of 86.86 L/min (f) air flow rate of 86.86 L/min for first 10 s

Figure 5-9: The LMI over the 40 s (left) and the first 10 s on the fresh side using the "laminar"
Euler-Euler method in Fluent 17.2.

Kesong Feng Master of Science Thesis



5-5 Conclusions and Remarks 57

situation is reached in the end. A small circulation is observed near the bubble screen on the
fresh side caused by the density difference, which is expected from previous work. At a low
Frair, a salt tongue is likely to occur both for simulations and experiments. According to the
viscous wall unit, a refined grid size of around 1 mm is needed near the wall to predict the
relevant properties of the salt tongue better.

Regarding the mitigating performance, the volume-averaged concentration profiles on the
fresh side show that the salt intrusion is mitigated in the first 20 to 30 seconds compared to
the gravity current. A higher Frair tends to achieve similar performances, among which the
air flow rate of 53 L/min (Frair = 0.93) performs best. The bubble screen at a low Frair does
not work ideally. A good agreement is achieved with the dye measurements. The variance
between the CFD and dye measurement results may mainly be caused by the reflection of the
flow from the domain sides. The current grid size can not fully resolve the influence of the
reflection on the stream pattern after the surface current reaches the sides of the domain, as
well as on the dynamic of the bubbles.

The salt transmission factor has been calculated based on the first 10 seconds of simulations
before the reflection of the surface current. Both the salt transmission factor of the dye
measurements and of the simulations fall beyond the semi-empirical correlation. The dense
plume and the small size of air bubbles may not be effective to prevent the salt intrusion
compared with the field study. In terms of the overall trend, a bubble screen with a Frair in
the range of 0.93 - 1.08 seems to be most efficient for mitigating salt intrusion.

From local mixing results, it is concluded that for a low Frair < 0.93, the salt water mostly
intrudes at the bottom area, while for higher Frair > 0.93, the salt intruding through the
surface current plays a dominant role. Therefore, the pneumatic barrier can prevent the
salt intrusion through the bottom as well as enhance the mixing at the top surface. This
phenomenon can also be explained by the Frair, as the kinetic energy supplied by the air
injection equals to the potential energy of the gravity current at Frair around 1.

It can be concluded that the present model is successful in reproducing a bubble screen in a
fresh-salt water system in a lab scale. In the next chapter, several recommendations will be
given for future work on bubble screens.
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Chapter 6

Conclusions and Recommendations

In this chapter, a summary of conclusion will be delivered on the presented work, and some
recommendation will be given for future work on bubble screens to mitigating salt intrusions.

6-1 Modeling the Salt Intrusion

It is shown in Chapter 3 that the LES model and the "laminar" model are successful in
predicting the gravity current with the mass transport equation for salt concentration. Several
assumptions and approximations here can be further developed in detail.

Firstly, the density of the liquid is considered as a linear relationship with the salinity at
constant temperature and pressure. In reality, the temperature and pressure may change with
time, and thus an energy equation can be employed to compute the temperature change. The
liquid density can then be expressed based on an ideal gas model or even more complicated
model [29].

Secondly, the salt diffusivities and the dynamic viscosity are considered as constant here.
However, these terms will vary with different salinity and also the diverse compositions of
salt in seawater, which is of great importance for flow dominated by turbulent diffusion
[37, 35]. It is recommended to consider the salt as a set of dissolved ions, with each of them
contributing to the determination of the total salt diffusivities and the dynamic viscosity.

Lastly, the LES model is more reliable in predicting the turbulence in the gravity current,
as the buoyancy effects are not correctly captured with the k − ε and k − ω SST RANS
models. Tuning the buoyancy constant C3ε or modifying the buoyancy production method
may improve the results of the RANS models. But when changing the domain or scale up to
a lock size, extra tests are needed for the buoyancy terms of the RANS models [41].
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6-2 Modeling the Bubble Screen

Simulations of the bubble screen in the fresh-fresh and fresh-salt water system are in great
agreement with the lab-scale experiments and some analytical correlations. A bubble screen
with a Frair in the range of 0.8 - 1.1 is found to be most efficient for mitigating salt intrusion,
as was also expected from previous work at Deltares. In spite of the current results, further
development is essentially required for testing the accuracy of the model.

Simulation of the Bubble Shape

When it comes to a large scale, the concentration of salts will profoundly influence the surface
tension coefficient, and thus also affect the bubble shape and hence the drag coefficient. Pre-
vious work shows that the surface tension is proportional to the salt concentration, provided
the concentration is not too low [31]. A concentration-dependent surface tension coefficient
should be taken into consideration. Also, since the bubble diameter and the surface tension
coefficient are assumed constant in the current case, so the choice of the drag model does not
impact much on the validation. For further simulations, Tomiyama’s model is recommended
in which the drag coefficient is adjusted with varying shapes of the bubble [52]. Apart from
these, the compressibility of air should be included, as the pressure difference along with the
real lock height has a significant impact on the air density, and thus influence the bubble
diameter and relevant parameters.

Two-Fluid Model

It is also recommended to run the simulation with the PVC tube spargers, but the inlet
velocity does not meet with the actual situation with the inlet area as a slit instead of
small orifices. Also, a relatively dilute plume is created by this type of sparger. A possible
solution would be to use the Euler-Lagrange method, where each individual bubble is tracked
throughout the computational domain [57]. A master students from TU Eindhoven, Oldeman
contributed to the work on bubble screens by using this method, and got accurate results with
the PVC sparger [61]. Apart from that, bubble interactions, including coalescence and break-
up, need to be taken into account by possibly coupling the Euler-Euler approach with the
population balance model [27].

Lab-scale Model Simulations

The present model can be extended for additional simulations. It is suggested to model the
sea lock as a thin layer in the middle, as sketched in Fig.6-1. The boundary condition for the
layer is set as no-slip before the bubble screen is fully developed. And then, it is converted to
the interior to illustrate the opening of the lock in the fresh-salt water system. A setback is
met, as shown in Appendix Fig.A-10, possibly because the set layer is thicker than expected.
Moreover, different sparger types can be applied, such as a single source for bubble injection.
Apart from the Froude air number, more parameters including the entrainment coefficient and
the bubble screen behavior over time can be adopted both in experiments and simulations for
better comparison and validation.
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Figure 6-1: A sketch of the lock as a thin layer

Turbulence Model

Due to the limitation of Fluent, the LES model is not supported in the multiphase Eulerian
model. However, the RANS approach is less reliable in predicting the gravity current and may
overestimate the turbulent viscosity. A laminar model is considered for the current case. In
order to fully resolve the turbulence structure in a laminar model, grid cell dimension on the
orderof the Kolmogorov length scale is desired, but at a high cost of computation time. The
grid size of a Taylor length scale of around 5 mm for this domain is also acceptable to partially
solve the turbulent eddies. A refined grid size of around 1.3 mm is needed near the wall to
predict the relevant properties of the salt tongue correctly. An alternative option would be
using the multiphase mixture model with a User Defined Function (UDF) for the degassing
boundary condition [52]. Another option is to develop a new solver in OpenFOAM, where the
LES model can be used in the multiphase solver. Some preliminary work on programming an
OpenFOAM solver for this case has been summarized in Appendix B.
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Appendix A

Appendix A: Additional Results of
Lab-scale Simulations

A-1 Gravity Current Results

Figure A-1: Density profiles of the gravity current simulation with the LES model in the midplane
z = 0.25 m (left) and the dye coloring processed images (right) at several time steps using
OpenFOAM 6.
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Figure A-2: Density profiles of the gravity current simulation with the k − ω SST model (left)
and the standard k − ε model (right) in the midplane z = 0.25 m using OpenFOAM 6.

A-2 Bubble Screen In A Fresh-Fresh Water System Results

A-2-1 Turbulence Model

(a) Mean velocity at x = −0.4m from the bub-
ble screen.

(b) Mean velocity at x = −0.8m from the bub-
ble screen.

Figure A-3: Horizontal velocity profiles averaged over the entire 125 s for 55.69 L/min air flow
rates in the midplane z = 0.25 m using the standard k − ε model in Fluent 17.2..
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For the standard k − ε turbulence model, a large underprediction is found in the Fig.A-3
compared to the experimental results. Therefore, the buoyancy effects still plays an important
role in the bubbly flow and cannot be correctly captured by the investigated RANS model.
Also, it is worth noticing that the standard k − ε may overestimate the turbulent viscosity
as a high turbulent viscosity ratio is found even at location far away from the bubble screen,
whereas the turbulent viscosity is relatively low near the bubble screen.

Figure A-4: Turbulent kinetic energy in the midplane z = 0.25m at x = −0.4m and x = −0.8m
from the bubble screen., with the air flow rate of 55.69 L/min using the standard k − ε model
in Fluent 17.2.

Figure A-5: Turbulent kinetic viscosity ratio in the midplane z = 0.25 m, with the air flow rate
of 55.69 L/min using the standard k − ε model in Fluent 17.2.
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A-2-2 Air Regeion

Figure A-6: A slice of the air volume fraction for two adjacent time steps, with the air flow rate
of 33.50 L/min using OpenFOAM 6.

A-2-3 Swaying Behavior

Figure A-7: A slice of the air volume fraction in the midplane at z = 0.25m, with the air flow
rate of 55.96 L/min using the "laminar" Euler-Euler method in Fluent 17.2.
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A-2-4 Velocity Profiles

(a) Mean velocity at x = −0.4m from the bub-
ble screen.

(b) Mean velocity at x = −0.8m from the bub-
ble screen.

(c) Mean velocity at x = −0.4m from the bubble
screen.

(d) Mean velocity at x = −0.8m from the bub-
ble screen.

(e) Mean velocity at x = −0.4m from the bubble
screen.

(f) Mean velocity at x = −0.8m from the bubble
screen.

Figure A-8: Horizontal velocity profiles averaged over the entire 125 s for each air flow rates
separately in the midplane z = 0.25 m using the "laminar" Euler-Euler method in Fluent 17.2.
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A-3 Bubble Screen In A Fresh-Salt Water System Results

A-3-1 Turbulence

For the RANS model investigated here, it is found that the standard k − ε model and the
k−ω SST model mix the fresh and salt water in a slow fashion, which may be caused by the
large underprediction as stated in Fig. A-3. It is also notable that the salt concentrations of
these two models increase in a linear trend until they reach the mixing state in the end.

Figure A-9: Volume-averaged concentrations c over time for the standard k − ε mdoel and the
k − ω SST model, with the air flow rate of 55.96 L/min using Fluent 17.2.

A-3-2 Qualitative Analysis

Figure A-10: The concentration profiles between 55.96 L/min (left) and 33.50 L/min (right)
at several time steps in the midplane z = 0.25m using the "laminar" Euler-Euler method in
Fluent 17.2.
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A-3-3 Mitigating Performance

Mixture Model And Lock Layer

Figure A-11: Volume-averaged concentrations c over time for the mixture model with pressure
outlet and the lock as a thin layer using Fluent 17.2.

PVC Tubes

Figure A-12: Volume-averaged concentrations c over time for the first 50 s using the "laminar"
Euler-Euler approach in Fluent 17.2.
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A-3-4 Local Mixing Index

(a) air flow rate of 17.25 L/min (b) air flow rate of 17.25 L/min for first 10 s

(c) air flow rate of 24.00 L/min (d) air flow rate of 24.00 L/min for first 10 s

(e) air flow rate of 105.53 L/min (f) air flow rate of 105.53 L/min for first 10 s

Figure A-13: The LMI over the 40 s (left) and the first 10 s on the fresh side using the "laminar"
Euler-Euler method in Fluent 17.2.

Kesong Feng Master of Science Thesis



Appendix B

Appendix B: OpenFOAM Simulation

B-1 Mass Transport Equation For Two-phase System

The macroscopic continuity equation for the liquid phase is expressed as:
∂ρl
∂t

+∇ � (ρlul) = 0 (B.1)

with the liquid density ρl as a linear relation to the salt concentration:

ρl = cρs + (1− c)ρf (B.2)

ρs and ρf are the density of the salt water and fresh water, respectively. The following
equation can be obtained by applying the volume average on Eq.(B.1) over liquid phase:

∂αl < ρl >
l

∂t
+∇ � (αl < ρl >

l< ul >l)−∇ � (αlD∇ < ρl >
l) = 0 (B.3)

with < ρ̃lũl >l= −D∇ < ρl >
l based on the gradient-diffusion hypothesis. < ρl >

l and
< ul >l are the intrinsic volume average of liquid density and liquid velocity, and αl is the
liquid volume concentration. Also, by appling the volume average, Eq.(B.2) is expressed as:

< ρl >
l= ρf+ < c >l ∆ρ (B.4)

with ∆ρ = ρs − ρf and < c >l is the intrinsic volume average of salt water concentration.
Substitute Eq.(B.4) into the Eq.(B.3):

∂αl < c >l

∂t
+∇ � (αl < c >l< ul >l)−∇ � (αlD∇ < c >l) = 0 (B.5)

Eq.(B.5) is the mass transport equation for the liquid phase that needs to be implemented
into the two-phase solver in OpenFoam 6 to simulate the salt intrusion in a presence of a
bubble screen.
While in Fluent 17.2, a similar equation is solved:

∂αl < c >l

∂t
+∇ � (αl < c >l< ul >l)−∇ � [αlρlD∇(< c >l

ρl
)] = 0 (B.6)
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B-2 MULES algorithm

The reactingTwoPhaseEulerFoam is the solver in OpenFOAM 6, which solves the multiphase
flow in a Eulerian framework. Simply insert the mass transport equations into the solver will
cause an unbounded results, as the salt concentration exceeds 1 and keeps increasing during
the calculation. Therefore, the multi-dimensionsal limiter for explicit solution (MULES)
algorithm, considered as a very effective method of guaranteeing boundedness of scalar fields,
is applied for the implementation of the mass transport equation. Fig.B-1 provides a graphical
representation of the MULES algorithm described by Peeters [8].

Figure B-1: Graphical representation of the MULES algorithm [8].

The solution is bounded by setting a source term Su in the MULES method as ∇ � ul ∗
min(c, 1). However, it seems that the mixing is caused by the air injection instead of the
density difference according to Fig.B-2, while the density of the liquid is updated to the
pressure-velocity loop for each time step.
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Figure B-2: Salt concentration c at t = 8 s using OpenFOAM 6.

Also, the mitigating performance simulated by the OpenFOAM 6 has a linearly increasing
trend compared with the experiments. And 6% of the total salt concentration loss is found
in the end.

Figure B-3: Volume-averaged concentrations c over time using OpenFOAM 6.
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