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China

Abstract

To correctly interpret the estimated displacements in InSAR point clouds, especially in the built environment,
these need to be linked to real-world structures. This requires the accurate and precise 3D positioning of
each point. Artificial ground control points (GCPs), such as corner reflectors, serve this purpose, but since
they require efforts and resources, there is a need for criteria to assess their usefulness. Here we evaluate the
value and necessity of using GCPs for different scenarios, concerning the required efforts, and compare this
to alternatives such as digital surface models (DSM) and advanced (geo) physical corrections. We consider
single-epoch as well as multi-epoch GCP deployment, reflect on the number of GCPs required in relation
to the number of SAR data acquisitions, and compare this with digital surface models of different quality
levels. Analyzing the geolocation performance using TerraSAR-X and Sentinel-1 data, we evaluate the pros
and cons of various deployment options and show that the multi-epoch deployment of a GCP yields optimal
geolocalization results in terms of precision, accuracy, and reliability.

Keywords: SAR; Persistent scatterer; Geolocalization; Corner reflector; LiDAR DSM; Synthetic aperture
radar interferometry

1. Introduction

Persistent scatterer interferometry (PSI) is an ad-
vanced Interferometric Synthetic Aperture Radar (In-
SAR) technique for mapping the displacement of geo-
objects, i.e., the Earth’s surface itself or objects on
it. PSI exploits coherent points—the persistent scat-
terers (PS)—in time series of SAR images and es-
timates their differences in line-of-sight range over
time. Together, these coherent points form a PS point
cloud. Compared to the millimeter-level precision
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for the estimated relative displacements, the posi-
tioning precision and accuracy of PS in a 3D datum
is in the range of meters, particularly in the cross-
range direction (Gernhardt et al., 2015; Dheenathay-
alan et al., 2016). This hampers the interpretation of
the results, particularly in a complex urban environ-
ment, as the PS are typically not exactly positioned
on the object that is causing the reflection. To ex-
plore the full potential of PSI, PS point positioning
must be optimized.

Lately, significant progress has been made in im-
proving the 2D radar coordinate accuracy in an ab-
solute sense, see Small et al. (2004); Schubert et al.
(2010); Eineder et al. (2011); Cong et al. (2012);
Schubert et al. (2015); Balss et al. (2018). These
methods involve corrections of secondary position-
ing components including azimuth shifting, atmospheric
path delay, plate motion, solid Earth tide, and polar
motion, such methods can be collectively referred to
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as the geophysical method. Yet, while this improves
the absolute range and azimuth position in radar co-
ordinates, it does not yield an estimate for the cross-
range position, which is essential for practical 3D ge-
ographic positioning.

Full 3D geometric fusion methods, see Gernhardt
et al. (2012); Gisinger et al. (2015); Duque et al.
(2016); Zhu et al. (2016); Montazeri et al. (2018),
require the identification of physically identical scat-
terers visible in opposing imaging geometries, e.g.,
lamp posts, and are therefore strongly depending on
such targets-of-opportunity (ToO). For medium/low-
resolution SAR data, finding such ToO in opposite
tracks is very difficult. Considering Sentinel-1 data,
there are no reports in literature concerning the 3D
positioning accuracy.

For (In) SAR, artificial ground control points (GCPs)
are typically corner reflectors (CR) or transponders.
CRs are used for external radiometric calibration of
SAR systems (van Zyl, 1990; Sarabandi & Chiu, 1996;
Small et al., 2007; Shimada et al., 2009), deforma-
tion measurements in low coherence areas (Hanssen,
2001; Xia et al., 2002; Crosetto et al., 2016), ac-
curacy assessment of InSAR measurements (Ferretti
et al., 2007; Marinkovic et al., 2008; Garthwaite, 2017).
and to calibrate sensor timing offsets (Small et al.,
2004, 2007; Miranda et al., 2013).

CRs have a high and stable radar cross section
(RCS), a well-defined scattering center (the apex),
and are easily identified in the image. However, while
precise geolocation with the aid of GCPs is common
in the field of photogrammetry, the value of 3D ge-
olocation of entire PSI point clouds using GCPs has
not yet been discussed, to the authors’ knowledge.

Ideally, the philosophy of remote sensing is to
avoid installing GCPs in the terrain, as it involves
extra cost and effort for manufacturing, deployment,
and maintenance, it requires physical access to the
area, and it is very sensitive to disturbance. More-
over, it requires additional geodetic measurements to
obtain ground truth in position and/or changes in po-
sition. Therefore, there is a strong incentive to find
alternative methods to achieve the same objectives.

Here we assess when it makes sense to deploy
GCPs, which alternatives are available, and how these
compare to the use of installed GCPs. Moreover, we
review the strategy of deployment, i.e., what are the

minimum requirements for the (i) number, (ii) the
type, and (iii) the location of the GCPs, (iv) the du-
ration of deployment, (v) the conditions for the addi-
tional collocated geodetic measurements, (vi) the re-
quired effort in terms of cost and resources, and (vii)
an evaluation with potential alternative approaches
avoiding the GCP deployment, such as using targets-
of-opportunity.

A high-resolution Digital Surface Model (DSM)
can also be counted as a target-of-opportunity, with
thousands of virtual GCPs, and may be a valid alter-
native for using artificial GCPs.

This paper is structured as follows. Section 2
reviews the principles of scatterer geolocation and
the corresponding error factors. Section 3 describes
the geolocation methods assisted by GCPs and sec-
tion 4 introduces the geolocation method assisted by
DSMs. The experimental setup is given in section 5,
and results of TerraSAR-X and Sentinel-1 data are
given in section 6.1 and section 6.2. Section 6.3 dis-
cusses the influence of different types of DSMs on
positioning precision. A comparison of the correc-
tions methods is given Section 7 and conclusions are
drawn in section 8.

2. Point scatterer geolocation

The geolocation process references a pixel in SAR
geometry onto a geodetic datum. It describes the
conversion of azimuth line and range pixel position
of a scatterer in the 2D image to a 3D coordinate
system (Schreier, 1993; Zhang et al., 2012). Given
radar timing annotations, including the time of the
first range sample, tr,0, range sampling rate (RSR),
pulse repetition frequency (PRF) and the state vec-
tors describing the trajectory of a satellite during the
time of data acquisition, a point at position T on the
Earth’s surface can be located by solving the Range-
Doppler-Ellipsoid/DEM equations.

2.1. Transformation to 3D coordinate system
Fig. 1 illustrates the positioning procedure from a

scatterer T at line and pixel coordinate (lT , pT ) in the
radar image to its corresponding position (xT , yT , zT )
in a 3D Terrestrial Reference Frame (TRF) realizing
an Earth-Centered-Earth-Fixed (ECEF) reference sys-
tem (Schreier, 1993).
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Figure 1: Methodology of point scatterer positioning.

The sub-pixel position of the effective phase cen-
ter T within a resolution cell (lT , pT ) is determined
though sinc-interpolations. The variance of localiza-
tion of a scatterer T in azimuth σ2

lT
and range σ2

pT

direction is given by (Bamler & Eineder, 2005)

σ2
lT = σ2

pT
=

3
2 · π2 · SCR

, (1)

where SCR is the Signal to Clutter Ratio of a point.
Eq. (1) is the Cramer-Rao bound for a change of the
peak due to clutter (Stein, 1981; Bamler & Eineder,
2005), under the assumption of homogeneous area
and circularly Gaussian clutter.

The sub-pixel image position can be transformed
to 2D geometric radar coordinates with the PRF, tr,0,
RSR, the velocity of ground track vg/t, and the speed
of light v0. The origin of the radar coordinate system
is the phase center of the antenna. Azimuth distance
aT is expressed as

aT =

∫ lT ∆t

0
vg/t(t) dt ≈ vg/t · (lT ∆t) (2)

where ∆t = PRF−1. Range-distance rT is expressed
as:

rT =
v0

2
· (tr,0 + pT ∆τ), (3)

where ∆τ = RSR−1.
The cross-range distance (‘elevation’) of a point

is estimated from at least one interferometric SAR
observation as

ĉT ≈ c0 +
λ

4π
rT

B⊥
φ̂T , (4)

where c0 is the cross-range (elevation) of a refer-
ence point, which is assumed to be known, see sec-
tion 3.2. The λ is the wavelength, B⊥ is the perpen-
dicular baseline of the interferometric pair, and φ̂T is
the estimated unwrapped topographic phase relative
to the reference point. Note that the assumption of a
’known’ reference point position is rarely satisfied in
practice.

The cross-range cT together with azimuth aT , and
range rT complements the 3D orthogonal radar coor-
dinate system. The corresponding position of point
scatterer T , with state vector T = [xT , yT , zT ] in a 3D
TRF, is estimated using the Range-Doppler-Ellipsoid
equations see Fig. 2.

Figure 2: Earth model with an ECEF reference system, satellite
and target positions. The geolocation procedure intersects R
with the earth model surface and the appropriate iso-Doppler
contour for scatterer T . Adapted from Olmsted (1993).

For range, the geometric distance rT from scat-
terer T to satellite S(ta) is a function of the satellite
state vectors and scatterer state vector,

||S(ta) − T|| − r2
T = 0, (5)

where S(ta) is the satellite state vectors at the zero
Doppler time of imaging target ta = lT ∆t.

For Doppler, the scatterer T is viewed perpendic-
ular to the orbit, i.e.,

fD(ta) +
2
λ

(S(ta) − T)
|S(ta) − T|

V(ta) = 0, (6)
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where V(ta) is the velocity vector of the satellite at
the instant of imaging target T , and fD(ta) is the Doppler
frequency of scatterer T at azimuth position aT .

Finally, for the ellipsoid, T has a vertical ele-
vation H(cT ) above a reference ellipsoid with semi-
major and semi-minor axis m and f , respectively,
hence

x2
T

(m + H(cT ))2 +
y2

T

(m + H(cT ))2 +
z2

T

( f + H(cT ))2 −1 = 0.

(7)
H(cT ) is calculated from the cross-range position:

H(cT ) = cT · sin θinc,T (8)

where θinc,T is the incidence angle at T . Optionally,
the 3D TRF coordinates can be further transformed
into a national/local coordinate system.

From Eqs. (5)–(7), the precise 3D geolocation re-
lies on the precision of azimuth coordinate aT , range
coordinate rT , the estimated cross-range ĉT , and the
satellite orbit vectors.

2.2. Refinement in azimuth, range, and elevation
The measurements in range and azimuth are af-

fected by additional time-variable positioning com-
ponents that can range from centimeters to several
meters. Due to the instrumental timing error ta,sysm,
azimuth shift ashift,T , tectonic plate movement atect,T ,
and solid earth tides (SET) aset,T , the azimuth mea-
surements of Eq. (2) can be written as

aT = vg/t · (lT ∆t + ta,sysm) + ashift,T + atect,T + aset,T . (9)

Similarly, the range in Eq.(3) can be expressed as:

rT =
v0

2
· (tr,0 + pT ∆τ + tr,sysm) + rapd,T + rtect,T + rset,T ,

(10)
where tr,sysm is the internal system delay, and rapd,T ,
rtect,T , and rset,T are atmosphere path delay (APD),
tectonic plate movement, and SET impacts on the
range measurement, respectively(Dheenathayalan et al.,
2016). Combining the equations, the error terms in
azimuth and range can be expressed as:

∆aT = vg/t · ta,sysm + ashift,T + atect,T + aset,T , (11)

and

∆rT =
v0

2
tr,sysm + rapd,T + rtect,T + rset,T , (12)

where ∆aT and ∆rT describe the contributions in az-
imuth and range that need to be accounted for. More-
over, the bias due to the reference elevation needs to
be accounted for.

The elevation of scatterer T is relative to a ref-
erence point. This implies that the uncertainty of
the reference elevation will introduce a bias to all PS
points. This elevation offset ∆c is constant for all PS
and affects the geographic position both in the hori-
zontal and vertical direction. The error contributions
in azimuth, range, and elevation would transmit to
3D geolocations which have to account for reaching
quality geo-localization.

3. GCP-assisted InSAR precise point positioning

As discussed in the previous section, the geoloca-
tion positioning is affected by several biases. Fig. 3
illustrates that the range observation, Robs, includes
biases due to system-related unknowns and unaccounted
geophysical effects, leading to the erroneous geolo-
cation of the target T at position T ′.

Figure 3: Positioning uncertainty cylinder of Target T . Rtrue
is the range distance to the true position of T , Robs is the ob-
served range distance to the measured position of T ′, the dis-
tances from T to T ′ is bias, the maximum bias is radius of the
cylinder, the noise term in azimuth, range, cross-range formed
the uncertainty ellipsoid.
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The estimated range can be expressed as:

Robs = Rtrue + Rbias + Rnoise, (13)

where Rnoise is the zero-mean random perturbation
of the estimated position, and Rbias is the systematic
term that we are aiming to correct. The bias term is
caused by system-introduced delays or unaccounted
geophysical path delays. The noise includes the con-
tributions that are system-related, geophysical, and
processing-related. Assuming that this bias is con-
stant for a relatively small scene, the positions of the
targets can be corrected for by using one or more
GCPs. Reducing the bias means shrinking the po-
sitioning uncertainty cylinder, to move the error el-
lipsoid to the true position.

In the following section, we discuss two approaches
to estimate the bias in azimuth, range, and cross-
range using dedicated reflectors. The first approach
minimizes the effort by installing a temporary ad-
hoc corner reflector during only one SAR acquisi-
tion and collecting geodetic ground-truth positioning
data. We refer to this approach as the single-epoch
approach. The second approach requires more efforts
and resources and involves a continuously maintained
CR, referred to as the multi-epoch approach. Note
that the benefit of using multiple CRs instead of a
single CR is trivial, as it improves the precision of
the calculated offsets with 1/

√
N.

3.1. Single-epoch CR
In this method, a GCP, typically a CR, is deployed

and its phase-center position is precisely measured
for a single acquisition. In our case study, we de-
termined the location of the apex of the CRs using
a GNSS (Global Navigation Satellite System) mea-
surement.

The GNSS-derived 3D position(xcr, ycr, zcr) is pro-
jected onto the 2D radar coordinates, (acr,g, rcr,g). From
the SAR intensity image we obtain an independent
estimation of the radar coordinates of the target (acr,s,
rcr,s). The azimuth and range offsets are subsequently
estimated as

∆a = acr,s − acr,g, and (14)
∆r = rcr,s − rcr,g, (15)

respectively. The estimated offsets are applied to the
estimated radar coordinates of all the PS in the im-
age.

In azimuth, the variance of the corrected offset is,

σ2
∆a = σ2

a,s + σ2
a,g, (16)

where σ2
a,s is the variance of the error in the sub-pixel

position estimation of the target in azimuth, as given
by (1), and σ2

a,g is the corresponding variance of the
GNSS measurement error. with (σ2

e,g, σ2
n,g, σ2

u,g).
representing the variance of GNSS measurement in
east, north and vertical direction, the resulting vari-
ance in azimuth direction is

σ2
a,g = sin2 α · σ2

e,g + cos2 α · σ2
n,g, (17)

where α is the heading angle between the flight di-
rection and the north direction.

In range, the variance of the error of the corrected
offset is:

σ2
∆r = σ2

r,s + σ2
r,g, (18)

where the second term is

σ2
r,g = sin2 θ · (cos2 α · σ2

e,g + sin2 α · σ2
n,g)

+ cos2 θ · σu,g,
(19)

with θ the incidence angle with respect to a horizon-
tal plane.

The main limitation of the single-epoch approach
is that it only corrects for the range and azimuth off-
set, and not for cross-range (or elevation) offset. Con-
sequently, while the method reduces two dimensions
of the solution space, which is a positioning improve-
ment, it still leaves the actual 3D geographic position
under-determined.

3.2. Multi-epoch CR
Finding the 3D geographic positions of PS is pos-

sible by installing a reference target for a period span-
ning multiple epochs, and measuring its position via
GNSS. That way, the range and azimuth offsets are
estimated as described above, while interferometry
can be used to estimate the cross-range positions of
points relative to the reference target, and the abso-
lute cross-range position is anchored via the corner
reflector. Fig. 4 shows the concept of the multi-epoch
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method. The position of PS scatterers in the im-
age (black symbols) is first corrected in the azimuth-
range plane (gray). Then from the interferometric
phase, the relative cross-range positions are computed
(dashed). Finally, the known position of the CR ref-
erence point is used to determine the true geographic
position of the point scatterers (hatched).

Figure 4: Multi-epoch approach: PS (black symbols) are
first corrected for the offsets in an azimuth-range plane (gray
symbols), and then differed in cross-range via interferometry
(dashed) and finally fixed for the cross-range offset (hatched
symbols). The solid triangle indicates the reference point
(GCP) for cross-range offset estimation.

The geographic elevation (cross-range) position
ccr,g of the CR is derived from the GNSS-measured
height Hcr,g using Eq. (8). The offsets in azimuth
and range direction are calculated from Eqs.(14) and
(15), respectively. The variances of the calculated az-
imuth and range offsets are improved by the square
root of the number of epochs n.

Since the CR persists for a long time it can be
recognized as a PS. As such, the CR can be used as c0

value in Eq. (4), i.e., c0 = ccr,g. The σ2
cr,g is dependent

on the precision of the GNSS measurement and given
by

σ2
cr,g =

(
σ2

e,g cos2 α + σ2
n,g sin2 α

)
cos2 θ + σ2

u,g sin2 θ.

(20)

The relative cross-range differences between the
PS point cloud and the reference point is determined

using PS interferometry. The estimates of these rela-
tive differences will improve when more data will be
used in the interferometric stack.

A stack of n+1 acquisitions generates n indepen-
dent pairs with different baselines

[
B⊥,1, · · · , B⊥,n

]T

and phase observations
[
φT,1, · · · , φT,n

]T for target T ,
relative to the reference point. Using Eq.(4), the func-
tional model with the initial range value of r0

T can be
written as

y = E{


φT,1
...

φT,n

} = Ĝn×1 · cT

=


−

4πB⊥,1
λr0

T
...

−
4πB⊥,n
λr0

T

 · cT .

(21)

The estimated cross-range is

ĉT = (GT Q−1
y G)−1GT Q−1

y y, (22)

and the variance is

σ2
ĉT

= (GT Q−1
y G)−1. (23)

The covariance matrix Qy of time series phase obser-
vations is a diagonal matrix with entries[

σ2
φT,1
, · · · , σ2

φT,n

]T
, (24)

where σφ is the standard deviation of a single phase
observation as described by (Dheenathayalan et al.,
2017)

σφ ≈

√
2

2SCR −
√

3/π
. (25)

Hereby, the precision of cross-range σĉT is

σ2
ĉT

= (
λr0

T

4π
)2 ·

 B2
⊥,1

σ2
φT,1

+ · · · +
B2
⊥,n

σ2
φT,n

−1

. (26)

The precision of cross-range depends on the phase
quality and the variability of the baseline. Longer
baselines give a more precise cross-range estimation
(Rocca, 2004) without requiring more data acquisi-
tions.

Fig.5 shows the cross-range precision of a target
with SCR = 25 dB as a function of the number of
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Figure 5: The standard deviation of estimated cross-range of
a target with SCR 25 dB for Sentinel-1 as a function of the
number of acquisitions n within an orbital tube with a radius of
100 m.

epochs n. The perpendicular baselines B⊥ were ran-
dom values with uniform distribution at a range be-
tween −100m and 100m, which is the orbital tube
of Sentinel-1 (Geudtner et al., 2017). The precision
increases with the epochs, from about 1.7m with 25
epochs to better than 1m with 74 epochs or more.

4. DSM-assisted InSAR precise point positioning

A LiDAR-based DSM may be used as a network
of thousands of GCPs. The precondition for the us-
age of a DSM for reference is that the LiDAR DSM
and InSAR point cloud describe the same surface, or
the penetration depth of LiDAR and SAR into the
ground is equal. To fix the ∆a, ∆r, and c0 of PSs,
these PSs need to be matched with corresponding
points in the LiDAR point cloud. We use the Iterative
Closest Point method (ICP) with the PS positioning
ellipsoids (Hanssen et al., 2018; Yang et al., 2019),
which minimizes the differences between two clouds
of points in an iterative way and generates transfor-
mation parameters.

We evaluate the positions of the LiDAR point
cloud and the positions of the PS in the SAR geome-
try in the metric given by the covariance matrix. For
this purpose, the LiDAR point cloud is radar-coded
to the radar geometry using the orbit of the master
image of the stack. The 3D position error ellipsoids,
as defined by the positioning Variance-Covariance

Figure 6: The coverage of TerraSAR-X and Sentinel-1 data and
location of installed CRs.

(VC) matrices Qrac of the PSs in 3D radar geome-
try (Dheenathayalan et al., 2016), with on the diago-
nal the variances (σ2

r , σ
2
a, σ

2
c) in range, azimuth and

cross-range directions.
The transformation parameters estimated by the

ICP method yield the offsets in azimuth, range, and
cross-range, that we seek to correct. The quality of
the corrected position is dependent on the quality of
the DSM model and the accuracy of point registra-
tion.

5. Experiment setup

The TU Delft test sites are in Ypenburg and Wasse-
naar, the Netherlands. Two data-stacks were col-
lected over this area. For each data stack, we pro-
cessed at least 40 images. Fig. 6 shows the loca-
tion of the test sites, outlines of the TerraSAR-X and
Sentinel-1 data stacks, and the location of the in-
stalled reflectors. Tab. 1 provides the relevant param-
eters of the analyzed data. The PSI results from the
two data stacks are different in point density, target
detectability due to data characteristics variation.

At the Ypenburg test site, we installed six small
(45cm sides) trihedrals, CR1–CR6, and one big (1m
sides) trihedral, CR7. The CRs remained on the field
between August 2012 and March 2014 and were op-
timally oriented for the geometry of the TerraSAR-X
acquisitions. The reflectors are clearly visible in the
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Table 1: TerraSAR-X, and Sentinel-1 SAR Data characteristics

Satellite/Parameter TerraSAR-X Sentinel-1
Test site Ypenburg Wassenaar
Track T048 T110
Band X C
Start Date 2012.08.11 2017.11.08
End Date 2014.03.06 2018.07.18
Number of images 46 40
B⊥ [min/max] [m] −382/142 −88.4/117.7
Acquisition mode SM IW
Pass direction Desc Desc
Polarization HH VV
Incidence angle [◦] 22.3 – 25.6 35.7 – 41.7
Heading [◦] 192.22 190.12
Rang. sampling [m] 0.9 2.3
Azim. sampling [m] 1.7 13.8
Rang. Bandw. [MHz] 150 56.5
Azim. Bandw. [Hz] 2765 327

mean intensity image of 46 TerraSAR-X images, as
shown in Fig. 7.

For our analysis, we use CR4, CR5, CR6, and
CR7 to avoid the impact of the mutual side-lobes of
the first three. Differential GNSS and tachymetry are
used to precisely measure the apex positions of these
CRs. These positions are determined with a preci-
sion (1σ) of 1cm in the horizontal (east and north),
and 2cm in the vertical.

In the Wassenaar site, we installed one square-
based trihedral CR from February 2017, and two Dou-
ble Back-flip (DBF) CRs (Hanssen, 2017) from Novem-
ber 2017, oriented for the Sentinel-1 descending data,
see Fig. 8. The apex locations of these CRs are mea-
sured and calculated with one GNSS campaigns on
05-11-2017 with a precision of 1cm horizontally and
2cm vertically.

In addition to the CRs, we utilise a DSM model,
AHN (’Actueel Hoogtebestand Nederland’ in Dutch),
collected over the Netherlands by means of airborne
laser altimetry with a posting of 50cm (horizontally)
for objects larger than 2×2 meters and a vertical off-
set uncertainty of 5cm and a 5cm stochastic error
(Van der Zon, 2013; van Natijne et al., 2018). AHN
is a multi-annual program, including AHN-1, AHN-
2, AHN-3, providing both the raster data and the

Figure 7: Mean intensity image from 46 TerraSAR-X images
covering the seven corner reflectors at the Ypenburg test site.

Figure 8: Mean intensity image from 40 Sentinel-1 images cov-
ering the three reflectors at the Wassenaar test site.

point clouds. We utilize the AHN-2 point cloud for
DSM correction and the 0.5 meter grid DSM for cross-
comparison.

6. Results

In this section, we present and compare the cor-
rection results of TerraSAR-X and Sentinel-1 data
stack using the proposed methods. The SAR data-
stacks were processed with the Delft implementation
of Persistent Scatterer Interferometry(DePSI) (van Lei-
jen, 2014).

6.1. TerraSAR-X results
Fig. 9 shows the estimated elevations for the PSs

identified in the TerraSAR-X data stack. As usual,

viii



Table 2: Calculated offsets in azimuth, range, and cross-range directions for the TerraSAR-X PSI point cloud.

Method ∆a [m] ∆r [m] ∆c0 [m]
Single-epoch CR 0.52 ± 0.04 −2.25 ± 0.02 n/a
Multi-epoch CR 0.50 ± 0.01 −2.26 ± 0.02 20.40 ± 1.89
DSM 0.58 ± 0.04 −2.32 ± 0.04 19.01 ± 0.51
Geophysicala 0.57 ± 0.07 −2.28 ± 0.02 n/a

a Correction includes azimuth shifting, path delay, solid earth tide, plate motion from Dheenathayalan et al. (2016).

high PS densities are found along streets and man-
made structures. White areas correspond to vege-
tated areas and water bodies, where no PS was se-
lected. The point density is 2141 PS/km2. The re-
sults were projected in the Dutch national reference
system RD (’Rijksdriehoeksstelsel’ in Dutch) and ver-
tical reference system NAP (’Normaal Amsterdams
Peil’ in Dutch). The estimated heights are color-
coded, from −10 to 40m.

Figure 9: Geo-coded PSI point cloud for our test area generated
from the TerraSAR-X data stack in RD coordinates. The x-
and y- axes correspond to RD east and north, respectively. The
estimated height is colour-coded in the NAP datum. The results
in the Kyocera Stadium marked within a rectangular box were
compared to the LiDAR point cloud in Fig. 10 and Fig. 11 .

Tab. 2 gives the offsets of the estimated positions
of the CRs after applying the different correction meth-
ods with respect to their measured positions. The
uncertainty of the CR-assisted approaches is calcu-
lated using Eqs. (16), (18), and (20),while the uncer-
tainty of the sub-pixel localization is calculated ac-
cording to the position variances of a target in a stack

of images. The performance of the DSM-assisted ap-
proach depends on the co-registration accuracy. It is
calculated by dividing the LiDAR point cloud into
several subsets, calculating the offsets respectively
for each subset, and computing the variances of the
resulting offsets.

The offsets estimated using the different approaches
are similar, and consistent with the offsets estimated
by Dheenathayalan et al. (2016). The largest off-
set was observed in the cross-range direction, which
corresponds to the reference cross-range value. The
atmospheric path delay mainly causes range offsets.
Obviously, changing the coordinate system to a lo-
cal geographic coordinate system introduces correla-
tions between the different offsets. For example, a
cross-range offset has components in both east and
north directions.

The corrected positions were validated with the
apex location measured with Differential GNSS and
tachymetry for those CRs that were not used to esti-
mate the corrections. The resulting Root Mean Square
Errors (RMSE) in the radar coordinates (azimuth, range
and cross-range), and local coordinates (east, north,
and up) are reported in Tab. 3. Before the correction,
the entire solution is tied to the height of a selected
reference point. Similarly, we used the same height
reference in the single-epoch approach and geophys-
ical approach.

As expected, both single-epoch CR calibration
and geophysical corrections do not correct for ab-
solute cross-track errors, which results in coupled
vertical and mostly east-west errors. Using a CR
at all epochs, the offsets in elevation were compen-
sated, achieving a decimeter-level 3D positioning er-
ror. The DSM-assisted corrections are similar to the
multi-epoch CR correction for azimuth and range,
but the cross range RMSE is twice as large: 2m in-
stead of 1m.
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Table 3: RMSE of CRs in the radar coordinates (azimuth, range and cross-range), and local coordinates (east, north, and up) for
the TerraSAR-X point cloud. The geocoded position of PS before and after applying the corrections are compared with the apex
location measured with GNSS in CRs. The post-correction methods includes single-epoch CR, multi-epoch CR, and DSM.

a [m] r [m] c [m] e [m] n [m] u [m]
Before Corrections 0.78 2.39 20.79 12.90 2.13 8.48
Single-epoch CR 0.31 0.18 20.79 7.59 0.46 8.48
Multi-epoch CR 0.32 0.17 1.01 0.67 0.36 0.41
DSM 0.28 0.13 2.01 1.60 0.31 0.81
Geophysical 0.28 0.16 20.79 7.54 0.41 8.48

(a) Before Corrections (b) Single-epoch CR (c) Multi-epoch CR (d) DSM

Figure 10: 2D horizontal accuracy analysis of the TerraSAR-X PS point cloud at the Kyocera Stadium. PS point cloud (a) before
corrections, and corrected with (b) a single-epoch CR, (c) a multi-epoch CR, and (d) an airborne DSM model, overlaid on the
LiDAR data. The LiDAR data is color-coded as Fig. 9. The 1D vertical analysis of Fig. 11 is along the line of AA’.
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Figure 11: 1D vertical accuracy analysis of the TerraSAR-X PS
point cloud over the Kyocera Stadium. PS point cloud before
corrections, and point clouds corrected with a single-epoch CR,
a multi-epoch CR, and an airborne DSM model, overlaid on the
LiDAR data.

As a test of the geolocation, we compare the PS
point cloud before and after correction to the refer-
ence LiDAR-based DSM for a region indicated by
the rectangle in Fig. 9, which corresponds to a sports
stadium in The Hague. Fig. 10 provides a top-view
of the color-coded DSM with the PSs overlaid for
the different methods. Before the corrections, there
is a clear shift between the PSs and the stadium. The
alignment improves after single-epoch CR correction,
and it seems to enhance further using the multi-epoch
and DSM-assisted approaches. Fig. 11 shows a cross
section of the stadium along the AA’ line indicated in
Fig. 11. The multi-epoch CR and DSM corrections
bring the points to the right height level.

6.2. Sentinel-1 results
The topographic map of PSI results from Sentinel-1

is illustrated in Fig. 12, projected in the RD-NAP ref-
erence system. The colors represent the estimated
heights, from −10 to 140m. The point density is 707
PS/km2.
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Table 4: Calculated offsets in azimuth, range, and cross-range directions for the Sentinel-1 point cloud.

.

∆a [m] ∆r [m] ∆c0 [m]
Single-epoch CR 16.41 ± 0.21 −1.09 ± 0.13 n/a
Multi-epoch CR 16.32 ± 0.03 −1.06 ± 0.03 −4.70 ± 1.81
DSM 14.48 ± 1.47 −0.96 ± 0.24 −2.63 ± 0.45

Figure 12: Geo-coded PSI point cloud for our test area gener-
ated from Sentinel-1 in RD coordinates. The x- and y- axes cor-
respond to RD east and north. The estimated height is colour-
coded in the NAP datum. The results in the Moerwijk area of
the Hague, marked by the rectangular box, were compared to
the LiDAR point cloud in Fig. 13 and Fig. 14.

Tab. 4 gives the offsets of the estimated positions
of the CRs after applying the different correction meth-
ods. The largest offset was observed in the azimuth
direction, followed by the elevation correction, and
the range correction.

The azimuth offsets could be due to higher order
bi-static effects, between the mid-scene bi-static cor-
rection and the required one due to the slant range
offset from mid-scene, see Schubert et al. (2015).
Recent research on the geolocation accuracy of Sentinel-1
data reports a subswath-dependent azimuth offset up
to 4m in the IW mode (Schubert et al., 2017). Given
the 20m azimuth resolution of Sentinel-1, the error is
within the size of a resolution cell.

The 3D offsets estimated using the multi-epoch
and DSM-assisted methods are roughly comparable,

although for range and azimuth direction the multi-
epoch CR method is better, whereas for cross-range
the DSM method is better, in terms of the variances.
This is to be expected due to the coarse azimuth res-
olution of Sentinel-1, as the number of DSM points
matched to a PS is drastically reduced.

The corrected positions were validated with GNSS
measurements. The RMSE in the east, north, and up
directions is given in Tab. 5. The 3D geolocation ac-
curacy achieved using the multi-epoch method is ap-
proximately 3.6m. This is better than the absolute lo-
cation error accuracy specification of Sentinel-1 (7m
in 2D azimuth-range positioning) (Bourbigot et al.,
2016). The geolocation accuracy obtained after a
DSM-assisted correction is slightly worse but still
better than the Sentinel-1 specifications. The cor-
rected results assisted by single-epoch CR (about 5.4m)
are also close to the specification. There is still about
3m of residual error in the north direction, which
may relate to the azimuth errors reported by (Schu-
bert et al., 2017).

The PS point cloud before and after the correc-
tions is further compared with the reference LiDAR
data. A zoom-in region is a group of buildings in the
Hague, indicated by the rectangle in Fig. 12. Fig. 13
provides a top-view of the DSM data with the non-
corrected and corrected PS point cloud. Clearly, the
applied corrections have compensated for the 2D shift.
The height shift was corrected with the single-epoch
CR and the DSM-assisted method as the cross-section
along the BB’ line shows in Fig. 14.

6.3. DSM product evaluation
A DSM-assisted correction is a very appealing

option, as it does not require the installation and main-
tenance of GCPs. However, the drawbacks of this
approach is that it requires a non-trivial processing
step to reliably match PS with points or features on
the DSM. The accuracy of the estimated corrections,
will, obviously, depend on the quality of the DSM.
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Table 5: RMSE of CRs in the radar coordinates (azimuth, range and cross-range), and local coordinates (east, north, and up) for
the Sentinel-1 point cloud. The geocoded position from PSI before and after applying the corrections are compared with the apex
location measured with GNSS on the CRs. The post-correction methods includes a single-epoch CR, a multi-epoch CR, and DSM.

a [m] r [m] c [m] e [m] n [m] u [m]
Before Corrections 16.92 1.58 3.70 1.86 17.93 2.22
Single-epoch CR 3.80 0.74 3.70 3.47 3.63 2.22
Multi-epoch CR 3.80 0.67 1.62 0.72 3.46 0.97
DSM 4.26 0.74 1.45 1.13 4.29 0.88

(a) Before Corrections (b) Single-epoch CR

(c) Multi-epoch CR (d) DSM

Figure 13: 2D horizontal accuracy analysis of Sentinel-1 PS point cloud of buildings in Moerwijk, the Hague. PS point cloud (a)
before corrections, and corrected with (b) single-epoch CR, (c) multi-epoch CR, and (d) a airborne DSM model (DSM), overlaid
on the LiDAR data. The LiDAR data is color-coded as Fig. 12. The 1D vertical analysis is along the line of AA’, see Fig. 14.

A standard product specification for digital elevation
model named as Digital Terrain Elevation Data (DTED)
is released by National Geospatial-Intelligence Agency
(NGA) with the definitions of absolute positioning
accuracy and spatial resolution for each level, specif-
ically DTED-1 and DTED-2 (Heady et al., 2009; Zink
et al., 2006). The DTED was defined for globe scale
elevation data, and the higher level data is referring

to as High-Resolution Terrain Information (HRTI).
The DTED-3/4 is also called HRTI-3/4. Therefore,
we analyze the positioning precision given varying
DTED levels, see Tab.6.

The quality of the LiDAR DSM data used in this
study (AHN-2) is significantly better than DTED-4
specification. In order to evaluate the DSM quality
dependence of the DSM method, we degraded the
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Table 6: Digital Terrain Elevation Model (DTED) and High-Resolution Terrain Information (HRTI) specifications.

Specification Spatial Resolution
Absolute vertical Absolute Horizontal
Accuracy (90%) Accuracy (90%)

DTED-1 90 m ( 3 arcsec ) 50 30
DTED-2 30 m (1 arcsec) 23 18

DTED-3/HRTI-3 12 m (0.4 arcsec) 10 10
DTED-4/HRTI-4 6 m (0.2 arcsec) 5 5
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Figure 14: 1D vertical accuracy analysis of Sentinel-1 PS point
cloud in Moerwijk, the Hague. PS point cloud before correc-
tions, point clouds corrected with single epoch CR, multi-epoch
CR, and a airborne DSM model, overlaid on the LiDAR data.

AHN-2 to match the different DTED specifications
by filtering the data spatially to the desired resolution
and adding zero-mean Gaussian distributed noise.

Fig. 15 shows the positioning precision as a func-
tion of the DTED level. The vertical axis shows the
3D Positioning Dilution of Precision (PDOP) as

PDOP =

√
RMSE2

e + RMSE2
n + RMSE2

u, (27)

where RMSE is the root mean square error with re-
spect to GNSS measurements of the apex location of
CRs.

For a DSM at DTED1 level, the PDOP values are
close to the values before corrections, implying that
this DSM product does improve the geolocation of
PS point clouds. For DTED2, the PDOP values im-
prove, but not significantly. A significant improve-
ment was observed moving to DTED3 levels. This is
due to the fact that the spatial resolution of DTED3 is
closer to that of Sentinel-1. The precisions achieved
using DTED4 are yet better, and the LiDAR-based
AHN data yield the best results. This is due to the
dense spatial sampling and precise absolute position-
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Figure 15: Positioning precision as a function of the DTED
level.

ing of AHN data for depicting the height variability
within the imaging scene.

The result of the DSM-assisted geolocation ap-
proach depends on the precision of the available DSM
and also the used algorithm, see examples using dif-
ferent algorithms with DSM to evaluate the height
shift between PSI point cloud and DSM in Chang &
Hanssen (2014); Yang et al. (2016).

7. Discussion

The practical pros and cons of the discussed meth-
ods for precise point positioning are summarized in
Tab. 7. We define σCR as the precision of the calcu-
lated offsets of the single epoch CR approach, T0 as
the estimated time required for the installation of a
single CR monumentation, and n as the number of
epochs. Note that T0 depends on local conditions,
typically ranging from 0.5 to 3days.
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Table 7: The characteristics of the positioning correction methods. Advantages and disadvantages.

Methods Single-epoch CR Multi-epoch CR DSM Geophysical

Solution space Line (2D) Point (3D) Point (3D) Line (2D)
Advantages Temporary deploy-

ment; ad hoc;
3D correction 3D corrections No area access nec-

essary
No monumentation
needed; Fast (10’);
easy; cheap

Highest 3D preci-
sion

No area access nec-
essary

Disadvantages 2D bias correction
only;

Monumentation
needed;

Requires high qual-
ity DSM;

2D bias correction
only;

No elevation correc-
tion;

Permanent deploy-
ment;

Requires significant
height variability;

No elevation correc-
tion;

Requires area ac-
cess;

Requires area ac-
cess; Regular in-
spection and main-
tenance needed;

Requires high qual-
ity point matching
method

Requires model in-
put for atmosphere,
tides, tectonics, in-
strument;

Expensive; Re-
sources

Effort 1 CR placement; 1 CR monumenta-
tion: T0

†;
Algorithmic Computation

1 GNSS real time
kinematic;

1 GNSS real time
kinematic;
Regular check-up
required

Precision σCR
† σCR/

√
n † dm dm

† σCR: precision of the calculated offsets in the Single-epoch CR approach. T0: estimated time required for the installment of a
single CR monumentation. n: the number of epochs.

Both the single-epoch calibration as well as the
geophysical correction lack the absolute cross-range
correction, which yields only limited improvement
in positioning accuracy. Of these two, the former
requires physical access to the area, while the latter
needs various physical parameters to be available.

The best accuracy and precision is achieved us-
ing one CR over multiple epochs. The maintenance
cost scales with the number of epochs, which is de-
pendent on the baseline distribution of the SAR data
stack: a greater number of epochs is needed if the
orbital tube is smaller.

The DSM-assisted approach is less accurate than
the multi-epoch method, but it is a reasonable alter-
native if a high-precision DSM is available, with the
main advantage of not requiring area access.

8. Conclusions

The geolocalization of PSI point clouds signifi-
cantly improves their overall practical value. As this
requires a mapping from 2D radar coordinates to 3D
geographic coordinates, GCP’s such as corner reflec-
tors can assist in this mapping. The optimal way of
deploying a corner reflector is by deploying it in a
time series of SAR images, such that its phase can
be analyzed as a persistent scatter. That way, the
highest reliability, precision, and accuracy in the ge-
olocalization of a PSI point cloud is obtained. Yet,
this comes at a cost in terms of efforts and resources.
Alternatively, when a high-precision, high resolution
digital surface model is available, DTED4-level or
better, exhibiting sufficient elevation variability, this
could be used as a virtual set of GCPs, almost com-
parable geolocalization precision.
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Deployment of a corner reflector for just one sin-
gle SAR acquisition, or using additional geophysical
information does not yield compensate absolute 3D
geographic coordinates, and can only be used to limit
the degrees of freedom in azimuth-range plane.
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