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Summary

The past few years, attitude states of space debris objects have become of larger interest for various reasons.
The first includes a valuable source of information for active-debris removal missions. Secondly attitude
information could provide better short and long-term orbit predictions. Where the short term predictions
might only rely on a correct interpretation of the offset between the Center of mass (COM) and the Laser
Retro Reflector (LRR), long term predictions involve accurate force model estimations which need attitude
information. Multiple techniques exist to evaluate the attitude state of passive objects like radar mapping,
evaluating light curves, or if the object contains a LRR, Satellite Laser Ranging (SLR). The latter is used in this
thesis to evaluate the performance and use with respect to the attitude determination of Envisat in the pe-
riod of 2013-2016. From the range residuals(between the ground station and the satellite), a clear oscillating
signal can be seen. This indicates the rotating LRR around the COM during a measurement. The attitude
determination technique used here involves matching simulated range residuals with their true solution in
order to derive the specific attitude state at that particular moment of time.
The true residuals are created using a simple cannonball model approximation during the orbit determina-
tion process using GEODYN (orbit determination software from NASA). Large empirical accelerations in the
orbit determination process ensured the sparse data set of laser data to produce residuals which were cen-
tred around zero and showed almost no linear trend. Due to the low and highly distributed amount of data
available for Envisat, fluctuations in the different orbits occur but show not to have large differences on the
residuals.
In order to validate the attitude estimation process, simulated range residuals where created with known in-
put parameters which where then estimated. Envisat is regarded as a torque-free rigid body as only short
arcs are considered. A total of seven parameters govern the full rotational motion: Three rotational parame-
ters (speed and direction of the spin axis) and four quaternions describing the (initial) attitude. An attitude
simulator was created using a fourth order Runge-Kutta family (RK4) integration scheme. Several different
scenarios where chosen to asses the performance of the attitude determination technique. Both single pass
as well as using multiple passes simultaneously were evaluated. A Sequential Least Squares Programming
(SLSQP) optimization algorithm was used to match the attitude parameters which resulted in the smallest
difference between the true and estimated residuals. When considering one single pass, a minimum of two
revolutions are necessary in order to end up with the true solution. Multiple local minima do however exist
which make it hard to converge to the true solution if the initial guess is set too far apart from the true solu-
tion. This problem can be partially solved using a slightly different approach, but only when the spin axis is
assumed to lie in the direction of a principal axis of the body. It consists of two phases where the first rotates
the body around its principal axis with an euler angle (reducing the number of parameters to be estimated).
Secondly, the found best fit conditions of the first phase are used as the initial conditions in the full quater-
nion estimation scheme which lie close enough to the solution to converge. This method shows to work even
if precession in the spin axis is added. The key advantage lies in the fact that the initial conditions do not need
to lie that close to the true solution in order to find the true solution.
Next, multiple stations where evaluated simultaneously. A difference was made between simultaneous track-
ing and separated tracking. When multiple stations track Envisat from the same direction as seen from the
local orbit frame the solution does not converge any faster than considering one single pass. If Envisat might
be tracked from multiple directions, no increase in converge speed has been found when compared to a local
pass. When two or more passes are evaluated at the same time but separated from each other the solution
converges in less function evaluations. This however does require longer computational time as the attitude
state needs to be propagated till the next pass.
Investigating real Envisat data has only been done using local passes. Due to the sparse distribution of long
passes, a multi-pass method was not used. The spin axis orientation shows not to remain stable over the
years but shows large deviations of about 220–320° in azimuth and 10–60° in elevation angle respectively in
the local orbit frame. The estimated rotational period shows a non linear increase over time indicating its
rotational loss over time.
Furthermore, the implementation of the found attitude of Envisat in the orbit determination process needs
to be evaluated.





Abstract

The attitude state of the passive Envisat satellite (ESA) has been estimated before using various techniques
like Satellite Laser Ranging, radar and using light-curves. This research focusses on the use of Satellite Laser
Ranging. Due to the relatively large (meter scale) offset between the center-of-mass of the satellite and the
reflector where the laser signal is reflected back to the transmitting and receiving ground station, large os-
cillations in the range residuals are visible. These oscillations show the rotating behaviour of Envisat, and
can be translated to its rotational state by re-producing this signal using a corresponding attitude model and
the offset between the reflector and the center-of-mass. First a purely theoretical case was considered where
a known simulated orbit and attitude where estimated for various cases in order to validate the use of the
estimation scheme. Afterwords, the real Satellite Laser Ranging data of Envisat was used for the time period
2013-2015.
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of my thesis slightly to simulating SLR data, and validating the performance of the attitude determination
using SLR data. In May, I visited the Clean Space Industrial Days of ESA at ESTEC, where the topic of Envisat’s
removal brought forward that its attitude remained one of the big challenges. My motivation of continuing
my research had grown even more.
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Engineering I had the opportunity to ask all my questions at all staff and student members. I would like to
thank everybody who helped me set up GEODYN (which was quite a expedition). Thanks to Eelco Doornbos
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my colleagues. This was extremely useful as you could discuss not only directly with your fellow students but
also with all other staff members of the department. Next, I would like to thank Martin Weigel from DLR, with
whom I could discuss and compare my results with through e-mail.

Last but not least I would to thank especially my parents for making it possible to follow my dreams. My
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Nomenclature

α Cone half angle rad

r̈emp Empirical acceleration m/s2

∆ν Difference between simulated and estimated residuals -

ω̇ Angular acceleration r ad/s2

ε Measurement noise -

εmi n Minimum elevation angle rad

ηmax Maximum nadir angle rad

ê Euler axis unit vector -

ˆre ′ Unit vector in the e’- frame -

r̂e Unit vector in the e- frame -

λmax,mi n Maximum/Minimum Earth Central Angle rad

λmi n Minimum Earth central angle rad

λop Longitude of orbit pole rad

νest i mated Estimated residuals m

νsi mul ated Simulated residuals m

Ω Skew symmetric matrix -

ω Angular velocity rad/s

Φ Phase angle empirical acceleration rad

φ Euler angle around euler axis deg

φ Roll angle (rotation around X axis) rad

φop Latitude of orbit pole rad

ψ Yaw angle (rotation around Z axis) rad

ρ Angular radius of the Earth as seen from the satellite rad

ρav g Average range satellite-station m

ρSLR Two way range of SLR m

σ A priori standard deviation associated with the observation -

θ Pitch angle (rotation around Y axis) rad

~b Observation vector -

~q Quaternion vector of rotation -

~robs,com,i Observation position vector between the station and the COM in an inertial frame -
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~rsatel l i te,i Satellite COM vector in an inertial frame -

~rst ati on,i Station position vector in an inertial frame -

~x State parameter vector -

~Xsi m Simulator state vector -

Ci Empirical acceleration cosine coefficient -

Cx ,Cy ,Cz Rotation amplitudes of Envisat deg

d f AL Apparent longitude frequency shift Hz

d f AP Apparent phase shift frequency Hz

EM Input edit multiplier -

ER Weighted RMS of the previous global iteration -

i Orbital inclination rad

ki Time derivative at the nth point in the RK4 integrator -

Lnode Longitude of ascending node rad

LONl aser,sbc Longitude change of the laser vector in the satellite orbit frame rad

LONl aser,scs Longitude change of the laser vector in the spin coordinate system frame rad

qv Vector part of quaternions -

R♁ Earth’s radius m

Si Empirical acceleration sine coefficient -

tr Receive time of a SLR signal -

tt Transmit time of a SLR signal -

Tappar ent Apparent spin period s

Ti ner t i al Inertial spin period s

Ttot Total external torque Nm

UN Unit vector in the normal direction

UR Unit vector in the radial direction -

UT Unit vector in the tangential direction -

Ul at Argument of latitude rad

Xi f ,Yi f , Zi f Coordinates in the ECEF if-frame m

Xi ,Yi , Zi Coordinates in the inertial ECI i-frame m

Xl ,Yl , Zl Coordinates in the local orbit l-frame m

Xs ,Ys , Zs Coordinates in the ESA s-frame m

I Mass moment of inertia matrix kg m2

L Angular momentum vector Nms

x State vector -
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y Observation vector -

z Observation model vector -

A Amplitude empirical acceleration m/s2

Az Azimuth angle deg

C Computed observation -

c Speed of light m/s

El Elevation deg

h Step size s

O Observation -

P Orbital period of satellite rad





1
Introduction

According to the World Commission on Environment and Development (WCED) (1987), the definition of
sustainability may be defined as "Development that meets the needs of the present without compromising
the ability of future generations to meet their own needs". The space debris problem meets this definition.
Space debris is defined as all man made objects including fragments and elements thereof, in Earth orbit or
re-entering the atmosphere, that are non functional (Inter-Agency Space Debris Coordination Committee,
2007). The threat of possible collisions make it one of the largest space challenges of the upcoming decades.

1.1. Space debris and its attitude
With the increasing number of space objects every year, the problem of space debris is becoming a major
threat in space. Especially the Low Earth Orbit (LEO) regime is the most affected region which holds about
79% of the total amount of traceable space objects from which about 78% is debris, 15% payload and 7%
are left over rocket bodies (Peters et al., 2013). Collisions have already occurred in the past, like the 2009
Iridium 33- Kosmos-2251 collision in 2009 creating an enormous cloud of debris. Kessler and Cour-Palais
(D. J. Kessler, 1978) already addressed in 1978 the cascading effect of a possible non-reversible collisional
phenomena called the Kessler syndrome. The syndrome shows that a domino effect of collisions could oc-
cur. One of the major solutions, next to mitigation rules, lies in the active debris removal of uncontrolled
space objects. Concepts like robotic-arm or net capturing techniques are currently being developed and as-
sessed on their feasibility. One of the selection criteria is the rotational speed and state of the tumbling target
object (Bonnal et al., 2013; Nishida and Yoshikawa, 2003).
To fill the time gap between the present and the actual active removal of a passive space object, accurate
tracking of such objects remains of high importance when preventing collisions. Propagation accuracy of a
passive object’s orbit could possibly be increased when the rotational state is known and implemented in the
orbit determination. On the other hand, passive objects can be treated as scientific cases in terms of assess-
ing the effect of internal and external perturbations acting on the spacecraft. Lastly, the rotational evolution
could explain possible end-of-life scenarios like debris impact.
This is only possible if the object is traceable to a certain accuracy. Luckily, some space debris satellites are
equipped with passive tracking systems like the Satellite Laser Ranging (SLR) system, which uses the round-
trip time of a laser pulse in order to accurately estimate the distance between the station and the object. The
ESA satellite Envisat lost contact with Earth in April 2012 for a still unknown reason. Luckily it is equipped
with a SLR system allowing it to be passively tracked. The chosen orbit was an initial sun-synchronous polar
orbit at about 780 km altitude. Estimations revealed an expected orbital lifetime of about 150 years (Kirchner
et al., 2013). Earth observation satellites are often put in these orbits creating a relativity high collision threat
with Envisat in its expected lifetime. Luckily Envisat is regularly being tracked by several laser ground stations
around the world. This data allows determination of Envisat’s orbit. Laser ranging analysis has already shown
that Envisat is rotating and slowly losing its rotational speed (Kucharski et al., 2014).
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1.2. Research framework and objective
The use of SLR in attitude determination has shown its results in the past. The most prominent researchers
include D. Kucharski, T. Schildknecht and G. Kirchner. These researchers have tried to estimate attitude states
of space debris objects during the past years using various techniques. To which extent the outcome of their
analysis corresponds to reality remains however unknown. The analysis performed so far was mainly fo-
cussed on assessing the rotational period and axis based on the data available. Whether or not the number
of SLR passes of Envisat is sufficient for accurate attitude determination is a question which is still not an-
swered. Also, whether or not SLR can be used as a stand-alone tool to asses attitudes states remains unknown.
Furthermore, the evaluation of a COM-LRR correction for tumbling space debris remains not implemented
in the orbit determination process, nor are its effect investigated properly. The research question of this MSc
thesis has therefore been formulated as:

To which extent is it possible to use SLR for attitude determination of tumbling space objects
equipped with a laser retro reflector?

The research objective of the thesis work is to gain more insight in the use of SLR data for gathering in-
formation regarding attitude states of passive space objects. The passive Envisat equipped serves as a perfect
example for multiple reasons: First it posses a Laser Retro Reflector (LRR) and is tracked on a regular basis,
such that a SLR data set is available. Next, Envisat is selected as a possible active debris removal target by the
eDeorbit mission of ESA (European Space Agency, 2015) and it has already been found that Envisat is tum-
bling by Kucharski et al. (2014) which makes it possible to compare results.
The attitude of Envisat will be estimated using simulated laser ranging data which will be compared to real
and simulated SLR data of the tumbling Envisat. The research will furthermore gain insights in the estimation
process of the attitude state parameters and provide conclusions regarding the feasibility of the use of SLR for
attitude determination.

1.3. Thesis outline
The thesis is structured in the following way: First an introduction about SLR and the Envisat spacecraft and
its properties will be given in chapter 2. This chapter also describes the reference frames necessary for chapter
3. Here the set-up of the rotational model used for the attitude state of the spacecraft will be covered as will
the chosen propagator briefly be explained and tested. Next the orbit determination procedures used in this
thesis will be explained in chapter 4. From this chapter the main working product is developed, the range
residuals. From these the apparent spin period is derived. Together with an elaborate station analysis, and
the validation of the previously produced attitude model in GEODYN, the chapter is completed. Chapters 2,3
and 4 lead up to the the simulated attitude determination chapter 5. Here, the results are gathered, methods
are evaluated and conclusions are drawn with the use of simulated data. Finally in chapter 6 real SLR data
will be used in order to determine its attitude. The thesis will end with chapter 7 concluding all the work done
and provide recommendations for further research in this field.



2
SLR and Envisat

"Sometimes you have to go up really high to understand how
small you really are."

— Felix Baumgartner, Austrian extreme skydiver

SLR is the main measurement technique used in this thesis. This chapter will provide a brief overview
about the measurement technique and its application on Envisat in section 2.1. All relevant reference frames
will be addressed and labelled for this particular thesis in section 2.2. Furthermore, it will provide all relevant
technical satellite information of Envisat with respect to the satellite laser ranging technique and its attitude
modelling in section 2.3, after which the chapter will end with some preliminary conclusions in section 2.4.

2.1. Measurement technique- SLR
Next to radar, DORIS and GPS, laser ranging can be used as well in order to track a satellite’s position. It
follows the principle of measuring the two-way time of flight from a SLR ground stations to the retro reflector
of a satellite in order to calculate the distance between both. The system thus relies on both a uplink as a
downlink path. The retro reflector is designed in such a way that it reflects the laser pulse in almost the exact
direction from which it comes. Envisat has one retro reflector as will be described in section 2.3.5. The round
trip distance between the laser station and the satellite thus follows:

ρSLR = c(tr − tt ) (2.1)

Where c is the speed of light and tr and tt resemble the receive and transmit time respectively(measured by
the same accurate clock (Tapley et al., 2004)). The range observations are a non-linear function of the actual
state vector (position), with associated (systematic and random) errors. Using a two-way range system where
the same clock is used cancels the clock offset which reduces the clock error significantly and only a linear
clock drift and other small non-linear terms and stochastic components need to be included in the clock er-
ror component.
Equation 2.1 does not take into account the atmospheric refraction which slightly delays the signal. Using an
appropriate atmospheric model and adding this correction to equation 2.1, the accuracy of the measurement
can be increased. Typical accuracy is in the range of 1 cm for high precision laser up to about 20 cm for those
with higher errors (de la Fuente, 2007). The use of an SLR system is thus dependant on the local weather con-
ditions due to its use of the optical wavelength. SLR stations nowadays use a Nd:YAH (neodymium yttrium
aluminium garnet) which operates at a (green) wavelength of about 0.532 micrometer (Tapley et al., 2004).
Different type of laser repetition rates are used ranging from 10 Hz to 2 kHz and using short(10 ps to 100 ps)
laser pulses (Kirchner et al., 2011). To be able to establish a link between the station and the satellite during a
pass, accurate orbit (prediction) data must be available. The position must be known within a few-hundred
meter diameter(at satellite altitude), in order to have a successful echo back to the ground station’s receiver
telescope (Tapley et al., 2004).
In order to find the true range between the satellite and the station, an iterative process is used by the orbit
determination program. It compares the measured two-way-range to a computed value which results from
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8 2. SLR and Envisat

a known satellite ephemeris, ground station coordinates and modelled errors. It is an iterative process due
to lack of information of the time when the signal arrives at the satellite, which is a necessary piece of infor-
mation in this calculation. According to Tapley et al. (2004) the average range(equation 2.2) can also be used
which simplifies the process significantly.

ρav g = ρSLR /2 (2.2)

The International Laser Ranging Service (ILRS) gathers and coordinates all the global satellite and lunar
laser ranging data. This institute ensures all the SLR data is standardized and of sufficient quality. Next to
providing ranging data for satellite orbits, the laser data is used for numerous scientific purposes like precise
geocentric positions, components of Earth’s gravity field and their temporal variations and Earth orienta-
tion parameters. The Consolidated Laser Ranging Data Format (CRD) format has been developed in order to
achieve standardization of the laser data formats, which enables several institutions to work and implement
data from all stations more easily (Pearlman et al., 2002). The CRD format will be addressed in section 4.1.1.
Figure 2.1 shows all 51 SLR stations around the world which support the ILRS. It clearly shows the relatively
high concentration of stations in Europe compared to the rest of the world. The sparse distribution is partially
due to the high cost of operating and servicing a present complex SLR system (Degnan, 1994).

Figure 2.1: Global map showing all the participating SLR stations (Pearlman et al., 2002)
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Figure 2.2: Envisat past SLR tracking

Envisat could be actively tracked using its DORIS
system before 2012 during its active mission life-
time. The 50 ground beacons around the globe
could cover about 75% of Envisat’s orbit and re-
sulted in an orbit accuracy of about 1 cm (ESA,
2002). The SLR measurements were performed
as well in this active time span to further help in-
crease and validate the orbit accuracy. Accord-
ing to the ILRS, Envisat was tracked up until June
2012 by 19 stations, after which Envisat was only
tracked sporadically. In 2012 during the Interna-
tional Technical Laser Ranging Workshop it was
suggested that SLR stations should remain try-
ing to track the inactive Envisat (Kucharski et al.,
2014). Apparently this was not enough to con-
vince the entire global community as only a few
stations directly followed this call. After DLR has
taken initiative in May 2013 to keep on tracking
Envisat, the ILRS asked the global network to re-
sume tracking of Envisat past its end-of life after
the 30st of May 2013 (Weigel et al., 2013).

This can be clearly seen in figure 2.2 where all the measured normal points for all stations are plotted in
the period from 2009-2016. The loss of contact in April 2014 shows an abrupt stop of nearly all SLR tracking.
DLR emphasizes that in order to predict Envisat’s orbit (and attitude) to a higher extend than the Two-Line-
Element (TLE) system and thus warn other satellites to a higher degree of accuracy, satellite laser ranging
must be performed.
A drop in the priority list can be observed over the years from the ILRS priority list (Pearlman et al., 2002).
Where Envisat was placed on the 21st position(of 40) on the priority list in May 2013, it has dropped to the
56th(of 61) in April 2016.

2.2. Reference frames

The most common used reference frames which are to be used throughout the report are defined below as
the Envisat spacecraft fixed frame (f-frame), body fixed frame (b-frame), local orbit frame (l-frame) and an
inertial orbit frame (i-frame). These conventions will be used throughout the report following the orientations
as given in this section.

ESA Envisat spacecraft fixed frame (f-frame) This reference system is fixed to the body and defined by
engineering drawings which are set during the design phase. For Envisat its origin lies in the center of the
furthest point of the service module at the center of the launcher interface as shown in figure 2.3. The +Xf

direction lies along the satellite’s longest direction(towards the solar array), +Zf points perpendicular to this
direction in the direction outwards from the top side of the satellite and +Yf completes the right hand rule
convention pointing along the direction of the ASAR.

Spacecraft COM body frame (b-frame) This frame is fixed to the satellite as well just like the f-frame but
its origin lies in the center-of-mass position as will be given in section 2.3.6. The COM position is given with
respect to Envisat’s f-frame. The orientation of theses axes follow the same definition as was given for the
f-frame. The body-fixed reference frame is illustrated in figure 2.4. All three principal axis are chosen to be
perpendicular to the faces of the spacecraft bus.
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Figure 2.3: Envisat spacecraft fixed frame(f-frame) (B. Bastida Virgili, 2014)

Figure 2.4: Envisat COM body frame(b-frame) (ESA, 2016c)

• +Xb: Longitudinal direction of the space-
craft bus towards the solar array

• +Yb: Parallel to SAR antenna (long side) to-
wards the left side with respect to the posi-
tive Xb direction

• +Zb: Parallel to Ka-band antenna following
a right-hand system

Local orbit coordinate frame (l-frame) and ESA frame (s-frame) This frame has its origin as well in the
center of mass of the orbiting body, but is relative to the inertial coordinate system(i-frame). Its +Zl axis
points in the radial direction, directly away from the center of the Earth towards the satellite’s center of mass.
The +Xl axis points along the transversal direction in the osculating position/velocity plane such that it points
perpendicular to Zl-axis and positive towards the velocity vector. The Yl axis follows the right-hand rule and
lies in the cross-track or out of plane direction. For an eccentric orbit, the along-track and radial direction are
not perfectly perpendicular(except at apogee and perigee). It is therefore necessary to chose two of these axis
as the principal ones, where the other follows from the vector cross product of these chosen axes in order to
result in a orthogonal system (Doornbos et al., 2013). The Zl direction is chosen to be truly radial, from which
the cross-track/normal Yl follows. The Xl along-track direction is therefore chosen to be pseudo-along-track.
The local reference frame(l-frame) is shown in figure 2.5. On the right side, figure 2.6 is shown, which is the
standard satellite reference frame of Envisat as defined by the mission conventions of ESA (Alvarez, 1997). It
shows strong resemblance with the previously defined l-frame. Both are centred in the satellite’s center of
mass, both have their Z-axis pointing in the radial direction, positive from the center of the Earth towards
the satellite, and both are based on the specific osculating orbital plane. However, the l-frame has its along-
track axis pointed in the positive velocity direction, whereas the ESA frame has its along track direction in the
negative velocity direction. Furthermore, the X and Y conventions for both frames are switched such that Xs

corresponds to Yl and Xl to −Ys. Table 2.1 summarizes both frames and their conventions.
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Figure 2.5: Local orbit frame(l-frame) Figure 2.6: ESA Envisat’s reference coordinate frame(s-frame) (Alvarez, 1997)

Table 2.1: Difference between l-frame and s-frame

Direction l-frame s-frame

Along-track(pseudo) +Xl −Ys

Cross-track(true) +Yl +Xs

Radial(true) +Zl +Zs

Satellite relative reference frame (s’-frame) The satellite relative reference frame is obtained by rotating
the s-frame by three consecutive rotations over a roll angle around the Ye axis, over a pitch angle around the
Xe axis and over a yaw angle around the Ze axis. The order in which this should occur depends on the attitude
law as will be discussed in section 2.3.7. If the axes of the body fixed b-frame are initially aligned with the ESA
orbit s-frame, then the e’-frame corresponds to the b-frame.

Reference inertial coordinate frame (i-frame) As an inertial reference frame, the Earth Centered Inertial
(ECI) frame is chosen and will be further referenced as the i-frame throughout this thesis. A non-rotating
frame is a common used frame when considering orbital space objects (Wertz, 2009). Due to precession(conical
motion of the spin axis), nutation(perturbations in the conical motion) and the acceleration of the Earth
around the sun, this system is however a pseudo or quasi inertial reference frame. Its origin is located in the
center of mass of the Earth as shown in figure 2.7. The Xi axis points in the direction of the mean equinox(at
J2000.0 epoch). This fixed specific epoch at the equinox and equator is necessary due to precession and nuta-
tion which exert a variation in the location of the vernal equinox. The J2000 system is defined as the reference
mean equator and equinox on the 1st of January, 2000, 12 hrs (Tapley et al., 2004). The Zi axis is orthogonal to
the plane as defined by the mean equator at J2000.0 epoch and coincides with the rotational axis of the Earth.
The Yi axis follows the right-hand orientation convention which completes the orthogonal reference frame.
This frame will be used throughout the thesis as the iJ2000-frame. Another representation often used in orbit
determinaton, is the True of Date (TOD) format, where the true equator and equinox at a specific date is used.
Whereas the J2000 system is fixed in space, the TOD equinox changes slightly over time due to the precession
of the ecliptic pole with a period of 26,000 years which shifts the vernal equinox (Wertz, 2009). This frame will
be referenced as the iTOD-frame throughout the thesis.
An Earth Centered Earth Fixed (ECEF) frame (if-frame) will be used as well in this thesis. Opposed to the ECI
frames, the ECEF frame co-rotates with the Earth around the Zif axis with a constant angular velocity. The
Xif axis is located at the intersection of the orthogonal plane to the Zif and the Greenwich mean meridian as
shown in figure 2.8. The Yif axis follows as it is orthogonal to both Zif and Xif. This frame is commonly used
when considering positions with respect to the Earth’s surface like longitudes and latitudes of for instance
station positions. The International Terrestrial Reference Frame (ITRF) is a common used ECEF frame main-
tained by the International Earth Rotation Service (IERS). Coordinates are fixed on a reference surface which
undergo only small variations like tectonic or tidal deformations.
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Figure 2.7: ECI i-frame (ESA, 2016b) Figure 2.8: ECEF if-frame (ESA, 2016b)

2.3. Envisat
Designed as the successor of the European Remote Sensing (ERS) satellites, Envisat was the largest civilian
Earth observation mission of the European Space Agency (ESA). It served the scientific community greatly by
collecting an astonishing amount of data in its 10 year operational lifetime (2002 – 2012). With its eight-tonne
mass it nowadays orbits the Earth uncontrolled as a piece of space debris after contact was suddenly lost in
April 2012. All possible means to re-establish contact have failed and the object can be regarded as one of the
largest pieces of space debris.
The following section covers all relevant information of Envisat for this thesis. First, the orbit of Envisat, its
dimensions and a brief overview of its solar panel and possible left over fuel will be given. Next the retro
reflector will be covered after which the section will end with Envisat’s current mass distribution, its active
attitude modes and a simplified panel model which will be used in chapter 4 during the orbit determination.

2.3.1. Orbit
Envisat was launched on the first of March 2002 in its original sun-synchronous frozen orbit at an altitude of
about 800 km and a repeat cycle of 35 days. Such orbits have the key advantage that the orientation of the orbit
plane with respect to the Sun remains approximately constant. This is achieved by Earth’s oblateness which
causes the orbit to rotate in inertial space with about the same period it takes the Earth to complete a full cycle
around the Sun. This orbit is especially popular for Earth observation missions as a nearly constant Sun angle
is maintained which allows easier interpretation of pictures over time. The corresponding orbital elements
are given in table 2.2. Due to perturbations acting on the spacecraft, inclination changes were necessary to
keep its orbit stable. These were abandoned in 2010 in the second mission stage where the orbital altitude
was decreased with 17km in order to save fuel which resulted in a 30-day repeat cycle (ESA, 2016a). This phase
can be seen in figure 2.9 where it is given by Phase E3. Due to aerodynamic drag, Envisat’s orbital height is
slowly decreasing, as well are its inclination and eccentricity slightly drifting as is given in table 2.2.

Table 2.2: Envisat orbital elements pre and post 2012

Orbital element Nominal (<2012) (DLR-IMF, 2016) Current (2016) (Peat, 2016)

Semi-major axis [km] 7159 7144
Inclination [deg] 98.55 98.28
Eccentricity [-] 0.001165 0.001357
Argument of perigee [deg] 90.0 83.21

Orbital period [min] 100.6 100.14

The drifting of Envisat’s orbit due to several perturbations like the zonal harmonics, aerodynamic drag
and solar radiation pressure result in the drifting of Envisat’s orbit which violates its original sun-synchronous
orbit condition. Furthermore a small decrease in orbital altitude can be witnessed, however this remains still
small for the past few years.
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Figure 2.9: Schematic view of Envisat orbit changes (ESA, 2016a)

2.3.2. Dimensions

The following figures 2.10 and 2.11 show the general top and side dimensions of Envisat. The big Envisat
satellite consists of three main parts, that is the main bus which holds the payload and the service module,
the Advanced Synthetic Aperture Radar (ASAR) and the large tennis-court sized solar panel.
A measure in passive de-orbiting studies due to aerodynamic drag is the area-to-mass ratio (A/m). As En-
visat’s attitude affects the area being exposed, its exact A/m varies with time due to its attitude and solar array
position. Based on simplifications, one could asses possible ranges wherein it varies. The top view in figure
2.10 clearly shows one of the largest area states. Combining the body, ASAR and solar panel, a total area of
about 108 m2 can be found. On the other hand, if one assumes the side view as in figure 2.11, a total area of
about 26 m2 is found. When considering a total mass as indicated in section 2.3.6 of 7827 kg the correspond-
ing A/m would lie somewhere in the range of 0.0033 and 0.013 m2/kg respectively. The A/m values are off
course highly dependant on the solar array position, as it rotates towards the sun during an orbit as will be
shown in the proceeding section 2.3.3. The specific values of area affect the drag and solar coefficients and
thus the (long-term) predictions. Weigel et al. (2013) uses a a simplified cannon-ball model with an average
cross-sectional area of 26 and 20 m2 respectively for the drag and solar coefficient estimation in the orbit
determination and prediction process. These values resemble almost the smallest possible surface areas. An
along-track prediction error of about 200 m was found in 2013.

Figure 2.10: Top view of Envisat (Deloo, 2014)



14 2. SLR and Envisat

Figure 2.11: Side view of Envisat (Deloo, 2014)

2.3.3. Solar Panel

The foldable solar panel of 5x14m is designed as a movable part in order to rotate itself perpendicular to the
sun at any point in the orbit while the spacecraft is kept nadir pointed at all times. This constant rotation
rate is taken care of using the solar-array drive mechanism (ESA, 2016a). It moves from canonical position to
canonical position. That is, when the normal to the solar array lies in the Xb-Zb plane(b-frame see section 2.2),
and points away from the Earth(at descending node). Due to seasonal variations the time of canonical posi-
tion varies(when the true sun crosses the Xb-Zb plane). The rotation rate needs thus to be slightly updated
every orbit. According to Inverse Synthetic Aperture Radar (ISAR) and optical space-based images(figure 2.12)
taken after April 2012, the solar panel was found not to be rotating and fixed in an anti-canonical position ac-
cording to Lemmens et al. (2013). This is the exact opposite from the so-called safe-mode which was expected
to be observed.

Figure 2.12: Pleiades image 15/04/2012 (ESA, 2012a) Figure 2.13: Solar panel orientation (Jensen, 2005)

Envisat is equipped with a so-called "safe-mode" attitude mode. This ensures that the Spacecraft’s Zb(+)
axis(b-frame see section 2.2 is pointed towards the sun, while the entire spacecraft rotates at a rate of 0.5° per
second about the Zb(+) axis (Harvey et al., 1997). The rotation of the solar panel can be seen in figure 2.13.
The solar panel is fixed under a constant angle of 22° with respect to the Xf-axis of the satellite as shown in
figure 2.11. This angle is chosen as it aligns the solar panel perpendicular to the direction of the sun in the
nominal orbit where the bodies positive X-axis always lies in the positive normal direction of the local orbit
frame. It is directly linked to the nearly constant Sun angle as was discussed in section 2.3.1.
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2.3.4. Propulsion system

Figure 2.14: ENVISAT service module (ESA, 2016a)

Envisat is equipped with four propellant tanks, which
were fuelled at launch with about 314 kg of hydrazine
mono propellant (ESA, 2016a). They are located on
top of the service module cone as shown in figure
2.14. Based on the fuel consumption as will be given
in section 2.3.6, about 35 kg of hydrazine remains still
in the tanks. These hydrazine tanks are protected by
thermostat-controlled heaters and is believed to re-
main pressurised (op till date) as they were working in
a so called blow-down mode during communication
loss (ESA, 2012b). This means, the propellant and the
pressured gas are stored in the same tank, resulting in
a pressure drop over time when propellant is burned.
Current estimations state that the pressure inside the
tanks is about six bar. This is quite low if one compares
this to the Beginning of life (BoL) tank pressure, which
was about 24 bar (ESA, 2012b). ESA analysed four pos-
sible failure modes of the propulsion system. These
include structural degradation, collision, ignition and
overpressure.

Even though Envisat has spend more than double its original planned lifetime in orbit, the corrosive
agents like hydrazine are not regarded as a possible degradation cause as the tanks are designed for long
service life. Furthermore, a possible collision is given a very low likelihood. Next, in order to have an ignition
of the propellant, the hydrazine should be in its liquid/gas state. Due to the lack of thermal control, the pro-
pellant must be frozen, furthermore the batteries are believed to be fully discharged so a possible interference
was discarded by ESA. Finally, overpressure was not considered as an option as well due to the fact that an
increase of temperature greater than 100 K would be necessary to raise the tank pressure to over its design
level of 24 bar (ESA, 2012b).

2.3.5. Retro reflector

Figure 2.15 shows a SLR station in contact with Envisat during nominal operations where the 20 cm diam-
eter LRR is kept nadir pointed as it is mounted on the bottom(nadir) side of the bus. Its design holds eight
symmetrical(and one nadir pointed) orientated Corner Cube Reflector (CCR) as illustrated in figure 2.16. Dis-
tance of each reflector to the LRR reference point as given in table 2.3 is azimuth dependent and varies from
48.7 to 53.7 mm (Pearlman et al., 2002). Envisat can be laser tracked at a full 360° (azimuth range) and has an
half-cone angle of 60° (elevation range) (ESA, 1998). The current tumbling situation allows Envisat not to be
tracked at every instant due to these restrictions and its position on the bus. The viewing cone information is
an important parameter in the simulation and attitude determination process.
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Figure 2.15: Nominal SLR condition (ESA, 1998) Figure 2.16: Laser Retro-Reflector (ESA, 1998)

The LRR is located from the satellite coordinate origin according to the Envisat f-frame as defined in
section 2.2 and given in table 2.3.

Table 2.3: LRR array offset in Envisat f-frame (Pearlman et al., 2002)

Direction X [m] Y [m] Z [m]

Value -4.920 +1.350 -1.180

The LRR has an efficiency of less or equals than 0.15 at end-of-life and its reflection coefficient is less or
equal than 0.80 at end-of-life (ESA, 2002). According to Degnan (1985), SLR devices typically have a quantum
efficiency of about 10-15 percent(which resembles the ration of emitted electrons to the number of incident
photons). The working principle of the SLR with a LRR is based on the round-trip time of a laser pulse from
a ground station. The corner cubes are designed in such a way that it will reflect the lase pulse parallel to the
direction from which it came, such that the laser station can detect the incoming signal. Due to the velocity
of the satellite, there exists a position difference in the time of emission and reception of the laser pulse which
is about 40 m for Envisat (ESA, 2002). The CCR’s are designed in such a way that it compensates for this by
reflecting the beam slightly non-parallel.

2.3.6. Mass distribution

The exact location of the center of mass is an important property in all flight dynamics operations. Due to
depletion of fuel and orientation of the solar panel, this location varies over time. Based on the information
from the ILRS, the Center of mass (COM) location variations can be illustrated in figure 2.17. All distances are
measured in Envisat’s fixed f-frame as defined in section 2.2. Its initial and final mass as well as the initial and
final center of gravity location(defined in the f-frame) are given in table 2.4 together with the variation of the
relative offset between the COM and the LRR.

Table 2.4: Evolution of COM location and total mass in f-frame (Pearlman et al., 2002)

Initial Final

Xcom [m] -4.3650 -3.905
Ycom [m] -0.0020 -0.009
Zcom [m] -0.0390 0.003
mtot [kg] 8106.4 7827.86

COM-LRR |offset| [m] 1.854 2.068
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Figure 2.17: COM variation in X f direction over Envisat’s lifetime

Figure 2.17 clearly shows a different initial Xf-position of the center of mass. This might be explained due
to the unfolding of the solar array during the first stage of the mission which shifts the center of mass in the
positive Xf direction. A small difference in initial total mass can be seen as well between figure 2.17 and table
2.4 which might be explained due to initial orbit manoeuvres during the first phase of the mission which
consumes a bit of fuel. The big step around October 2010 indicates the lowering of Envisat’s orbit with 17.4
km (ESA, 2016a). After that phase, no further inclination correction burns where performed as can be seen
at the stable evolution after October 2010. A small change drop is however visible on the first of March 2012.
When looking at the manoeuvre history file from the ftp servers from the International Doris Service (IDS) the
entire manoeuvre history of Envisat can be plotted in radial, along-track and cross-track direction in figure
2.18.
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Figure 2.18: Manoeuvre history burns Envisat 2002-2012 in all three directions in the ESA defined s-frame

This overview shows that the total mass and center of mass variation in March 2012 are due to a large
burn of about 1000 seconds in the cross-track direction which results in a total ∆V of 1.64 m/s as can be seen
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on the right hand side of figure 2.18. Cross-track(or out-of- plane) burns are mainly in charge of inclination
corrections. These burns took place about three times a year as can be seen in figure 2.18 and as was men-
tioned by Rudolph et al. (2005b). This is contradictory to the previous mentioned fuel-saving phase which
would cancel all inclination changes after October 2010.

The Yf and Zf components of the COM location barely change over time. If one continues to assume no
further leakage of fuel or significant degradation the COM location can be regarded constant past April 2012
(ESA, 2012b).
The corresponding moments of inertia of Envisat are given in table 2.5.

Table 2.5: Moment of Inertia’s of Envisat (B. Bastida Virgili, 2014)

Ixx [kg m2] Iy y [kg m2] Izz [kg m2] Ix y [kg m2] Iy z [kg m2] Izx [kg m2]

17023.3 124825.7 129112.2 397.1 344.2 -2171.4

As the center of mass location depends mainly on the amount of fuel burned, this must be given careful
consideration. Bargellini et al. (2006) already mentioned in 2006, a fuel usage uncertainty of about 3%.Fur-
thermore, the assumption of the anti-canonical position could introduce another small deviation in the exact
moment of inertia.
A common simplification implies re-writing the full inertia tensor to its principal axes only. These three or-
thogonal axes are defined in such a way that their products of inertia are zero, and therefore the inertia matrix
becomes diagonal. This full moment of inertia term can be re-written to the principal axes of inertia using
the eigen-decomposition of the inertia tensor as

I =V DV T (2.3)

Where D represents the principal axes inertia matrix(eigenvalues) and the columns of V represent the direc-
tion of the axes(eigenvectors) such that 17023.3 397.1 −2171.4

397.1 124825.7 344.2
−2171.4 344.2 12911.2

=

 −0.998 0.0052 −0.0190
0.0037 0.9970 0.0771
−0.0194 −0.0770 0.9968

16979.74 0 0
0 124801.21 0
0 0 129180.25

 −0.998 0.0052 −0.0190
0.0037 0.9970 0.0771
−0.0194 −0.0770 0.9968

T

(2.4)
Due to Envisat’s semi-axi symmetrical shape the principal axes lie almost perfectly in the direction of the
body-axis principal axes frame as is seen from the eigenvector V. Throughout the thesis, both inertia expres-
sions(full and principle-axes only) will be used.

2.3.7. Attitude mode
Due to orbital perturbations and technical constraints of the instruments, Envisat had to perform several
burns in order to correct for these perturbations and to stay in a more or less stable orbit. The orbit con-
trol strategy was designed in such a way to achieve the requirement of a one kilometre deadband accuracy
within its stable reference orbit (Rudolph et al., 2005a). Next to orbital manoeuvres, attitude stabilisation was
necessary as well. Controlling the stable attitude was performed by reaction wheels/magnetic torquers and
hydrazine thrusters (Gottwald et al., 2010). The 3-axis stabilized attitude mode is chosen such that its local
relative orbital reference coordinate frame forms an orthogonal right-handed system as defined in the space-
craft body frame(b-frame) in figure 2.4.

Stellar Yaw Steering Mode The Stellar Yaw Steering mode during nominal operations is used most often
as it offers the best pointing performance (Gottwald et al., 2010). Yaw steering(around Envisat’s body fixed
Zb-axis) is required by the microwave imaging instrument to compensate for the rotational velocity of the
Earth at the sub-satellite point. The rotational transformation is a combination of roll, pitch and yaw, which
imposes a sinusoidal wobble of the platform around the flight direction. Maximum yaw amplitude is about
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±3.92° (Gottwald et al., 2010).
The following rotations are defined in the ESA-defined s-frame and follows a specific rotation order. First
rotating around Zs over a positive yaw (ψ) angle, then around Xs over a negative pitch (θ) angle and finally
around Ys over a negative roll (φ) angle respectively in order to transform the satellite reference frame to the
satellite relative reference(s-frame to s’-frame, see section 2.2). Equation 2.5 shows the appropriate transfor-
mation expression and equations 2.6, 2.7 and 2.8 the corresponding rotation angles.

ˆre ′ = Rz (ψ)Rx (−θ)Ry (−φ)r̂e (2.5)

φ=Cy · sin(Ul at ) (2.6)

θ =Cx · sin(2Ul at ) (2.7)

ψ=Cz ·cos(Ul at ) · [1− (Cz ·cos(Ul at )2/3] (2.8)

Where Ul at represents the satellite osculating true latitude in the true of date coordinate system and the
coefficients Cz,Cy and Cz represent the rotation amplitudes which are given to be +0.1672°, -0.0501° and
+3.9130° respectively (Alvarez, 1997). Using star trackers and two gyro’s, Envisat’s highly accurate yaw steering
mode (pointing accuracy requirement of about 0.035 °for each axis) is achieved using the reaction wheel
actuators (Bargellini et al., 2006).

Satellite Safe mode Next to the Stellar Yaw Steering mode, a satellite safe mode existed. This mode had to
ensure a survival state after a major anomaly. The mode was programmed in such a way that the Zb face was
pointed heliocentric, together with a spinning motion around the Zb axis as was mentioned briefly in section
2.3.3

2.3.8. Panel model
Next to a simple cannonball model(where the entire spacecraft is modelled as a simple sphere with constant
cross-sectional area), a more sophisticated spacecraft model can be used. Envisat’s 6+2 face macromodel of
plate surfaces as defined by Centre National d’Etudes Spatiales (CNES) can be found in table 2.6. The normal
direction is defined according to the body-fixed frame(b-frame) as defined in section 2.2.

Table 2.6: 6+2 macromodel Envisat (Cerri et al., 2016)

Normal in sat ref frame Reflectivity properties
nr Surface [m2] x y z Specular Diffuse Absorption

Main bus

1 15.64 1 0 0 0.1170 0.4510 -0.0780
2 15.64 -1 0 0 0.0980 0.4340 0.0370
3 22.92 0 1 0 0.1460 0.4590 0.2040
4 22.92 0 -1 0 0.1460 0.4420 0.2220
5 38.26 0 0 1 0.1840 0.2640 0.4010
6 38.26 0 0 -1 0.1630 0.2740 0.4060

Solar panel

7 71.12 towards the sun 0.2080 0.0520 0.7400
8 71.12 opposite to the sun 0.1120 0.4480 0.4400

Next to surface area’s the reflectivity properties of each panel are given by the macromodel as well. These
are used by the solar radiation pressure coefficient estimation process in the orbit determination process. The
total pressure(or force when the effective cross-sectional area is taken into account) consists of three parts:
specular reflection, diffuse reflection and absorption as illustrated in figure 2.19. During a shadow-pass the
torque exerted on the spacecraft due to the solar radiation pressure is zero.
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Figure 2.19: Absorption and reflection types of incident radiation (Wertz, 2012)

This model can be used in the orbit determination process by GEODYN. The normal of the solar panel
however needs to be processed according to the new passive state. The following calculations are based on
the assumption that the solar panel is fixed in its anti-canonical position as shown in figure 2.20.

Figure 2.20: Anti-canonical position of Envisat

The Z and X component of the normal in Envisat’s f-frame easily follow from the sine and cosine of 22°
respectively. This results in the following passive solar panel macro-model as given in table 2.7.

Table 2.7: Macromodel Envisat solar panel (Cerri et al., 2016)

Normal in sat ref frame Reflectivity properties
nr Surface [m2] x y z Specular Diffuse Absorption

Solar panel

7 71.12 cos(22°) 0 −sin(22°) 0.2080 0.0520 0.7400
8 71.12 -cos(22°) 0 sin(22°) 0.1120 0.4480 0.4400

2.4. Conclusion
The past chapter has shown the past and actual state of Envisat with all its relevant information for the current
thesis work. After failure in 2012, the large spacecraft started drifting away from its original sun-synchronous
orbit. Several observations where made after which it was observed Envisat failed to enter in the so-called
safe-mode. The solar-panel is assumed to be locked and fixed in its anti-canonical position. All propellant is
furthermore assumed to be in the frozen state which greatly simplifies the model to a rigid spacecraft. Finally
all relevant center-of-mass information together with the retro reflector location are given as well. Finally a
macro model has been presented which represents the passive state of Envisat which can be used by the orbit
determination process.
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Rotational dynamics

"Who would not rather have the fame of Archimedes than that
of his conqueror Marcellus?"

— William Rowan Hamilton, Inventor of quaternions

This chapter will discuss the approach used to set up a rotational model of Envisat. It is divided in the
following structure. First the equations of motion of a torque-free rigid body will be defined in section 3.1,
after which these will be implemented in the attitude integrator in section 3.2. The integrator will then be
tested, validated and evaluated in section 3.3. The chapter will end with a few simulations of specific Envisat
examples and show the rotation of the LRR around its COM in section 3.4.

3.1. Equations-of motion
The kinematic equations of motion used throughout this section are based on the work of Wertz (2012). First
a suitable attitude parametrization technique must be selected. Wertz (2012) mentions several different atti-
tude parametrization techniques, but chooses the Euler symmetric parameter or quaternion representation
as the most suitable one for spacecraft kinematics analysis. The biggest advantage is the fact that it remains
singularity free compared to Euler angles, Rodrigues parameters and Modified Rodrigues Parameters and
requires less computational effort. These four quaternion parameters are given by:

q1 = e1 sin
Φ

2
(3.1a)

q2 = e2 sin
Φ

2
(3.1b)

q3 = e3 sin
Φ

2
(3.1c)

q4 = cos
Φ

2
(3.1d)

The parameter φ indicates the Euler angle, which follows Euler’s Rotation Theorem "The most general dis-
placement of a rigid body with one point fixed is a rotation about some axis". The vector ê represents a vector
along the axis of rotation and is composed of three components(e1,e2,e3). The complete quaternion repre-
sentation thus consists of a vector part([q1, q2, q3]) and a scalar part(q4). Equations 3.1 satisfy the following
relation denoted as the unit quaternion rule which has a norm which equals one.

q2
1 +q2

2 +q2
3 +q2

4 = 1 (3.2)

A complete quaternion representation is often given in matrix form as shown in equation 3.3.

q =


q1

q2

q3

q4

=
[

qv

q4

]
(3.3)
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3.1.1. Dynamic equations of motion - Torque free
The most simple case in attitude dynamics is the motion of a rigid rotating body in space entirely free from
perturbations, external forces or torques. This assumption is chosen, as most passes only cover a couple
of minutes and Envisat’s orbit is located at 800 km altitude, where aerodynamic, solar and gravity-gradient
angular accelerations are in the order of 10−10,10−9 and 10−6 1/s2 respectively (B. Bastida Virgili, 2014).

From Euler’s equations, the dynamic equations of motion of a rigid spacecraft are given as:

d

d t
L = Ttot −ω×L (3.4)

Where the angular momentum vector L equals
L = Iω (3.5)

Where the spacecraft’s angular velocity vector ω needs to be resolved in the body-fixed reference system(b-
frame). The total torque(Ttot) in equation 3.4 includes all the internal and external torques. I represents the
inertia matrix of the rigid body about a body-fixed reference frame with the origin in its center of mass and
consists of the following elements:

I =
Ixx Ix y Ixz

Iy x Iy y Iy z

Izx Iz y Izz

 (3.6)

The dynamic equations of motion can be written in their full form as follows from equation 3.4 and 3.5:

d Iω

d t
=−ω× Iω (3.7)

Considering torque free motion, thus when Ttot can be set to zero in equation 3.4, the Euler equations can
be written when considering only the principal moments of Inertia Ixx, Iyy, Izz in a principal axis-reference
frame as:

dLx

d t
= Ixxω̇x +ωyωz (Izz − Iy y ) = 0 (3.8a)

dLy

d t
= Iy y ω̇y +ωxωz (Ixx − Izz ) = 0 (3.8b)

dLz

d t
= Izzω̇z +ωxωy (Iy y − Ixx ) = 0 (3.8c)

3.2. Attitude simulation
In order to simulate the attitude dynamics of a spacecraft, the equations of motion as described in section
3.1 need to be integrated. Solving the differential equations is achieved using a direct integration one-step
method. The Runge-Kutta method is chosen as a suitable integrator. First the methods of this integrator will
be explained after which the integrator will be tested.

3.2.1. Runge-Kutta method
The fourth order Runge-Kutta family (RK4) is the most used version of the R-stage integrator family as it
results in the maximum order(and minimum truncation error) for a given R Wertz (2012).
If y represents an unknown function at a certain time tn where n represents the nth step from the initial step
at time t0, where each nth step follows after a fixed step size h then:

yn+1 = yn + h

6
(k1 +2k2 +2k3 +k4) (3.9)

and
tn+1 = tn +h (3.10)

The vectors ki represent time derivatives at the nth point and are given by

k1 = f (tn , yn) (3.11a)
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k2 = f (tn + h

2
, yn + h

2
k1) (3.11b)

k3 = f (tn + h

2
, yn + h

2
k2) (3.11c)

k4 = f (tn +h, yn +hk3) (3.11d)

Where f(t,y) represents the derivative of the unknown function y.

Quaternion normalisation From time to time the quaternions should be normalized to satisfy the unit
length constraint of the quaternions as given in equation 3.2 . After each integration step the normalization
of the new quaternion vector is performed. The difference between a normalized set of quaternions(after
each integration set) and a set which does not normalize the quaternions over time in the RK4 propagator
has been evaluated for two different time scales. After an hour of propagation, the error is well within 10−9 [-]
limits as can be seen in figure 3.1. The situation significantly changes after 10 hours of propagation forwards
in time as can be seen in figure 3.2, where differences of up to 10−2 are found with a constant step size of one
second.

0.0 0.2 0.4 0.6 0.8 1.0 1.2
Time [hours]

4

3

2

1

0

1

2

3

4

Q
u
a
te

rn
io

n
 d

if
fe

re
n
ce

 v
a
lu

e
 [

-]

1e 9 Normalized - non-normalized quaternions

qx

qy

qz

qw

Figure 3.1: One hour quaternion difference
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Figure 3.2: 24 hour quaternion difference

Simulator state vector The attitude of a certain torque-free rigid body can be described by using the four
quaternion parameters describing the orientation of a body with respect to a specific frame. The three angular
velocity parameters describe the rotational motion of the body within this same frame. Both are necessary
inputs for the simulator in order to propagate a certain state to the other. The simulator state vector of a
rotating rigid body is thus expressed using seven parameters which combine into:

~Xsi m =
[
~q
~ω

]
(3.12)

Next, the derivative of this state vector must be known. From Wertz (2012) the kinematic equations of motion
follow:

d~q

d t
= 1

2
Ω~q (3.13)

WhereΩ is the skew symmetric matrix given by

Ω=


0 ω3 −ω2 ω1

−ω3 0 ω1 ω2

ω2 −ω1 0 ω3

−ω1 −ω2 −ω3 0

 (3.14)

and the derivative of the rotational velocity which represents the dynamic equations of motion follow from
equations 3.8 and are given in 3.15 when considering only the principal axes.

dωx

d t
=− (Izz − Iy y )

Ixx
ωyωz (3.15a)
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dωy

d t
=− (Ixx − Izz )

Iy y
ωxωz (3.15b)

dωz

d t
=− (Iy y − Ixx )

Izz
ωxωy (3.15c)

Which follows from equation 3.7 and can be re-written as:

ω̇= I−1(−ω× Iω) (3.16)

3.2.2. Spin axis location
A given spin axis location at a certain moment in time can be translated to a three dimensional rotational
velocity vector which is required by the integrator.
If the local orbit frame(l-frame) is selected as a frame in which the body-frame(b-frame) rotates, the spin axis
can be defined as follows. As a starting point a set of two spherical angles and a velocity magnitude define an
initial rotation axis location in the l-frame. The angles can be represented by an Azimuth (Az) angle and an
Elevation (El) angle, which together with a corresponding vector magnitude(|ωi|) form the three-dimensional
vector itself which is illustrated in a spherical coordinate system representation in figure 3.3.

Figure 3.3: Spherical coordinate system with rotational velocity vector(ωi) in the local orbit l-frame

In order to map the spherical representation to a three-dimensional Cartesian representation of the spin
axis([ωi,x,ωi,y,ωi,z]) the following relations need to be applied according to the conventions used in figure 3.3.

ωi ,x = |ωi |cos(El )cos(Az) (3.17a)

ωi ,y = |ωi |cos(El )sin(Az) (3.17b)

ωi ,z = |ωi |sin(El ) (3.17c)

As mentioned in section 3.1.1 the angular velocity vectorω in the dynamic equations of motion(equation 3.4)
needs to be used along body-fixed axes in order to be used by the RK4 integrator as the moment of inertia
tensor is expressed along this frame. This means the spin-axis location as given in the spherical coordinate
system needs to be transformed to Envisat’s specific b-frame, such that the rotation of the b-frame with re-
spect to the l-frame is achieved.
If the spherical representation of the angular velocity vector of the spin axis is given in the local l-frame, its
corresponding value along the b-frame can be achieved using a Direction Cosine Matrix (DCM) multiplica-
tion from a suitable attitude parametrization set(euler/quaternion) as is shown in appendix A.
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3.2.3. Step size performance

Selecting a suitable step size which is within a certain threshold of accuracy could increase the CPU speed of
the simulator. This is noticeably important when one needs to propagate the attitude till the next station pass,
which can reach values from 3 up to 13 orbits or 300 to 1300 minutes respectively as will be shown in section
4.6.3. As a first test case, a two hour propagation time has been selected. The error of different step sizes over
time is expressed relative to a one second step size in figure 3.4. It resembles the norm of the differences of
the LRR-COM position vector at every epoch relative to the one second step size version. As initial condition a
rotational period of 125 seconds is chosen. When considering only a single pass of a couple of minutes(figure
3.5, the errors show small osculations and again a 5 second step size shows to have a significant lower error
with respect to the 15 and 20 sec case. This is expected due to the relative rotational period of 120 sec.
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Figure 3.4: Steps size choice for a long term propagation
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Figure 3.5: Steps size choice for a single pass

It is clearly visible that the range in which the relative error oscillates, increases non-linear over time. A
step size of five seconds is nearly perfect even after an entire orbit of propagation. The oscillations in the
errors are due to the fact that the spin axis is not aligned with the principal axis causing slight precession.
When this error increases over time the oscillations and thus the precession increases even more. For short
arc problems a step size of one second can easily be selected. But when considering longer arcs, a slightly
bigger step size is worth consideration in order to reduce computational time. Together with the produced
error a suitable choice for a step size for the problem at hand can be made.
Figure 3.4 also shows the computational time required for different step sizes. To put things into perspective,
propagating 120 minutes of quaternions with a one second time step takes about five seconds of compu-
tational time. The computational speed is directly proportional to the step size. So doubling the step size
would result in a decrease of the computational time by 50%. Off course the error is also dependent on the
rotational speed. A faster rotation would need corresponding faster evaluations. When longer periods of sev-
eral hours need to be propagated, the errors become larger and larger and the integrator becomes unstable
after a certain number of iterations as can be seen in figure 3.6. After about 3 to 5 hours the integrator diverts
to significantly larger values. The reason why a maximum limit of 4 m of error is kept is due to the maximum
offset of 2 m between the COM and the LRR(see table 2.4. If both runs point in exactly the opposite direction
the error becomes twice the size of this offset.
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Figure 3.6: Long propagation time

This clearly shows that for long term propagation the stability of the RK4 integrator is highly dependant
on the step size. Decreasing the step size underneath rapidly rises the propagation time to about 30 seconds
and higher.
If however only the principal moments of inertia are taken into account and the spin axis is aligned with it in
a torque free environment, the performance of the step size changes significantly. The rotation becomes a lot
more simple as it rotates with a constant rate around a principal axis. The result is illustrated in figure 3.7.
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Figure 3.7: Long term orbit propagation LRR error with spin axis aligned with principal moments of inertia

The induced wobble as seen in figure 3.4 clearly disappears and smaller errors over time are visible. This
shows that for long-term propagation a one second step size using the principal axes only results in a highly
accurate propagation. This is however only valid when assuming a torque free environment and a spin axis
which is aligned with one of the principal axes. For more complicated attitude situations, a step size smaller
than one second must be selected for propagation times longer than three hours.

3.3. Validation of attitude model
This section will show the results of the validation of the attitude model. A simple torque-free rigid body
case will be assessed as an example to validate the model with the work of Tewari (2007). As an input, a rigid
spacecraft is chosen with initial parameters as given in table 3.1
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Table 3.1: Tewari validation example

Moments of Inertia [kgm2] Initial angular velocity [rad/s] Initial attitude [rad]

Ixx Iy y Izz ωx (0) ωy (0) ωz (0) ψ(0) θ(0) φ(0)
4000 7500 8500 0.1 -0.2 0.5 0 π/2 0

Tewari (2007) uses a build-in function in MATLAB(ode45.m) which uses a fourth-order Runge-Kutta al-
gorithm as well, where the nonlinear, torque free Euler and kinematic equations are solved. A 3-1-3(Z-X-Z)
Euler transformation sequence is used together with a time step of one second. The angular velocities in the
spacecraft body-centred frame as well as the corresponding euler angles are are given in figures 3.9 & 3.11
where 40 seconds of data have been simulated. The same input variables as well as the 3-1-3 transformation
sequence are used in the simulation model and its results are compared to Tewari’s plots as given in figures
3.8 & 3.9.
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Figure 3.10: Model example euler angles Figure 3.11: Tewari (2007) example Euler angles

The precession in ωx ,ωy ,ψ,φ is clearly visible in both cases. The osculation of ωz , as defined as the nuta-
tion, is visible as well in both cases.

The work of Terze et al. (2016) also provides another validation example of a rigid body RK4 integrator.
Table 3.2 shows the input elements used. A fixed step-size of 10−3 sec has been selected. Terze does however
use an additional torque in its rotational equations, which results in a slight increasing offset between both
models which can be noticed between figures 3.14 and 3.15.

Table 3.2: Terze validation example

Moments of Inertia [kgm2] Initial angular velocity[rad/s] Initial quaternion [-]

Ixx Iy y Izz ωx (0) ωy (0) ωz (0) q1 q2 q3 q4

0.234375 0.46875 0.234375 0 150 -4.61538 1 0 0 0
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Figure 3.12: Model example angular velocities Figure 3.13: Terze et al. (2016) example angular velocities
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Figure 3.14: Model example quaternions Figure 3.15: Terze et al. (2016) example quaternions

Again both the angular velocity as the attitude parametrization show good resemblance of the produced
RK4 model and found example results from literature.

3.4. Attitude simulation: a test case
This section shows the outcomes of the RK4 integrator as described in the previous section with a direct
implantation on Envisat data . Kucharski et al. (2014) already analysed Envisat’s spin axis location with the
help of SLR. By fitting a reflection cone of the LRR together with the observation laser vectors, the spin axis
location was found to lie in a so-called Radial Coordinate System (RCS) at corresponding angles: Longitude
(Lon)= 269.22° and Latitude (Lat)=28.14° as can be seen in figure 3.16. Here an important assumption was
made that the found spin axis location should be parallel to the symmetry axis of the LRR. This implies that
the spin axis should lie in the body-fixed Zb axis direction. Schildknecht et al. (2015) already showed that
this assumption might not be true as will be further analysed in chapter 5. For this small example, the found
orientation of Kucharski will be used.

Figure 3.16: RCS system as defined by Kucharski et al. (2014)

The RCS system is centred in the COM and composed of a Along-track (AT), Normal (N) and Radial (R)
vector which is the direct opposite to the Nadir (n) vector pointing towards the center of the Earth. The RCS
system can thus be regarded as the previous defined l-frame where the along-track vector corresponds with
the+Xl -direction, the normal vector with the +Yl -direction and the radial vector with the+Zl direction. Here
the radial axis is chosen as the principal axis where in the l-frame the velocity vector which lies along track
is chosen as the principal axis. Envisat’s orbit is slightly non-circular which would imply that the along-track
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axis is not necessary parallel to the velocity vector. The eccentricity of Envisat’s orbit is however that low that
this approximation would not result in major differences. The latitude and longitude orientation angles from
Kucharski furthermore correspond with the previous azimuth and elevation angles respectively as defined in
the spherical coordinate system in figure 3.3. Kucharski shows a positive latitude angle in figure 3.16 defined
as negative with respect to the spherical coordinate system in figure 3.3. This is only to make clear that the
spin axis(L) is pointed in the nadir direction.

Table 3.3 summarizes the first set-up input parameters of the rotational model. As a reference epoch, the
first of January 2014 has been selected. This date corresponds(according to Kucharski) to an inertial spin pe-
riod of about 138 seconds or an angular velocity of 2.6 deg/sec(0.045 rad/sec).
As a last input the initial attitude must be specified. Kucharski makes the assumption that the orientation
of Envisat’s spin axis remains stable and is parallel to the the orientation of the LRR. The LRR is mounted on
the bottom side of Envisat and points towards the −Zb direction in the b-frame. In order to comply with this
assumption the original b-frame must be rotated in order to align with the spin axis. Kucharski assumes the
RCS frame coincides with the nominal flight mode orientation.

Figure 3.17: Envisat b-frame in l-frame

In order to align the initial attitude with the
spin axis as proposed by Kucharski the fol-
lowing transformations are executed. Using a
"ZYX" transformation, the corresponding rota-
tion angles(ψ0,θ0,φ0) given in table 3.3 need to
be used in that particular order which aligns the
Envisat’s b-frame Zb axis with the angular veloc-
ity vector in the l-frame. Figure 3.17 shows a
sketch of Envisat in its original position in the
l-frame where no transformation have been car-
ried out. The body axes of Envisat’s b-frame thus
correspond to the local orbit axes(l-frame).

Table 3.3: Attitude setup 1, based on Kucharski et al. (2014)

Az [°] El [°] P0 [s] ψ0 [°] θ0 [°] φ0 [°]

Value 269.22 -28.14 138 179.22 0 61.86

The results of this transformation can be seen in figure 3.18 where a simple panel model of Envisat is
included to illustrate the orientation and axis conventions. Note that the panel model, consisting of the main
bus, solar panel and ASAR, is only a sketch and does not resemble the exact satellite in great detail. The solar
panel is shown in its anti-canonical position.
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Figure 3.18: Initial attitude and spin axis based on Kucharski

Figure 3.19 shows the rotational velocities between the b-frame and the l-frame expressed in the b-frame
of Envisat. Figure 3.20 show the corresponding euler angles using the "ZYX" transformation sequence.
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Figure 3.19: Angular velocity in b-frame

0 100 200 300 400 500
Time [s]

200

150

100

50

0

50

100

150

200

E
u
le

r 
a
n
g
le

 [
d
e
g
]

Yaw (+Z) ψ
Pitch (+Y) θ

Roll (+X) φ

Figure 3.20: Euler angles (ZYX)

The position of the LRR within the l-frame is plotted over time which is shown figure 3.21, 3.22 and 3.23
for various different settings.
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Figure 3.21: 500 sec simulation full inertia
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Figure 3.22: 5000 sec simulation full inertia

A clear offset from each revolution over time can be seen which evolves over time when the simulation
time is increased from 500 to 5000 sec. This is due too the the use of the full Inertia matrix where non-
principal Inertia elements (Ixy etc) are also taken into account. The initial spin axis is aligned with the body’s
Zb-axis, however this is clearly not the true principal axis. This results in conical motion or wobbling also
known as precession. It is a known effect when the satellite spins around a principle axis of inertia which is
not aligned with the axis of symmetry. The effect is clearly illustrated when only taking the principal moments
of Inertia(Ixx,Iyy,Izz) and aligning it with the spin axis which results in a perfect circular behaviour of the LRR
point as can be seen in figure 3.23. This is a purely theoretical case when no external or internal torques or
forces are acting on the spacecraft.
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Figure 3.23: 500 sec simulation principal axis aligned with spin axis

3.5. Conclusions
The torque-free rigid body attitude simulator has been build which takes seven parameters as variable inputs.
These include the initial rotational axis in the l-frame which are defined using the spherical representation(AZ,El,w0).
Secondly, there is the initial attitude of the body which is represented using the quaternion parametriza-
tion([q1,q2,q3,q3]).
The use of the model has been validated with two simple rigid body examples assuming torque free motion.
If long-term propagation is needed(longer than three hours), small step sizes(<1 sec) in the integrator are
required. Furthermore, the conical motion of the LRR in the l-frame has been demonstrated based on the
spin axis assumptions made by Kucharski. It is clearly visible that this motion shows to divert from a stable
condition when the spin axis is not aligned with one of the principal axes.
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Orbit determination

"Look up at the stars and not down at your feet. Try to make
sense of what you see, and wonder about what makes the
universe exist. Be curious. "

— Stephen Hawking , English theoretical physicist

In Envisat’s current passive state, the active DORIS and S-band tracking systems are not available any
more which leaves only the passive SLR system to be used for accurately tracking and orbit determination of
Envisat. Radar based methods are not considered for this thesis work. This chapter will briefly start with a
small introduction about the orbit determination software GEODYN in section 4.1. Here, the new SLR data
format and its implementation in GEODYN will be addressed. Next, in section 4.2, the orbit determination
options and specific models will be shown. Next, in section 4.3, the use of an external attitude model is
validated in GEODYN using an induced external attitude model during the active period of Envisat. Section
4.4 will then show the force model parameters after which in section 4.5 the orbit propagation errors are
given based on the simple cannonball model. Section 4.6 will cover all relevant station pass statistics such
as availability, pass length and quality. From the produced range residuals, the apparent spin period will be
extracted and an analyse of the visibility of Envisat during its passes over ground stations will be given in
section 4.7.

4.1. GEODYN
Geodyn II is a orbit determination program written by EG&G Washington Analytical Services Center Inc for
NASA’s Goddard Space Flight Center, which has been operational since November 1985 (McCarthy et al.,
1972). GEODYN is not only used for orbit determination solutions but also for all kinds of satellite geodesy
analysis using a large variety of tracking data. For this thesis, the 2007 edition has been used which runs
a 32-bit version. The program uses three main steps indicated as the Tracking Data Formatter (TDF), the
GEODYN II Setup (GIIS) and the Geodyn II Execute (GIIE) step. The "II" indicates the second series of the
GEODYN package. The TDF step of GEODYN converts the given input data to a usable blocked GEODYN II
binary format. GEODYN can not read the standard CRD SLR format into its TDF step. This conversion from
CRD to a suitable GEODYN binary format has been developed by Bart Root in his MSc Thesis (Root, 2012) as
will be given in section 4.1.1.
After successful insertion of the input data, the GIIS step is executed. Here GEODYN reads and interprets all
user-defined input options and models which will be given in section 4.2. The IIS step thus prepares GEODYN
based before the IIE step can be run. The actual orbit determination(or parameter estimation) process and
all necessary calculations will be executed in the last and final GIIE step.

This step uses a Bayesian least squares statistical estimation procedure for parameter estimation. As more
observations than parameters are available, the parameters are said to be overdetermined which requires a
statistical estimation scheme which estimates the best combination of parameters which match these obser-
vations. The relation between the made observations and the orbital parameters are considered non-linear

33



34 4. Orbit determination

such that an iterative procedure is necessary which solves the resultant non-linear normal equations. In or-
der to solve these, GEODYN uses a standard Newton-Raphson iteration procedure.
If a vector of n independent observations is defined as~b which can be expressed using a known function f of
m parameters defined as the vector~x, the following relation holds:

~b = f (~x)+ε (4.1)

where ε is an n-sized vector including noise of the measurements. For a given set of measurements ~b, the
function f and a certain amount of statistical information of the measurements (ε), a certain set of parame-
ters~x exists which match equation 4.1 as close as possible. The Bayesian method tries to find this set of pa-
rameters by maximizing the probability density function often referred to as a maximum likelihood problem.
For a full explanation of this estimation method the reader is referred to Tapley et al. (2004) and Montenbruck
and Gill (2001).

4.1.1. SLR data format

The International Laser Ranging Service (ILRS) is the main global provider and distributor of satellite and
lunar laser ranging data. Previous data formats which the ILRS used consisted of three different types. A full-
rate, normal point or quick look type. The full rate type was composed of all the raw information possible.
The normal point data type is a more manageable type due to the combination of several measurements into
one single data point. A common normal point is a combination of 15 seconds of data. The (engineering)
quick look data served as a way to gather the necessary information of the station during a certain pass.
In 2007, the ILRS released a new SLR format, called the Consolidated Laser Ranging Data Format (CRD).
Ricklefs and Moore (2009) mention that the recent technology changes(like the increased use of kilohertz
firing rate lasers (e.g. Graz (Kucharski et al., 2014)) are the key driver for the use of new format. This resulted
in the re-evaluation of the existing three data types: full rate, sampled engineering and normal point. The
main purpose of this new format would be to provide a flexible, extensible format for all three types. Next
to the ability to handle the new high-repetition-rate data, the added feature of transponder data was a key
motivation as well to change the format. Table 4.1 shows the key advantages of the new CRD format.

Table 4.1: CRD format advantages (Ricklefs and Moore, 2009)

Item Advantage

Flexibility Simple and compact for kiloHertz ranging
Structure Including and emitting particular record types as needed by a certain station
Configuration Adressed in a more explicit, logical and extensible manner
Use Single integrated format usable for current and future data
Including Multiple data, modes and configurations as well as multiple types can be included within

a single file
Future Expansion and upgrades are easily implemented
Extensibility Ability to extend to eXtensible Markup Language (XML)
Compatibility Configuration sections are compatible with the SLR engineering data file format

The CRD format of a particular pass consists of three main parts. First a header section is provided which
provides data like station, target and time information. Secondly, configuration data of the laser system is
addressed and last the actual laser transmit and receive times are given together with other dynamic infor-
mation (Pearlman et al., 2002). An example of the CRD format can be seen in figure 4.1.



4.1. GEODYN 35

Figure 4.1: CRD format example

The data record type "11" in the first two columns of the data part as seen in figure 4.1, indicates a range
record which contains the accepted measurement data formed into a normal point containing the measured
time-of-flight in seconds. The time-of-flight is given as the one or two-way flight time depending on the
range type indicator. As Envisat is a passive object, it can only be used with one or multiple stations in the
two-way ranging mode. Next, data record type "20" contains a set of meteorological data like surface pressure,
temperature and relative humidity at the surface. Finally, data record type "10" corresponds to the full rate
or sampled engineering(quicklook) format. These contain single-shot measurement data. As can be seen in
a data line of figure 4.1, a normal point window length of 15 sec is used in this example of a station pass from
Yarragadee (YARL), located in Australia, to Envisat on the 28th of March in 2016. Each pass ends with a "h8"
entry.
The full-rate and normal point data can be downloaded via the Crustal Dynamics Data Information System
(CDDIS) or the EUROLAS Data Centre (EDC). It is common to have monthly or daily files with all passes
gathered in one single file. An entry "h9" indicates the end of the file. All further information relative to all
inputs of the CRD format can be found in the technical note "Consolidated Laser Ranging Data Format(CRD)"
as published by the ILRS, and written by Ricklefs and Moore (2009).

CRD converter Geodyn II’s TDF program accepts nine different input data formats in order to process it to
the latter blocked GEODYN binary format. These include the NASA archaic data format (PCE), Geodyn binary
Format (GBF), GBF extended for Altimetry, GEOS-C Card Image, Metric, VLBI, Merit II, Merit-X and Doppler
90 Byte. Previous SLR formats where commonly written in the MERIT II format (Pearlman et al., 2002). A
converter thus needs to be used in order to read the new CRD format into GEODYN. Root (2012) developed
a CRD-GBF converter during his master thesis in 2012 which was used during the conversions of Crysoat-2
SLR data sets. Root extensively tested and validated the converted CRD format in its newly GBF format using
SLR data from Cryosat-2.

4.1.2. Center of mass correction
Equations of motion of a body in orbit always refer to the object’s center of mass. Orbit determination soft-
ware mostly takes the SLR CRD ranging data as an input, assuming the distance between the station and
the satellite is accurately given by this range. For Envisat however, there exists a relative difference of about
two meters between the actual contact point of the laser (LRR) and the actual center of mass as was given
in table 2.4. The orbit determination software thus interprets the varying SLR range data as the satellite’s
orbital center of mass position. The COM-LRR offset is illustrated in figure 4.2. A lot of stations already use
a dedicated COM correction software for several satellites like LAGEOS, Etalon and Ajisai, as these geodetic
spherical satellites need mm scale accuracy. For spherical bodies this correction is relatively easy, as this re-
sults in the effective radius of the sphere. When the (active) attitude mode is known, the offset correction can
be implemented in GEODYN, which is done for instance for Envisat, Cryosat and the ERS missions. Correc-
tion vectors for non spherical satellites which are rotating uncontrollable, like Envisat, become significantly
more complicated and are highly reliant on their specific attitude state at a certain moment in time.
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Figure 4.2: Center of mass correction vector (Pearlman et al., 2002)

Whether or not the correction is applied to the SLR data can directly be seen in the CRD file format(see
figure 4.1) of the data in the header section, row type "H4", where element 52 indicates the center of mass cor-
rection applied indicator(0=not applied, 1= applied). There is no indication that Envisat has this correction
applied to its measurements.

4.2. Orbit determination set-up
This section will describe the used models and set-up options in GEODYN. Two main satellite models will be
used throughout this thesis. First, with the lack of attitude information, a simple cannonball model will be
presented and used. In a later stage, a panel model can be used for both active and passive orbit determina-
tion when the precise attitude sate of Envisat is known.

4.2.1. Cannonball model
The most straightforward orbit model which can be used in orbit determination is the so-called cannonball
model. In contrast to the more sophisticated macro or panel model as discussed in section 2.3.8, the can-
nonball model simplifies itself to a spherical geometry with constant and uniform properties. That is, it has
a constant mass and constant cross-sectional area. The choice for this model in the first stage of the orbit
determination is necessary due to the lack of an appropriate attitude model. Without an attitude model, the
COM-LRR corrections as discussed in section 4.1.2, can not be executed. For Envisat, the following cannon-
ball model properties have been selected as shown in table 4.2.

Table 4.2: Cannonball model Envisat properties

Mass [kg] Cross-sectional area [m2]

Value 7827.86 25

The constant cross sectional area of 25 m2 has been carefully selected after several considerations. First, a
study conducted in 2013 by Weigel et al. (2013), showed the orbit determination performance of Envisat past
its end-of-life. Weigel et al. (2013) assumes a cross sectional area of 26 m2 and 20 m2 for the atmospheric drag
and solar radiation pressure coefficient estimations respectively. This model is used for non gravitational
force parameter estimation as it assumes constant force on the model at a specific time as well as assuming
no torques acting on the body. As mentioned by McMahon and Scheeres (2015), these simplifications are an
effective way to represent the average non-gravitational forces if the object is tumbling freely. This results in
an equal probability of attitude orientation with respect to the Sun. McMahon and Scheeres (2015) mentions
that this approximation is adequate enough for orbit determination of objects that tumble much faster than
their orbital rates, especially for low-area-to-mass ratios, which is the case for Envisat.
At first sight this area approximation might seem too low for Envisat’s dimensions as was shown in section 4.2.
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The effective assumed drag area of 26 m2 corresponds to the drag area exposed when considering Envisat’s
orientation as seen in figure 2.11. For comparison reasons, this cross-sectional area is kept the same although
in reality it might lie a bit higher. For short term orbit determination, shortcomings of non-gravitational
parameters will not be dominating over the meter size residuals and empirical accelerations will absorb non-
modelled effects in the orbit determination process, as will be shown in section 4.4.

4.2.2. GEODYN input options
The GIIS step of GEODYN reads all requested inputs from the user as given in a setup file with so-called GEO-
DYN input cards. This section will discuss the chosen models and choices made which will be used for the
entire thesis.

As a data arc, a seven day period is selected and is shifted forward each run with one day. In this way seven
overlapping residuals and orbits will be created where each run consists of a unique set of SLR data which
creates the opportunity to asses the residual and orbit quality based on its given amount of SLR data. This
process is illustrated in figure 4.3.

Figure 4.3: Orbit determination sequence method

Figure 4.4: Goce gravity model (ESA)

The irregular shape of Earth Gravity model (as
seen in figure 4.4) results in a non-uniform gravi-
tational attraction. These relatively large differ-
ences result in a slightly perturbed orbit. Us-
ing a spherical harmonic coefficient approxima-
tion, the Earth’s irregular shape is modelled. The
second coefficient, often denoted as J2 is the
largest of the geopotential terms as it represents
the Earth’s oblateness. The effect of the coeffi-
cients rapidly decreases after the second coef-
ficient. In each Orbit Determination (OD) run
coefficients up to degree and order of 70 are
used based on gravity model from the Gravity
Field and Steady-Stae Ocean Circulation Explorer
(GOCE). The "GOCE03S" model is used which
combines Grace and Champ space gravity and
SLR observations which improves the standard
GOCE03 geoid model (Pail et al., 2011).

The initial orbital elements used by GEODYN to be used in the orbit determination process are taken from
TLE data which can be downloaded on space-track.org. Although the accuracy of the orbital elements result-
ing from TLE data is in the order of km’s (Bennett et al., 2012), it can be used by GEODYN just like Schrama
et al. (2010) demonstrated as the orbital elements lie close enough to the solution for GEODYN to converge to
the true solution within a reasonable amount of iterations. Typically about six to seven iteration were found.

Atmospheric corrections, to the laser ranging data, are especially needed when the satellite appears at low
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elevations below 10° horizon level relative to the station. In this region, range-errors of more than 13 m can
occur. Near-zenith situations, increase the average optical path length to about 2.5 m (Abshire and Gardner,
1985). This is quite severe, and needs definitely to be implemented when considering precise orbit deter-
mination. Luckily standard models already exist in order to compensate, up to a certain degree, for this
refraction. The Marini Murray tropospheric correction model for laser data is used in the proceeding analysis
together with a cut-off elevation angle of 10 degrees. This means all measurements below 10° elevation angle
relative to the station will be neglected.

The initial drag coefficient of Envisat past its end of life in 2013 is estimated to lie around 4, as was esti-
mated by Weigel et al. (2013). A standard deviation of 1 is selected, which allows deviations due to varying
atmospheric conditions as will be shown in section 4.4. Two different surface models are used throughout
this thesis. At first, a cannonball model will be used as described in section 4.2.1. Next, when the attitude
is combined in the orbit determination process, a 6-face surface/panel model will be used as described in
section 2.3.8. These choices influence the coefficient estimation process in GEODYN.

As a static atmospheric density model, the MSIS-86 Empirical drag model is used. GEODYN offers three
different atmospheric models: MSIS-86 (Hedin, 1987), Jacchia 1971 (Jacchia, 1970) and a French drag model
(DTM-78) (Barlier et al., 1978). Akins et al. (2003) compared the Jacchia and MSIS model by comparing the or-
bit determination and propagation of 4500 satellites below 1000 km altitude. From this test, the MSIS model
showed slightly better results than the Jacchia model. The difference however is found to be that small, that
there is no model which stands out to be better according to Akins et al. (2003). According to Sutton (2003),
the MSIS-86 model estimates the total density slightly better than the DTM-78 model by comparing measure-
ments from Champ. The MSIS-86 model is therefore chosen as the model to be used throughout the thesis.

The solar radiation coefficient is estimated as well from the work of Weigel et al. (2013) with a value of
2 and a standard deviation of 1. Again first a simple cannonball model will be used, after which the panel
model will be used together with its appropriate reflectivity properties as given in tables 2.6 and 2.7 which
will provide better estimations of the solar radiation coefficient.

Due to induced tides on the Earth, the Earth’s moment of inertia slightly shifts over time. This can be
corrected in the OD process using the solid earth tide coefficients of the second and third kind(h2 and l2),
which are taken from the IERS (Krásná et al., 2013). The ocean and earth tides due to the Sun, Moon and
combination of both are taken from the Earth Gravitational Model 1996 (EGM96) model. Finally, a specific
ocean load model is added (FES2004) as well for each specific SLR station just like Schrama et al. (2010).

Adjustments of general/empirical accelerations are taken into account on two-day subarcs. Often, daily
arcs are used, but due to the limited amount of SLR data and the number of parameters needed to be esti-
mated, the amount of general acceleration parameters has been reduced. The purpose of these accelerations
are to absorb not modelled signals in all the models used in the orbit estimation process. Just like the orbit
estimation as performed by Schrama et al. (2010) only along track and cross track directions are taken into
account for SLR data.

Figure 4.5: Lageos (eoPortal Directory)

As the along-track and radial components of the
l-frame are coupled it is hard to estimate both ac-
celeration directions at the same time. Therefore,
the radial component is often disregarded in the
estimation procedures. The radial component of
the SLR measurement are often the most accurate
(Root, 2012). Lageos(figure 4.5) achieves SLR Root
Mean Square (RMS) error values of 1 cm in radial
direction (Pearlman et al., 2002), and thus makes it
(almost) unnecessary to include in the model. For
the passive Envisat there exits an offset between the
COM and the LRR, thus creating higher RMS values
with respect to the orbit, the exact range to the LRR
in radial direction remains highly accurate. The em-
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pirical acceleration is split up in a cosine and sine
coefficient which combine to:

r̈emp =Ci cos(θ)+Si sinθ (4.2)

Where the cosine and sine coefficients are estimated
and returned by GEODYN and θ represents the ar-
gument of latitude of the satellite in its orbit (Root, 2012). The accelerations will thus vary harmonically with
the orbital period.

Each corner cube reflector(section 2.3.5) has its own small offset with respect to the symmetry axis of the
LRR itself. Therefore a small additional correction can be applied as well in order to match the exact contact
point with the assumed LRR position(symmetry axis) in the Envisat body frame. Usually this is of importance
for highly accurate orbit determination, like for instance is the case for Lageos. For Envisat, a constant offset
of 5.12 cm is used (Pearlman et al., 2002). When a cannonball model of Envisat is assumed this small cm size
correction will not have a large effect on the meter size residuals but is anyhow still included in the cannon-
ball model as the rotational dynamics will be based on the LRR symmetry axis contact point.

Daily magnetic and solar flux tables are required in GEODYN as an input for the atmospheric drag model
and solar radiation pressure model. These values are taken from the National Geophysical Data Center
(NGDC) which can be download through their ftp servers: ftp.ngdc.noaa.gov.

GEODYN posses the option to manual or automatic delete bad measurements. The latter is done after
comparing them to a certain rejection level. These ground based measurement errors might occur due to
various reasons like for instance using slightly wrong tracking station coordinates, atmospheric effects, in-
strument modelling, clock accuracy and tectonic plate motion(Tapley et al., 2004). GEODYN does not take
into account measurement for which:

∣∣∣∣O −C

σ

∣∣∣∣> k (4.3)

where O represents the actual observation, C the computed observation, σ the a priori standard deviation
association with the observation and k the rejection level which is defined as:

k = EM ·ER (4.4)

where EM is the input multiplier and ER the weighted RMS of the previous global iteration. An initial value of
ER needs to be specified by the user in the setup file. For Envisat, an observation standard deviation used in
forming the normal equations is set at 2m. This is required as the offset between the COM and the LRR can
reach values up to 2m. An editing multiplier is chosen at 3.5 which is the default GEODYN option The editing
RMS was set at 106.

Table 4.3 summarise the entire GEODYN inputs and models used for the orbit determination process.
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Table 4.3: GEODYN option input cards summary

Option Choice Comments

Earth Gravity Field 70x70 Goce03s gravity model
Initial orbital elements – TLE data
Center of Gravity x:-3.905[m],y:-0.009[m],z:+0.003 [m] See section 2.3.6
Tropospheric correction model Marini Murray for laser data Elevation cut-off angle =

10°
Drag coefficient estimation 4 [-] σ=1 Cannonball model and

Panel model
Thermospheric density model MSIS-86
Solar radiation coefficient 2 [-] σ=1 Cannonball and panel

model
Tidal modelling h2 = 0.6090 [-] , l2 = 0.0852 [-] IERS, modelling using

EGM96
Acceleration coefficient adjustments 0 with σ 1·10−5 Along-track and

cross-track only, update
every two days

Editing σ=2 [m], EM=3.5, ER=106

Data arc 7 days -

4.3. Orbit determination pre 2012

During nominal operations, Envisat had a particular attitude motion as described in section 2.3.7. During
nominal operations the COM-LRR vector of Envisat was not corrected directly in the CRD normal point SLR
data. This would thus have to be completed in the orbit determination process. The OFFSET card of GEO-
DYN, in combination with a suitable internal or external model, provides an easy solution to this problem.
The goal of this section is to validate the use of GEODYN in combination with a known attitude model. First
the difference between a cannonball model and the use of a attitude correction model will be given, after
which a full quaternion set will be derived and implemented in GEODYN using Envisat nominal attitude
laws.

4.3.1. Cannonball vs attitude corrections

This section will illustrate the difference between a simple cannonball model vs one with envisat attitude
information. Table 4.4 shows the input differences in both models. For this orbit determination run a data
set of about 1000 normal points from twelve different SLR stations is used in the seven day arc ranging from
the first to the seventh of February in 2012. This region does not contain any known manoeuvres.

Table 4.4: Difference between cannonball and Envisat model input parameters

Option Cannonball model Envisat model

SLR σ 2 [m] 2 [cm]
Automatic OFFSET no yes

Center of mass correction no yes
Surfaces none From panel model (sec.2.3.8)
Attitude none Envisat nominal law (sec. 2.3.7)

LRR correction none 5.12 [cm]

A standard deviation of about two meters is assumed in the cannonball model due to the offset between
the LRR and the COM which is not corrected as no attitude is available for the cannonball model. The follow-
ing figures 4.6 and 4.7 show the difference in the residual between both models.
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Figure 4.6: Cannonball vs Envisat model example 1
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Figure 4.7: Cannonball vs Envisat model example 2

Clearly the Envisat model shows far smaller residuals than the Cannonball model. Figure 4.6 shows an
ascending pass over a station whereas figure 4.7 shows a descending pass. For all cases it can be seen that
the residuals tend to grow during a pass until a local maximum/minimum. The exact shape of the residuals
obviously depends on the pass geometry. Positive and negative residuals could indicate the direction of the
SLR vector with respect to the computed orbit. To illustrate this difference, figure 4.8 is created. It shows a
sketch of Envisat’s XY plane in the b-frame.

Figure 4.8: Sketch of COM-LRR offsets for 2 different stations in the XY body frame plane, nadir looking

Figure 4.8 illustrates a pure hypothetical case where Envisat is being tracked simultaneously by two SLR
stations from both sides, one being in the positive Xb direction, the other in the negative Xb direction. In the
case of station A, the range to the LRR will be longer than the calculated range to the COM. This will result in
a positive residual as it follows the observed-calculated convention. On the other side, station B will result in
a shorter path length than the one directed towards the COM and will therefore result in a negative residual.
Generally speaking this would be a valid situation, however in reality this is not the case. The number of
stations coming from a specific direction could influence the entire orbit, resulting in an orbit which is slightly
pulled towards that specific side. From which direction the SLR stations are in contact with Envisat should be
considered when evaluating these residuals.
If the orbit would have a tangential error, the residuals would look a theoretical example from Tapley et al.
(2004) in figure 4.9. The figures show the residuals due to an induced orbit error in the radial direction which
effects an increasing orbit error in tangential direction over time.
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Figure 4.9: Theoretical residuals from a stable attitude state (Tapley et al., 2004)

This shows that a constant offset between the observed and calculated results in these plots which resem-
ble the shape of an inverse range-rate plot. Due to the double effect of a possible orbit error and the constant
offset between the LRR and the COM which changes orientation during a pass, a convex/concave residual
plot is created just like figures 4.6 and 4.7.

4.3.2. Validating the use of external attitude in GEODYN

By implementing an external attitude file into GEODYN with the exact known conditions as specified by GEO-
DYN’s internal model, one can easily investigate and validate the validity of the model in GEODYN. This is
achieved using the Envisat internal model which is governed by Envisat’s nominal attitude law as described
in section 2.3.7. The active attitude motion is dependant on Envisat’s orbital position as is given by the true
argument of latitude (Ul at ) in equations 2.6-2.8 which represents the angle between the ascending node of
the orbit and the satellites position in the True of Date reference frame and ranges from 0 to 360 degrees. It is
often given by the sum of the argument of perigee and true anomaly (Wakker, 2015). The same equations as
found in GEODYN are used in order to calculate this orbital parameter. These can be found as well in the work
of Montenbruck and Gill (2001) as is given in equations 4.5. The conventions use the actual position([x,y,z])
and velocity([vxvyvz]) vector of the satellite in a true of date reference frame, and thus cover the osculating
elements of the actual orbit (which is required in the Envisat nominal attitude law).
The argument of latitude is given by

Ul at = arctan
z

−xWy + yWx
(4.5)

Where the vector W equals h/h and h defines the angular momentum vector of the satellite at a certain in-
stance given by

h = r×v =
y vz − zvy

zvx −xvz

xvy − y vx

=
hx

hy

hz

 (4.6)

The elements Wx and Wy follow thus from equation 4.6 and correspond thus to hx/h and hy/h respectively
where h represents the total angular momentum magnitude.
As a test case the seven day orbital arc as discussed in section 4.3.1 is used. From this calculated orbit, the
corresponding orbital positions and velocities in a true of date reference system are used with a time step of
60 seconds. The results for several revolutions starting from the second of February can be seen in figure 4.10.
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Figure 4.10: Envisat nominal attitude argument of latitude(left) vs euler angles(right)

Clearly, the largest amplitudes are visible in yaw. This mode is often referred to as the Stellar Yaw Steering
mode (Alvarez, 1997). Maximum yaw amplitudes are visible around the equator (Ulat=180° at descending
node or 360° at ascending node). This might be linked to the relative higher sub-satellite-earth velocity. The
sinusoidal yaw wobble has its zero yaw angle close to the poles due to the lowest relative earth velocity. The
maximum and minimum pitch amplitudes are located between the spacecraft equator and pole passes.

COM-LRR analysis By converting the Euler angles to a direction cosine matrix(transformation matrix) as
described in appendix A, the appropriate wobbling COM-LRR offset can be found by multiplying this partic-
ular transformation matrix with the original COM-LRR vector.

The relatively large yawing motion clearly affects the COM-LRR offset in the XY plane. Due to this motion,
the LRR reflector moves about 12 cm along both sides of its original position in Envisat’s XY body frame.

Nominal attitude law to external attitude file The next step involves converting the achieved Euler angles
to quaternions, after which an external attitude file is created which can be read by GEODYN. Converting the
found Euler angles to the appropriate quaternions with a "ZYX" rotation sequence can be achieved using the
transformation rules as shown in appendix A. These quaternions describing the full attitude state of Envisat.
Several orbits on the second of February are plotted in figure 4.11.
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Figure 4.11: Nominal attitude mode quaternions Envisat scalar(left) vs vector(right)

The largest amplitudes are seen in the z direction of the quaternions, indicating the relatively large yaw
amplitudes. The scalar part shows higher values as it only involves the cosine of small transformation angles,
whereas the vector part takes the sine.
These quaternions can now be put in GEODYN’s external attitude file format.

GEODYN external attitude file An external attitude file is created which contains a set of quaternions with
interval of 60 seconds. This is regarded sufficient as the nominal yaw steering mode is a relatively slow rota-
tion. It takes an entire orbit to rotate Envisat’s Z-axis(yaw) over 7.8° which is equivalent to about 0.0012 °/s.
In a minute of time interval between two subsequent quaternions, Envisat has rotated 0.077°. A smaller step
size of 15 seconds has been tested and results in an SLR residual difference of about 2-4 mm.

GEODYN requires its time in the so-called Terrestrial Dynamical Time (TDT)(or Terrestrial Time (TT))
rather than in the common used Universal Time Coordinate (UTC). This time scale has been adopted by the
International Astronomical Union (IAU) since 1992 and takes into account the difference between the proper
time and the coordinate time by applying a constant offset from the International Atomic Time (TAI) at a spe-
cific epoch measured on the geoid as given by equation 4.7 (Montenbruck and Gill, 2001). The proper time
would be a time measured by an atomic clock co-moving with a satellite, whereas the coordinate time is lo-
cated at the geocenter. In a general relativistic framework, time is no longer an absolute quantity independent
of location and motion.

TDT−TAI = 32.184 sec (4.7)

The atomic time scale is based on various cesium atomic clocks around the world. By averaging over these
clocks, stochastic variations can be minimized and thus TAI can be used as a pretty good approximation of a
uniform time scale (Tapley et al., 2004). This offset is governed by the difference between the Ephemeris time
and TAI. UTC is composed of the TAI time and the number of leap seconds. These leap seconds are necessary
to maintain synchronization between UTC and ∆(UT1) within ± 0.9 seconds (Tapley et al., 2004). ∆UT1 is a
measure of the variation of the Length of Day (LOD)). The variations of the LOD occur due to the changing
orientation and magnitude of the earth’s angular velocity vector, which are regularly observed by the IERS.

TAI−UTC = number of leapseconds (4.8)

Table 4.5: Number of leap seconds from 1972 (IERS)

<2002 1 jan 2006 1 jan 2009 1 jul 2012 1 jul 2015 1 jan 2017

TAI-UTC 32 33 34 35 36 37



4.3. Orbit determination pre 2012 45

For the arc chosen in this section(February 2012) a total correction of (+)66.184 seconds is needed on the
UTC to end up at the correct TDT. When applied to the active nominal attitude law this should correspond to
a small yaw angle difference of about 0.08°. The following two figures 4.12 and 4.13 show two pass residual
examples where the internal and external model is used.

Reference frame Next GEODYN needs the quaternion in a Satellite Body Frame (SBF) to J2000 Earth equa-
tor and equinox inertial frame. This means a transformation is needed from the l-frame to the i- frame. Use
of the rotation matrices is therefore necessary. The yaw, pitch and roll angles from the nominal attitude law
refer to the motion of Envisat with respect to its orbit-fixed frame or the l-frame. This transformation can be
re-written to a transformation matrix RLB which holds the rotation of the body fixed frame (b-frame) in the
local l-frame. Next, the satellite’s l-frame rotates in the Earth inertial frame. The corresponding transforma-
tion matrix can be established using the afore mentioned relations from Tapley et al. (2004) as was given in
equations 4.18-4.20.

Due to the fact that the inverse of a rotation matrix is its transpose, the rotation matrix from the local orbit
frame to the inertial frame simply follows as

RI L = (RLI )−1 (4.9)

Multiplying subsequent rotation matrix with each other result in another rotation matrix which translates to
the rotation from the body frame B to the inertial frame I can be written by:

RI B = RI LRLB (4.10)

Which is the GEODYN required rotation matrix SBF-J2000. The RIB rotation matrix can be transformed in a
corresponding set of quaternions using the transformations specified in appendix A.

Results Two examples are shown in figure 4.12 and 4.13 which clearly show that the internal model matches
the produced external attitude model quite well. Small errors between the internal and external model are
however still visible. This might be due to rounding errors and interpolation step sizes. Furthermore, a clear
difference is visible when only SBF-local frame quaternions are inserted instead of the correct SBF-J2000
Inertial frame.
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Figure 4.12: External vs Internal model example 1
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Figure 4.13: External vs Internal model example 2

A similar study has also been performed using Jason-2 data by Lemoine et al. (2009). The results are shown
in figure 4.14 where both SLR and DORIS residuals are compared to the internal attitude model of GEODYN.
Small differences exist as well in the residuals, which was still for an unknown reason according to Lemoine
et al. (2009) and would be further investigated.
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Figure 4.14: Internal vs external attitude use in GEODYN example with Jason-2 data (Lemoine et al., 2009)

.

4.4. Force model parameters

Each orbit determination run, force parameters are estimated to meet the best orbit based on used atmo-
spheric models, shape and orientation of the spacecraft. The two most important parameters to be estimated
are the atmospheric drag and solar radiation pressure coefficient. The atmospheric drag estimation proce-
dure relies on the altitude, the frontal area perpendicular to the flight direction and the atmospheric model.
The solar radiation pressure coefficient uses the daily F10.7 solar flux indices together with the spacecraft
area facing the sun and the reflective properties of the specific sun-facing surface. Weigel et al. (2013) takes
an average of 26 m2 as Envisat’s drag area considering a cannonball model approximation. This is about
the same area when only Envisat’s Z-X plane in the b-frame is considered(see figure 2.11). With this average
Weigel estimated force parameters of about 5 and 2 for the drag and solar pressure respectively from may
to October 2013. The reflective properties of Envisat as given in the panel model are not considered in the
cannonball model as it is assumed that the orientation is unknown. The larger the estimated empirical ac-
celerations, the larger the corrections applied. The cosine and sine coefficients which define the direction
of the empirical acceleration can be transformed into corresponding amplitudes and phase angles using the
following trigonometric rules:

r̈emp =Ci cos(θ)+Si sin(θ) = A sin(θ+Φ) (4.11)

Where A and Φ represent the amplitude and phase shift of the particular empirical acceleration direction.
These quantities can be calculated using the norm of both cosine and sine coefficients and the arc tan of the
cosine over the sine coefficients respectively. The results are given in figure 4.15.
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Figure 4.15: All estimated force parameters and daily solar indices

The empirical accelerations show to be rather big compared to the active accelerations as was calculated
by Doornbos (2001) where along-track empirical accelerations in the order of 5-15 nm/s2 where found. Fur-
thermore no direct indication of a systematic trend can be distinguished in the empirical accelerations due to
the large scattering. The solar radiation pressure coefficient show small variations over time whereas Weigel
et al. (2013) found larger deviations. The drag coefficient estimates on the other hand clearly show larger de-
viations, but never reach values above 5, whereas Weigel did found values up to 6. A possible cause could be
the use of a different atmospheric drag model. Longer time arcs could show better long term seasonal trends.

The effect of the empirical accelerations on the residuals can be seen in the following figures 4.16 & 4.17,
where it is seen that a trend is visible within the residual signal without the ACCEL9 card compared to the 2-
daily ACCEL9 version. The empirical acceleration correct for this trend by pulling the orbit slightly to a more
levelled residual. This shows that apparently the large empirical accelerations are used effectively to correct
the orbit slightly. This could explain the large accelerations which were found.

12:56:00

12:57:00

12:58:00

12:59:00

13:00:00

13:01:00
2.5

2.0

1.5

1.0

0.5

0.0

0.5

1.0

1.5

2.0

R
e
si

d
u
a
ls

 O
-C

 [
m

]

Station Mount Stromlo (7825) on 2013-08-12

No ACCEL9
48h ACCEL9

Figure 4.16: ACCEL9 card effect on residuals
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4.5. Orbit propagation

A small analysis has been made of the propagation and orbit determination quality. As one of the goals of the
thesis is to asses the possibility of decreasing the orbit propagation error, this section serves as a reference for
the orbit determination without an attitude model.
A seven day orbit determination arc is selected from the 1st of August till the 8th of August 2013 which holds
374 normal points. The inertial i-frame orbit coordinates are compared with respect to the predicted i-frame
coordinates in a True of Date reference system. These are created from a proceeding seven day arc, which
runs from the 25th of July till the 31st of July 2013 with 286 normal points which is propagated to the first
week of August. Both are subtracted from each other which results in figure 4.18. A clear increasing error
over time is visible, whereas the norm of the orbit vector(|r|) shows a more steady behaviour after three days
of propagation. When these errors are transformed to the l-frame directions (see equation 4.18), it becomes
clear the the tangential direction shows an increasing error over time up to almost one kilometre after seven
days whereas the radial and normal errors show to grow to about 50 m after seven days.
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Figure 4.18: Orbit errors in the i-frame
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Figure 4.19: Orbit errors along the l-frame

4.6. Station analysis

This section will show the performance of the orbit determination based on on the options given in section
4.2. First a global overview of the availability and distribution of the stations will be given. Next, several
station’s individual performance will be analysed.

4.6.1. SLR station position

One of the first things needed in using SLR data is the exact location of these stations. Due to the dynamical
behaviour of the Earth, station positions tend to shift over time. It is therefore important to use the correct
and up-to-date station coordinates in a suitable reference frame. The ITRF is used as a reference frame to hold
the estimated coordinates and velocities of the SLR stations. The server ftp://itrf.ensg.ign.fr/pub/itrf/ is used
to collect the most up-to-date station positions using the ITRF2014 system. Envisat was and is tracked by 37
stations, past its end-of-life up to now. These ILRS stations are presented in table 4.6 with their corresponding
code and monument number as will be used throughout the thesis.



4.6. Station analysis 49

Table 4.6: ILRS SLR station involved in ENVISAT tracking past its end-of-life (Pearlman et al., 2002)

Monument Code Location Name, Country

1824 GLSL Golosiiv, Ukraine
1868 KOML Komsomolsk-na-Amure, Russia
1873 SIML Simeiz, Ukraine
1874 MDVS Mendeleevo 2, Russia
1879 ALTL Altay, Russia
1884 RIGL Riga, Latvia
1886 ARKL Arkhyz, Russia
1888 SVEL Svetloe, Russia
1889 ZELL Zelenchukskya, Russia
1890 BADL Badary, Russia
1891 IRKL Irkutsk, Russia
1893 KTZL Katzively, Ukraine
7090 YARL Yarragadee, Australia
7105 GODL Greenbelt, Maryland
7110 MONL Monument Peak, California
7119 HA4T Haleakala, Hawaii
7124 THTL Tahiti, French Polynesia
7237 CHAL Changchun, China
7249 BEIL Beijing, China
7359 DAEK Daedok, South Korea
7403 AREL Arequipa, Peru
7407 BRAL Brasilia, Brazil
7501 HARL Hartebeesthoek, South Africa
7810 ZIML Zimmerwald, Switzerland
7811 BORL Borowiec, Poland
7820 KUNL Kunming, China
7821 SHA2 Shanghai, China
7824 SFEL San Fernando, Spain
7825 STL3 Mt Stromlo, Australia
7827 SOSW Wettzell, Germany
7838 SISL Simosato, Japan
7839 GRZL Graz, Austria
7840 HERL Herstmonceux, United Kingdom
7841 POT3 Potsdam, Germany
7845 GRSM Grasse, France (LLR)
7941 MATM Matera, Italy (MLRO)
8834 WETL Wettzell, Germany (WLRS)

4.6.2. Global map
As mentioned previously in section 2.1, the ILRS network consists of 51 SLR stations. From this group, 37
stations have shown to be tracking Envisat past its end of life. However, due to the low priority of tracking of
Envisat(currently on the 55th place), the amount of SLR data is limited. From these 37 stations, only a few
are consistently tracking Envisat. When investigating the ground tracks in the year 2014, one can clearly see
several high concentrations around Western Europe, the West coast of Australia and Northern China as illus-
trated in figure 4.20.
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Figure 4.20: SLR ground track of Envisat in 2014

The number of passes over a to-
tal time period of two years(2014/2015)
confirms the ground tracks in 2014.
The four most used stations seem to
be the Austrian Graz (GRZL), the Aus-
tralian Yarragadee (YARL), the Australian
Mt. Stromlo (STL3) and the Chinese
Changchun (CHAL) SLR station. These
four stations exceed by far the other 28
stations as can be seen in figure 4.21 in
2014 and 2015. Also noticeable is the
total average length of a certain station,
which can be seen as well in figure 4.21.
It seems that the total arcs of the SLR sta-
tion Graz posses significantly more nor-
mal points. This might indicate a differ-
ent normal point window length, but this
is not the case after examination of the
normal point CRD files. A standard nor-
mal point window length of 15 seconds
is found for all the stations. This implies
two suggestions. The first being the op-
tion that Graz simply can track Envisat for longer periods of time. This could occur due to the faster estab-
lishment of a connection between the station and the satellite allowing longer arcs. The second option could
be that several stations only choose to track Envisat when it passes slightly direct above the station, rather
than passing at low elevations.
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Figure 4.21: Total observations per station in 2014 and 2015

4.6.3. Time between passes

Another interesting item worth investigating is the separation between the individual SLR passes during En-
visat’s passive state. First an overview of all station passes is given in the period where Envisat is deliberately
being tracked as a passive object from June 2013 to October 2016. The result is given as a bar plot in figure
4.22. In this time period, an average separation of about 300 minutes is found considering all normal points.
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Figure 4.22: Time between passes of Envisat past its-end-of-life

Figure 4.22 shows that it takes on average about three orbital revolutions before Envisat is tracked again by
another station no matter how long the arc is. When the minimum number of normal points is increased to
higher values, the average separation time increases significantly. When one wants to asses, for instance, only
passes with 20 NP’s which corresponds to about two revolutions in this time period, the average time between
two passes takes about 67 orbits. This is illustrated separately in figure 4.23. These average separation times
are considered on a large scale. It would be interesting to see, if certain areas with denser data are available in
order to identify smaller trends. Therefore the average of each month is calculated and plotted in figure 4.24.
Here, a clear seasonal behaviour is seen. The winter months appear to have higher separations between the
normal points. This might be explained by the far higher number of stations in the Northern hemisphere and
in Europe where in winter months, the precipitation is higher than in the summer months which results in
less SLR favourable conditions, resulting in fewer passes and thus larger gaps in the separation between SLR
passes. The summer months thus show a denser distribution of SLR passes.
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Figure 4.23: Minimum of 20 NP’s
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Figure 4.24: Monthly average NP>10

4.6.4. Station quality
Investigating the occurrence of a certain pass length per station shows how often a certain station observes
long passes. In this analysis the three largest contributors of Envisat SLR data over the past years are evalu-
ated. When considering Graz, no specific peak in NP-length occurrence can be seen in figure 4.25. On the
other hand, Yarragadee clearly shows it has an uneven distribution of pass lengths as can be seen in figure
4.26. It clearly has a lot of small data arcs of about 5 normal points or about 75 seconds. This corresponds to
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slightly less than half a revolution.
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Figure 4.25: SLR station Graz 2014-2015
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Figure 4.26: SLR station Yarragadee 2014-2015

The third largest contributor of SLR data of Envisat, Changchun, shows a similar NP histogram like Yarra-
gadee as seen in figure 4.27, having primarily short arcs. The same can clearly be seen for SLR station Wettzell
in figure 4.28.
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Figure 4.27: SLR station Changchun 2014-2015
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Figure 4.28: SLR station Wetzell 2014-2015

As Envisat has spinning periods larger than 130 seconds in 2014 based on the analysis done by Kucharski
et al. (2014), short arc SLR passes could cause problems in the orbit and attitude determination which will be
asses in the proceeding chapter 4 and 5. The large offset of about 2 m between the LRR and the COM could
create confusing situations for the batched least-squares orbit determination process in GEODYN. Where
long arcs which are regarded to be at least longer than one revolution osculate around a certain equilibrium,
shorter ones do not.
Evaluating the performance of the orbit determination process for a total period of two years (2014-2015)
resulted in the following statistics. Figure 4.29 shows the lowest RMS values of the produced residuals for
each station. This could possibly identify a systematic error in a particular station.
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Figure 4.29: Lowest RMS value 2014 and 2015

Station Daedok (DAEK) shows a relatively high minimum RMS value, but holds one of the lowest amounts
of NP data and thus is not representative when comparing it with other stations with much higher amounts
of data.

Figure 4.30 illustrates the mean of each RMS of a pass for all normal point lengths. It shows that across
all stations average RMS values lie in the range of 50-100 cm. This is due to the large amount of passes which
do not cover an entire revolution. When considering long passes with one or multiple revolutions, the mean
should be far closer to zero.

GL
SL

KO
M
L
SI
M
L

M
DV
S
AL
TL
AR
KL
SV
EL
ZE
LL

BA
DL
KT
ZL
YA
RL

GO
DL

HA
4T
TH
TL

CH
AL

BE
IL

DA
EK
AR
EL

HA
RL
ZI
M
L

KU
NL

SH
A2

SF
EL

ST
L3

SI
SL

GR
ZL

HE
RL

PO
T3

GR
SM

M
AT
M
W
ET
L

0

20

40

60

80

100

120

140

160

R
M
S
 [
cm

]

Average RMS 2014-2015 ENVISAT

Figure 4.30: Average RMS value 2014-2015 Envisat
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4.7. Residuals, a first look
Residuals are computed by subtracting a calculated (C) value from its corresponding observed(O) value. This
is often indicated in literature by "O-C". A difference exists due to the fact that the orbital path is centred
in the COM of the spacecraft, irrespective of a rotation involved in the spacecraft. The SLR station however
does not measure the distance between the station and the COM of the spacecraft but between the station
and the LRR. Due to the rotating behaviour of the satellite, an osculating range with respect to the true orbital
path exists. The residuals can thus by found by subtracting the actual observed LRR-station vector with the
calculated vector which evolves from the orbit determination process. Figure 4.31 shows the principle of the
observed(shown in green) and calculated(shown in red) observations vectors.

Figure 4.31: SLR residuals sketch

By analysing the residuals of the SLR measurements and the actual orbit one can clearly see an oscillating
behaviour. This behaviour is a clear sign of a rotational motion of Envisat. Figure 4.32 shows a clear cyclic
period of the rotation as observed by the SLR station in Shanghai. All normal points are evenly spread and the
amplitude of about two meters shows the clear evidence of the LRR-COM offset of two meter. On the right
hand, figure 4.33 shows an example of the residuals from Graz where a clear gap can be distinguished in the
residuals. This type of observation could indicates that at that moment of time, the LRR was blocked by the
satellite body or solar panel. Another reason could be that the SLR station at that time does not receive any
laser photons back due to for instance atmospheric effects.

14:07:19

14:07:49

14:08:19

14:08:49

14:09:19

14:09:49
−2.5

−2.0

−1.5

−1.0

−0.5

0.0

0.5

1.0

1.5

R
e
si

d
u
a
ls

 O
-C

 [
m

]

Station Shanghai (7821) on 2014-05-01

Figure 4.32: SLR residuals example 1
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Figure 4.33: SLR residuals example 2

The residuals will form the basis of assessing the rotational behaviour during chapter 5. The Orbit de-
termination process has been repeated for the time arc 2013/05 till 2016/02 and has created a database of
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residuals and orbit data.

4.7.1. Rotational period
As the residuals clearly shows a periodic behaviour, in the proceeding section, the rotational speed of Envisat
will be determined. This analysis has already been performed by Kucharski et al. (2014) and showed inter-
esting results. For this analysis the Lomb algorithm is used just like Kucharski did. This frequency analysis
method uses a least-squares approach especially suitable for unequally spaced data (Lomb, 1976). The algo-
rithm fits a sinusoidal signal with a particular frequency which matches the data set the best. The standard
Fast Fourier Transform method could be used as well, but requires uniformly spaced intervals. For the case
of normal points there should be a constant spacing between the points, but misfires or blocking of the LRR
causes several gaps in the data, resulting in an unequally spaced data set. Therefore the Lomb method is
preferred. These rotational periods represent the apparent spin period as seen from the ground and not the
true inertial spin period of Envisat.

Apparent spin period
A pre build version in Python is used for this algorithm which is incorporated in the "scipy" package. There
is however one major limitation in this analysis, which is the limited amount of long data arcs spanning an
entire period as was mentioned in section 4.6.4. This results in wrong interpretation of the exact spin period.
An example of the performance of a long arc and a short arc is illustrated in the subsequent figures 4.7a
to 4.7h. The largest local maximum in the power function of Lomb indicates the specific frequency which
matches the residuals.
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Spin period station Arequipa (7403) on 2014-01-27
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(e) Residual C
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(g) Residual D
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Table 4.7: Apparent spin periods for different pass lengths
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A way of solving this problem would obviously be to only take into account arcs which cover at least
one to even two full periods. The effect of taking longer arcs is visible in figures 4.7a-4.7h. The total data
set however strongly diminishes in this way. As seven day arcs are chosen for each orbit determination arc,
slightly different residuals exist due to a different data set in the orbit determination run. This effect has
been averaged by taking the mean of the period over the seven days. Furthermore, a threshold of a minimum
of 25 NP’s is selected as a good representation of a pass. This corresponds to a pass of about six minutes
covering a minimum of two revolutions. If a linear trend function (least-squares fit) is used for this data set,
the difference in RMS becomes clear between a threshold of 20 and 25 NP’s as can be seen in figures 4.34 and
4.35. The apparent effect is quite significant for Envisat’s case due to its relatively long spin period in relation
to the pass duration as was noticed by Kucharski et al. (2014).
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Figure 4.34: Apparent spin period with a threshold of 20 NP’s fol-
lowing a Lomb frequency analysis
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Figure 4.35: Apparent spin period with a threshold of 25 NP’s fol-
lowing a Lomb frequency analysis

Inertial spin period
It is important to notice that the specific frequency from the SLR residuals is not the inertial true spin period,
but an apparent one. As already mentioned by Kucharski et al. (2014) and Kucharski et al. (2009), the fre-
quency signal of the residuals is affected during a pass as the incident angles of the laser beam in the l-frame
changes. In order to correct for this effect, the specific station-satellite geometry/orientation should be taken
into account as well as the orientation of the spinning satellite.
The work of Kucharski et al. (2013) involves simulating laser range residuals with a constant spin rate and a
known orientation of its spin axis in the inertial reference frame. The spin rate is then varied over each run. By
comparing the frequencies of the simulated range residuals with a known inertial input against the measured
apparent frequencies and repeating the simulation until the difference between both achieves a minimum
gives an indication of the inertial spin period.

Another method mentioned in Kucharski et al. (2009), relates the longitude and latitude shift of the laser
beam in the l-frame to this apparent effect. The latitude and longitude angles refer to the spherical represen-
tation of azimuth and elevation in the l-frame. This will be calculated in section 4.7.2. Kucharski et al. (2009)
uses the following analytical expression of the apparent longitude frequency effect:

d f AL = LONl aser,sbc /(360° · t ) [Hz] (4.12)

Where t represents the duration of the pass, LONlaser,l the longitudinal change of the laser vector in the l-frame
and dfAL the apparent longitude frequency shift in the l-frame. For the spherical laser-designed Ajisai space-
craft values where found in the range of 1 mHz. Ajisai orbits a near circular orbit at an altitude of about 1488
km and an inclination of 50°. Next to an apparent longitude shift there exists an apparent phase shift(dfAP)
as well between the different CCR rings. Values for Ajisai where found to lie around 2 MHz. Combined these
corrections result into

fi ner t i al = fappar ent −d f AL −d f AP (4.13)

4.7.2. Spacecraft local frame (l-frame) passes
In order to asses the latitude and longitude change of a single pass within the l-frame, the vector between the
satellite and the station in this frame needs to be known. From the orbit determination process in GEODYN,
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the position and velocity orbit parameters in a true of date inertial reference frame are already known. By
subtracting the station inertial position vector from the satellite inertial position vector, the vector between
the satellite and station can be found. Converting this vector from an inertial frame to a local frame results in
the requested vector. From this vector, the corresponding latitude and longitude angles as defined in the local
l-frame of the satellite can be defined. The conversions follow the conventions from a Cartesian coordinate
system(x,y,z) to a spherical coordinate system(radius, azimuth, elevation) where the azimuth and elevation
angles correspond to the longitude and latitude angles respectively as given in equation 4.14 and 4.15.

l at i tude = ar ccos

(
z√

x2 + y2 + z2

)
(4.14)

long i tude = ar ct an
( y

x

)
(4.15)

The only unknowns in this analysis are the station coordinates in the i-frame and the conversion of the
position vector in the i-frame to the l-frame.
As discussed before in section 4.6, the SLR station coordinates are given in an Earth-fixed reference frame
(ITRF2014). This transformation requires a rotation matrix at a certain epoch as the Earth-fixed reference
frame rotates with respect to the inertial frame. A script is thus created which takes as input the station ITRF
coordinates and time during a pass which returns the station coordinates in the inertial frame at that specific
epoch.

The conversions between theses frame is rather complex and requires information about precession and
nutation of the earth’s spin axis. The python package from the United States Naval Observatory NOVAS as-
tronomy library (NOVAS) is used in order to complete this rotation. NOVAS is a powerful package which
includes polar motion, Earth’s rotation, precession and nutation. Computations are said to be accurate un-
der a milli arc second. NOVAS’ tool "ter2cel" is used which converts a geodetic position vector (terrestrial) to
a geocentric(celestial) position vector. To be more specific, the function converts a position coordinate in the
ITRF(rotating earth-fixed) to the Geocentric Celestial Reference Frame (GCRF). This is a local inertial non-
rotating reference system. As another input it takes the x and y coordinates from the celestial intermediate
pole with respect to the ITRS pole. This information is available from the IERS which produces these param-
eters each day. It can be downloaded from the Earth Orientation Center servers via hpiers.obspm.fr. Fur-
thermore, a precession-nutation model IAU 2000 is selected where the Earth Orientation Parameters (EOP)
are given with respect to the ITRF2008. Finally a Julian date in UT1 format needs to be given. The UT1 time
format, commonly known as the Universal Time, is selected as it is independent of station location. Where
UTC is linked to atomic clocks, UT1 is dependant on the specific length of day. The relation between both is
linked through a specific offset as

U T 1 =U TC +∆(U T 1) (4.16)

Where∆UT1 can be found from the IERS website under Bulletins A and B. These values are by definition quite
small with typical values under a second.

As the inertial orbital parameters of Envisat from GEODYN are not exactly given at the time of a certain
Normal Point, this data should be interpolated accordingly to that certain time stamp. In order to do so, the
python package "scipy.interpolate" is used where a cubic spline interpolation is used. Orbit data is generated
each 10 seconds. The corresponding orbit data set which is selected to be interpolated consists of a data set
ranging from the start of the pass until the end where these times are rounded to the previous and next time
step. In this way the entire pass is enclosed by orbit data. As the interpolation occurs in a single dimension,
each three-dimensional coordinate is treated separately after which they are re-combined to form a three-
dimensional vector. Figure 4.36 shows an example of a pass which is being interpolated between the orbit
and laser data.
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Figure 4.36: Interpolation example y-coordinate

After interpolation, the vector algebra can start. Vectors can be subtracted and added to/from each other
if and only if they are defined in the same frame, in this case the i-frame. The observation vector can be
deduced from the inertial orbit vector and station vector by using:

~robs,com,i =~rsatel l i te,i −~rst ati on,i (4.17)

as can be seen in figure 4.37.

Figure 4.37: Observation vector in inertial frame

The observation vector has been defined in the inertial frame as well and should thus be converted to the
local l-frame in order to evaluate the specific longitude and latitude information for each pass in the l-frame.
By simply flipping the sign of~robs,com,i one ends up with the vector from the satellite towards the station. In
this case this vector is now centred in the satellite’s COM.
Transformation from an inertial celestial frame to the local orbit l-frame are based on the following transfor-
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mations as found in Tapley et al. (2004). Assumed is that the l-frame is fixed to the orbit at all times.

UR

UT

UN

= RLI

i
j
k

=
εx εy εz

δx δy δz

αx αy αz

i
j
k

 (4.18)

Where the unit vector UR,UT,UN represent the radial, tangential and normal unit vectors as given in a local or-
bit frame where the radial direction is assumed to be the primary axis. The unit vectors i,j,k represent the unit
vector between the satellite and the station in the inertial frame~robs,com,i. The elements of the transformation
matrix(RLI) itself follow from

UR = ~rsat

|~rsat |
= εx i +εy j +εz k (4.19)

UN = ~rsat ×~vsat

|~rsat ×~vsat |
=αx i +αy j +αz k (4.20)

UT =UN ×UR = δx i +δy j +δz k (4.21)

Where~rsat and~vsat represent the position and velocity vectors of the satellite’s orbit in the inertial frame
(i-frame).

Now that the observation vector is found in the local l-frame, the corresponding longitude and latitude
angles may be defined. The standard conversion of Cartesian coordinates to spherical may be applied to the
l-frame as well as was already denoted in equations 4.14 and 4.15. This results in the following conversion
which follows the conventions as shown in figure 4.38

Figure 4.38: RTN frame to Lat/Lon angles

The local x-direction corresponds to the tangential along-track direction(UR), the local -direction to the
normal direction(UN) and the local z-direction to the radial direction(UR). Following these conventions of
latitude and longitude, an overhead pass corresponds to latitude angles which passes 180°. The laser signal
points in the direction of the station but the radial direction however points in the direction of the center of
the Earth.
As the laser signal will always come from below the satellite in the local frame, the latitude range could lie be-
tween +90° and +180° together with a full 360° longitude range. An example is shown in figure 4.39 where data
from June 2013 until December 2013 is plotted in a polar/skyplot. Next to it is the same figure from Kucharski
et al. (2014) where data from April until October 2013 has been plotted. Both have the same longitude con-
ventions, but different latitude conventions. Kucharski has taken its latitude positive from the XY(Tangential-
Normal) towards the positive z-axis(in radial direction). This means that in figure 4.40 a latitude angle of -90°
corresponds to the 180° pass of figure 4.39.
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Figure 4.39: Lat/Lon 06/2013 - 12/2013 Figure 4.40: Lat/Lon 04/2013 - 10/2013 (Kucharski et al., 2014)

This figure already gives the first insights in the attitude state of Envisat and makes it possible to draw
several first conclusions. Due to the viewing cone angle restrictions of the LRR, the satellite can only be
observed in specific pass geometries. It is clearly visible that Envisat is mainly being tracked when it passes
on the inverse normal side of its local orbit frame. This means that its orientation must lie in this direction
such that it barely can not be tracked from the other side. A slight portion of passes do however show that
it is possible to be tracked on the normal side. This indicates that its orientation is pointed slightly up with
respect to the nadir vector. How much can be determined by using information of the viewing cone of the
LRR which has a cone-half angle of 60°. It seems that indeed this angle can be found in the skyplot as the
observations show clear limits. By making the assumption that the LRR lies parallel to the satellite’s axis of
rotation Kucharski found a spin axis location in the l-frame at a longitude angle of 269.22° and a latitude
angle of -28.14° by fitting this reflection cone over the observations. This assumptions does not allow for the
evaluation of any precession in the spin axis. When evaluating the sky plot over several years up till 2016 no
indication of a change in pass direction is visible. This might confirm the assumption made by Kucharski that
the spin axis orientation of Envisat is stable in the local orbit frame over the years.

4.8. Conclusions
The orbit determination process chapter has been existentially discussed the station analysis, the GEODYN
program, the creation of residuals and attitude models for COM-LRR corrections and its implementation in
GEODYN. The separation between Envisat passes reaches on average about three orbits. This values increases
significantly when longer passes are considered. During the summer months longer passes show denser
distributions. Using a cannonball model, the oscillating residuals are produced which shows the rotational
behaviour of Envisat. Large empirical accelerations are found due to the low amount of data available in the
orbital arc of seven days. This shows a significant effect on levelling the residuals. An apparent spin period
shows the steady decrease of rotational velocity over the years. A skyplot showed that Envisat could only
be observed from a certain direction in its local frame which remained stable over the years confirming the
estimate of the spin axis direction as was found by Kucharski et al. (2014). Orbit determination of the active
Envisat allowed to validate the use of the COM-LRR correction capabilities within GEODYN.





5
Simulated attitude determination

"There’s really just one thing I can control: my attitude during
the journey, which is what keeps me feeling steady and stable"

— Chris Hadfield Canadian astronaut

Now that the the simulator is created all pieces necessary for the attitude determination are available. As
mentioned before, first only simulate data is considered as it allows validation of the found results. In chapter
6, the real SLR data determination is covered based on the conclusions from this chapter.
This chapter will study attitude determination processes based on simulated SLR residuals only. Several other
passive attitude observation techniques exist as well, like using light curves. This technique analyses the re-
flected photometric signal from the body as a result from the scattered sunlight on particular faces of the body
as is shown by Shakun et al. (2013). Another used method uses ISAR images from a ground-based station and
matches a wireframe model to the observations in order to determine its attitude state as described by Fiege
et al. (2013). SLR is chosen for this thesis due to the relatively large and constant availability of the data. First,
in section 5.1, the process of creating simulated residuals is addressed. Next, in section 5.2, the estimation
of these simulated residuals are evaluated using various techniques for local passes only. Section 5.3 shows
the attitude determination process using multiple station options. Here, different estimation techniques are
tested and several conclusions are drawn in section 5.4.

5.1. Simulated residuals
The simulated residuals are needed in order to validate the correctness of the attitude determination pro-
cess. This is a approach which is commonly not used in previous research done by Kanzler et al. (2015) and
Schildknecht et al. (2015). Now that the rotational model is created in chapter 3 and the orbit data is created
in chapter 4, the simulated residuals can be created. This is done using the same vector algebra technique as
applied for the range observation as given in figure 4.37 but now corrected for the rotating LRR offset in the
l-frame. In order to create a pass of simulated residuals, four major consecutive steps need to be performed.
First the position vector between the station and the COM of the spacecraft needs to be found. This occurs
in the ECI frame. Then, a transformation between the ECI and the local l-frame needs to occur. The corre-
sponding true observation vector follows from the rotating LRR vector and the COM observation vector in
the l-frame. The simulated range residuals finally follow from the difference between the observed range and
the true LRR position range. Figures 5.1 and 5.2 illustrate the transformations between the different vectors
which is summarised in the steps below.

1. Vector between COM and station in an inertial frame:~robs,com,i =~rsat,i-~rstat,i

2. Transform observation vector to local frame~robs,com,i →~robs,com,l, illustrated in figure 5.1 and 5.2.

3. Vector between station and LRR in local frame:~robs,lrr,l =~robs,com,l-~rlrr,l

4. Simulated residuals: Observation - Calculated = |~robs,lrr,l| - |~robs,com,l|

63
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The simulator takes seven initial inputs as given in equation 5.1 in order to create a set of simulated residuals
over a certain time span. These seven can be subdivided in two groups. As a first set of arguments, spin
axis information should be provided. Based on Euler’s rotational theorem, a spin axis location and initial
velocity and direction should be given. As mentioned in section 3.2.2, the spin axis can be given an initial
location based on the spherical coordinate system which takes an azimuth (Az) and elevation (El) angle as
input. Furthermore, the initial rotation velocity (ω0) and direction (counter clockwise or clockwise) should
be provided. Next, the initial attitude from where the rotational integrator takes over, needs to be given. In
order to avoid singularity issues, a set of quaternions needs to be used in stead of Euler angles. This results in
the following state vector:

A0 = [
Az El ω0 q0 q1 q2 q3

]
(5.1)

Figure 5.1: Inertial frame Figure 5.2: Local frame

As an example setup the following input parameters are given to the simulator where its corresponding
vectors are plotted in figure 5.3 illustrating the inertial frame and figure 5.4 the local frame.

Table 5.1: Sample initial state variables

Az [deg] El [deg] ω0 [deg/s] qw [-] qx [-] qy [-] qz [-]

270 -28 2.88 0 0 0.515 0.8571
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The corresponding residuals are shown in figure 5.5 where a pass from Graz is simulated on the 1st of
August 2013.
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Figure 5.5: Example of simulated residuals of Graz on 2013/080/1 with interpolated line

5.1.1. Effect of COM variations on residual signal

The center of mass position was assumed to be fixed since end-of-life in the Envisat specific frame. If for some
reason the left-over fuel would be vented even further, the x position in the f-frame of the COM would shift
further in the negative direction. As is still unknown what exactly happened to Envisat a possible collision
could also be a possibility. In this case the COM of the vehicle could also be shifted in all directions. Small
offsets from the nominal assumed value are given in figure 5.6.
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Figure 5.6: COM variations and their effect on the residuals

From this figure it is shown that slight variations in the COM position, have slight variations in the residual
signal under the assumption that the inertia tensor remains constant. Moment of inertia changes will result in
an increased offset over time, as it only effects the integration process. Taking into account shifts in moment
of inertia is not considered in this thesis.
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5.1.2. Station passes- Time in view
When considering simulated station passes, specific passes from all ILRS stations can be selected. This makes
that specific station-satellite connection times could be derived first as this is a major input in the simulator.
There are however three main constraints which are opposed to this analysis. First there is a ten degree station
elevation margin which would eliminate major atmospheric(or other blocking) corrections. Next there is a
visibility model. As was seen in figure 4.39, Envisat could only be observed from certain latitude/longitude
combinations due to the orientation of Envisat and its relative LRR position. This results in blocking of the
LRR. This constrains the amount of passes significantly. Last, there is the visibility cone of the LRR itself. The
LRR has been designed in such a way that the half cone angle can not exceed 60° from its normal and does
not have any restrictions in terms of azimuth such that a full 360° visibility is possible.

Theory Station pass geometry and earth coverage is a well studied subject. Wertz (2009) describes the nec-
essary theory behind the computations. This section will show the analytical theory behind these station
passes.

Figure 5.7: Earth coverage ground track (Wertz, 2009)

Figure 5.7 shows the standard case of a the access
area of a satellite in orbit. From the minimum el-
evation angle (εmin), the maximum Earth Central
Angle (λmax ) and maximum nadir angle (ηmax)
can be derived using:

λmax = 90°−εmi n −ηmax (5.2a)

sinηmax = sinρ cosεmi n (5.2b)

sinρ = RC/(RC+H) (5.2c)

Where the angular radius as seen from the satel-
lite is expressed as ρ and is approximately 63°
for Envisat. A clear circle is visible on the Earth,
which shows that when the satellites visibility cir-
cle is within this range, a connection is theoreti-
cal possible.

The minimum Earth central angle, λmi n , is governed by the angle between the satellite’s ground track and the
particular ground station. Together with instantaneous latitude (φ) and longitude (λ) of the orbit pole (op)
and ground station (gs) this angle becomes

sin(λmi n) = sin(φop )sin(φg s )+cos(φop )cos(φg s )cos((∆λ)) (5.3)

Where ∆λ equals the longitude difference between the ground station (g s) and the orbit pole (op). The orbit
pole is defined as the pole of the orbit plane at the time of observations and its latitude and longitude is
related to the following two relations

φop = 90°− i (5.4a)

λop = Lnode −90° (5.4b)

The inclination (i ) and longitude of ascending node (Lnode ), are thus the two parameters needed to describe
the spacecraft’s circular orbit with respect to the ground track. In the simplified case of a non-rotating earth
the time in view (T) can then be found as

T = P

180°
arccos

(
cosλmax

cosλmi n

)
(5.5)

Where P equals the orbital period of the satellite.
This access time refers to the theoretical time in view of the satellite with respect to a certain ground

station. The actual earth coverage however is governed by the the time the instrument (Laser Retro Reflector
(LRR)) can actually be observed by the station. These access areas can be regarded the same if an omni-
directional antenna is selected. The LRR has however a particular viewing cone (cone half angle α) which
together with its attitude pose constraints on this access area, also referred to as instantaneous footprint area
(Wertz, 2009). What actually happens when the symmetry axis is shifted from nadir looking to a slight offset
over an angle φ is sketched in figure 5.8.
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Figure 5.8: Field of view sketch of the viewing cone of the LRR with a half cone angle of α. Red: Nominal nadir looking. Green: With
offset φ. Orange: outside maximum angular radius

A certain amount of the viewing cone(orange) will no longer be useful as it points outside the maximum
angular radius ρ as shown by the red outer lines in figure 5.8. When the instrument is no longer nadir look-
ing, the ground trace will no longer represent a circular access area as will be shown in figure 5.9. This sketch
shows the case where the angular radius approximates the half-cone angle of the LRR. As is the case for En-
visat, the angular radius is about three degrees larger than the half-cone angle. This results that an elevated
spin axis would allow for a possible larger footprint area on the elevated side. It has been decided to use STK
as a simulation tool to asses the start-stop times given a particular viewing cone orientation and size as will
be discussed in the proceeding paragraph.

Systems Tool Kit (STK) When only considering minimum elevation angles the start-stop time of a specific
station pass can be analysed. STK can be used to give a start stop time while allowing constraints on the cone
angle, minimum elevation and orientation. Before STK is used as a tool to calculate the pass times a small
verification is performed.
STK takes TLE data as an initial state and propagates the orbit using a simple SGP4 propagator. As a bench-
mark the real SLR start/stop times are compared to the ones from STK using the following simple settings
for a seven day arc from the first of august 2013 till the 7th of August 2013. The LRR has a half cone angle of
60° and is rotated in the l-frame with corresponding azimuth and elevation spin axis angles of +270° and -28°
respectively, together with the assumption that the Zb-axis coincides with the spin axis as was assumed by
Kucharski et al. (2014). Figure 5.9 shows the corresponding coverage (green) next to the coverage from the
nominal attitude state with a nadir looking LRR (red).

Figure 5.9: Nominal vs passive state LRR pointing using STK
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Furthermore, an elevation cut-off angle of 10° is selected just like in the GEODYN orbit determination
runs. Only one station (Graz, 7839) was considered as a sample case. The corresponding contact times are
given in table 5.2. Where "***" indicates there is no corresponding pass. When comparing both lists some
conclusions can be drawn. First there are quite some gaps in the real SLR data passes. This is easy to under-
stand as each station in reality does not track each satellite it encounters. Graz is tracking Envisat regularly as
from the 16 theoretical possible passes, only 4 are not being tracked. Next there seems to be some difference
between the actual stop start times. This might be due to the fact that no rotation was assumed which could
block possible signals or even point further. Other reasons could include slightly wrong orbit predictions
which result in re-calibration during first contact, and other operational constraints.

Table 5.2: SLR vs STK

Real SLR data STK data

Date Start time [UTC] End time [UTC] Start time [UTC] End time [UTC]
13/08/01 8:48:00 8:54:46 8:45:47 8:55:07
13/08/01 20:09:05 20:11:47 20:06:13 20:10:11
13/08/01 21:46:56 21:51:06 21:44:24 21:51:08
13/08/02 8:11:12 8:16:21 8:10:19 8:17:04
13/08/02 9:55:24 9:56:50 9:51:11 9:55:08
13/08/02 21:09:22 21:15:20 21:06:20 21:15:40
13/08/03 *** *** 9:13:48 9:19:42
13/08/03 20:31:08 20:37:39 20:32:36 20:36:12
13/08/04 *** *** 8:35:41 8:44:31
13/08/04 *** *** 21:33:30 21:41:14
13/08/05 *** *** 8:00:35 8:05:58
13/08/05 9:40:28 9:41:48 9:39:59 9:45:45
13/08/05 20:57:09 21:05:17 20:55:53 21:05:27
13/08/06 9:02:59 9:10:35 9:01:29 9:11:21
13/08/06 20:22:13 20:28:25 20:20:40 20:27:23
13/08/06 22:02:13 22:06:55 22:01:42 22:06:01

Overall it can be said that using STK provides a basic way of evaluating the specific start/stop times of
certain passes based on a simple approximation of its attitude. As for simulation purposes, the accuracy of
a specific start and stop times are not considered to have a large effect on the attitude determination per-
formance, therefore STK will be further used for providing this data while using the assumptions on the spin
axis.

5.2. Attitude Estimation
Now that a known residual set is created, a corresponding suitable estimation procedure must be found. By
varying the initial parameters A0 as introduced in equation 5.1, a match with the simulated residuals can be
found. The procedure in finding this solution is in fact an optimization problem, where the total difference
between the estimated residuals (νestimated) and the simulated (true) residuals (νsimulated) needs to be min-
imized. This results in the desired state where ∆ν = |νsi mul ated −νest i mated | needs to be minimized where
the norm is taken from the difference between all simulated residuals and all true residuals. A well-used
approach in this optimization is the least-squares approach.

5.2.1. Least-squares
Determining attitude and orbital states based on a-priori-information and models relies on several estima-
tion techniques. Just like the orbit determination procedure which relies on a least-sqaures approach, the
attitude determination procedure can be set up.
State estimation uses the partial derivatives of the observables with respect to various solved-for parameters
to correct an a priori estimate of the parameters. Updating the state vector can either occur sequentially or as
a batch estimator. Sequential or recursive estimation uses a new estimate of the state vector after each obser-
vation. The batch estimator on the other hand uses the partial derivatives of all the observations in order to
produce a single update of the state vector. Wertz (2012) argues that a sequential estimator is more sensitive
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to individual data, thus converging to a solution more quickly, but on the other hand being less stable than
the batch estimator.
All estimation techniques use three main elements. These are the actual state vector (x), the observation
vector (y) and observational model vector (z). Table 5.3 shows the difference between the three elements.

Table 5.3: Estimation process parameters

x y z

Dimension m n n
Composition Attitude variables needed for

attitude determination
Observation
measurements

Predicted values of
observational vector based
on estimated vector
elements z=g(x,t)

Scipy-python An open-source python package called "scipy" which includes quite some optimization tools
is used which is able to solve a nonlinear least squares problem. Within this package, several minimiza-
tion methods can be selected such as the Trust Region algorithm which is suitable for large sparse prob-
lems with suitable bounds, a dogbex algorithm which is not recommended for rank-deficient Jacobians and
the Levenberg-Marquardt algorithm which unfortunately does not handle bounds. As mentioned by Wertz
(2012), the Gauss-Newton differential correction procedure (batched least squares) has the problem it some-
times does not converge unless the a priori estimate is close enough to a good appropriate value. The gradient
search method may be used to overcome this problem, but this again has the disadvantage of slow conver-
gence when the solution is approached. The solution lies in the algorithm from D.W. Marquardt(also called
the Levenberg-Marquardt method) which optimizes both techniques. It chooses the appropriate method
based on each situation. That is, when the parameters are far from their optimal value, the algorithm works
like the gradient search method (steepest descent). On the other hand when the parameters are close to their
optimal value, the standard Gauss-Newton method is selected (Gavin, 2016). The big downside off course lies
in the fact that the algorithm can not handle bounds. Why this is a problem will be explained in section 5.2.2.

5.2.2. Bounds

By providing the estimation algorithm with constraints/bounds on the input parameters, the algorithm is
forced to look for a suitable answer within these bounds. This will result in faster convergence to the desired
output. The closer the a-priori initial state is to the exact true solution, the smaller the bounds can be. Con-
cerning the spin axis and location, several bounds can easily be used under the following strict assumptions.
A stable spin axis location is assumed based on the assumptions made by Kucharski et al. (2014) as well as
the inertial spin period which can be bounded with a RMS of a couple of seconds around a certain value. As
Envisat’s rotational speed is slowly decreasing, a trend can be used to predict its spin period at a certain time.
The initial quaternions however are quite hard to constrain. When these values are unconstrained, several
local minima occur depending on the initial a-priori estimate. Furthermore equation 3.3 must hold satisfying
the quaternion unit norm condition. Figures 5.10 and 5.11 show two such examples where several local min-
ima have found after different initial quaternion state vector where provided. Both situations use the bounds
as described in table 5.4

Table 5.4: Bounds to input variables

Az [deg] El [deg] ω0 [deg/s] qw [-] qx [-] qy [-] qz [-]

260 270 -30 -26 2.83 2.92 -1 1 -1 1 -1 1 -1 1
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Figure 5.10: Local minimum example 1 Figure 5.11: Local minimum example 2

5.2.3. Local optimization

If a certain initial condition is close enough to the true result, a local optimization algorithm could possibly
suffice to provide the correct answer. A number of tests were performed to check the quality and perfor-
mance of this search. Table 5.9 gives the inputs and its bounds which have been used for various simulations
throughout this subsection.

Table 5.5: Bounds to input variables

Az [deg] El [deg] ω0 [deg/s] qw [-] qx [-] qy [-] qz [-]

True conditions (Simulated): 250 -28 2.88 0.1488 0.08945 0.507 0.844
Initial conditions: 240 -30 2.83 0.1 0.07 0.4 0.8

Bounds: 200 300 -31 -25 2.83 2.92 -1 1 -1 1 -1 1 -1 1

Within scipy there are several local optimization tools which minimize a certain function. Several meth-
ods exist within this optimization. The two main options which support bounds or constrains on the problem
are the Sequential Least Squares Programming (SLSQP) and Limited-memory Broyden-Fletcher-Goldfarb-
Shanno with Bound constraints (L-BFGS-B) methods. A comparison between both methods has been made
with the same conditions.

SLSQP The SLSQP algorithm is more or less similar to the Broyden–Fletcher–Goldfarb–Shanno algorithm
(BFGS) method such that it evaluates a descent direction in each step and a variable step size. From 1970,
this method has grown in popularity due to its ability to handle nonlinear constraints. Its fundamental idea
is to model a given approximate solution using a quadratic programming sub problem which then uses this
solution to construct a better approximation of the next solution. By iterating this process, a sequence of
approximations is created which eventually would converge to the true solution (Boggs and Tolle, 1995).

A pass from Zimmerwald on the first of August 2013 taken from 21:43:14 till 21:51:14 is used for the up-
coming evaluations. Figure 5.12 shows the evolution of all the input parameters with respect to the true
solution from the simulated input.
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Figure 5.12: State variables SLSQP
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Figure 5.13: Convergence SLSQP

L-BFGS-B The L-BFGS-B method approximates the BFGS method but requires a limited amount of com-
puter memory. Its principle is best compared to a quasi Newton optimization algorithm but uses an esti-
mation to the inverse Hessian matrix (Dai, 2013). Instead of storing the entire Hessian matrix, the L-BFGS-B
algorithm only takes a few vectors which are enough to reconstruct approximately the full Hessian (Liu and
Nocedal, 1989). The L-BFGS-B method is compared against the SLSQP method with exactly the same param-
eters. The results are shown in the figures below.
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Figure 5.14: State variables L-BFGS-B

200 400 600 800 1000 1200
Function evaluation

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

|R
M

S|
 [m

]

Parameters during optimization

Figure 5.15: Convergence L-BFGS-B

It is clearly visible that the L-BFGS-B algorithm takes significantly longer to converge compared to the
previousS SLSQP method. From figure 5.14 it is seen that the quaternions converge at a relative value of -
200% of the true value. This matches the inverse quaternion which implies exactly the same rotation as the
true quaternion.

Varying the initial conditions These initial guesses of the state lie rather close to the optimum. When the
offset of the initial conditions are given a higher offset with respect to the true solution, the problem does
not converge to the true solution, but to a local minimum. An example of a state vector which has randomly
selected quaternions is given in table 5.6.

Table 5.6: Random quaternions initial state vs true attitude state

qw qx qy qz

True 0.1488 0.08945 0.507 0.844
Initial guess 0.5 0.8 0.1 -0.6
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To illustrate what this looks like figures 5.16 and 5.17 are created. It is clear that the initial rotation where
Envisat is put in, is totally different from the true solution. In both cases the spin axis properties remain the
same.
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Figure 5.16: True initial attitude
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Figure 5.17: Initial attitude guess

The SLSQP algorithm is used and its results of the residuals are shown in figure 5.18 and the corresponding
parameters during optimization are found in figure 5.19
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Figure 5.18: Residuals wrong quaternion offset
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Figure 5.19: State parameters during least-squares fit

From this analysis, it can be seen that local minima occurs if the quaternion set is set too far apart from
the true value. Bounds are thus crucial in a local optimization analysis. Figure 5.17 shows a position of Envisat
which is actually not possible based on the skyplot analysis performed in section 4.7.2 and illustrated in figure
4.39.
This immediately results in a small next test where the initial condition lies within this assumed visibility
range. If the initial orientation is set as the true initial position but rotated 90 degrees around its Zb-axis such
that it is oriented as in figure 5.20, the LRR should be in view for the selected station pass geometry. The same
local optimizer is ran, and the converged residuals and parameters are shown in figures 5.21 and 5.22.
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Figure 5.20: +90 degree rotation around Zb from true initial attitude (figure 5.16)
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Figure 5.21: Residuals offset 90 deg
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Figure 5.22: State parameters during least-squares fit with 90 de-
gree offset

From the converged parameters one clearly sees that the solution does not resemble the true solution at
all, although the residuals show a pretty good fit. This means that not only the initial plane where the LRR lies
in is of importance(visibility constraints), but the total orientation should not lie too far apart from the true
solution. This makes it quite hard to only estimate local passes based on no a-priori information using the
proposed methods as before.

Euler Quaternion (EQ) When one assumes that the spin axis of the satellite approximately coincides with
one of the principal axis, one could first try to determine the initial Euler angle around this axis, from which
an estimate of the initial quaternions follows. This allows the full quaternion estimator to work with a guess
which is as close as possible to the true value.
In order to demonstrate this capability, a slightly inclined new orientation is chosen with an Euler angle of 50
degrees from the true attitude(table 5.6) as given in table 5.7.

Table 5.7: Quaternions initial state where Zb coincides with spin axis

qw qx qy qz

True -0.22185 0.2954 0.4218 0.82796
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The Euler angle itself converges relativity fast as is seen in figure 5.23. An initial guess was set at 160°.
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Figure 5.23: Euler angle convergence when Zb-axis lies in the spin axis direction

The quaternions found from this iteration are that close to the true solution that an additional estimation
with the quaternions as a full state vector is unnecessary. The method seems to work when the important
assumption is made that the bodies z-axis coincides with the spin axis. This might not be the case as was
speculated in literature before by Shakun et al. (2013). Therefore a new initial orientation is set-up which has
a slight deviation of a couple of degrees between the z-body axis and the spin axis orientation which results
in the following quaternion set as given in table 5.8.

Table 5.8: Quaternions initial state 3 with small precession

qw qx qy qz

True -0.228236 0.27047 0.38627 0.851789

The Euler angles converges to a stable value after about the same number of iterations as in figure 5.23.
The resulting parameters from this first guess are however slightly different than the true solution. This is
expected due to the induced precession in this model, whereas the first part of the EQ-method assumes a
stable spin axis. It however does have the rotational vector as an input state vector for which it tries to com-
pensate the induced precession by varying the azimuth, elevation and speed of the rotation axis, which could
result in a lower total residual value, but slightly shifts the corresponding correct Euler angle as well, therefore
careful consideration of these bounds must be given. The first part of the EQ-method only involves a simple
Euler rotation around the spin axis, assuming that the spin axis coincides with the z-axis(or another chosen
principal axis). The full quaternion evaluation however requires quite a lot more iterations due to this more
sophisticated rotation and three more parameters (7 in stead of 4). The results are given in figures 5.24 and
5.25.
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Figure 5.24: Results after the first estimation scheme with the sim-
plified model
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Figure 5.25: Results after the second estimation scheme with the
full quaternions as input

This new method shows good performance even with a slight precession in the spin axes. In the remaining
thesis, this method will therefore be addressed as the EQ method.

5.2.4. Length of pass

A common assumption is one where the the total pass length needs to be at least one revolution in order to
process enough rotational behaviour. This section will investigate this assumption. A simple test has been
created for a single local station pass of Hartebeesthoek on the first of august 2013. In a theoretical case based
on the station-viewing assumptions, Envisat should be visible for about seven minutes. However in practice,
the practical viewing time could be quite shorter than what is theoretical possible. In order to asses the use
of shorter residual arcs, the number of normal points being used in the estimation scheme is reduced to only
7 NP’s instead of the original 30 NP’s. In all cases, the same initial guess of the SLSQP local optimization
algorithm is used which is given in table 5.9. The results are given in figures 5.26-5.29.
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Figure 5.26: SLSQP performance all 30 NP’s
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Figure 5.27: Corresponding residuals all 30 NP’s
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Figure 5.28: SLSQP performance 7 NP’s
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Figure 5.29: Corresponding residuals 7 NP

This test shows that indeed a solution is found in both cases. But when comparing the converged solu-
tions it becomes clear that the reduced number of NP’s does not converge to the true solution as is seen in the
parameters which are plotted for each function evaluation in figures 5.30 and 5.31. This is one of the reasons
why using simulated data to validate the outcome in this thesis is of importance.
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Figure 5.30: Parameters during optimization for all 30 NP’s
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Figure 5.31: Parameters during optimization for 7 NP’s

The question arises what a minimum number of normal points would be in order to have a true successful
convergence. One would think that at least one revolution is enough to determine the exact solution. So in
the upcoming case, ten normal points are selected covering about 150 seconds of data which is 25 seconds
longer than one revolution of 125 seconds. The convergence results of all parameters are shown in figure 5.32
next to its corresponding matched residuals in figure 5.33.
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Figure 5.32: Parameters during optimization for one revolution
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Figure 5.33: Corresponding residuals for one rotation

Even one rotation does not give enough guarantee for a correct convergence of the full rotational set
as can be seen in figure 5.32. This is interesting as Envisat mainly posses small data sets. By varying the
maximum amount of normal points in a pass, until the solution converges to about 1% of the true solution,
a minimum number of normal points of 17 is found which corresponds to about two rotations which can be
seen in figures 5.34 and 5.35.
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Figure 5.34: Parameters during optimization for 2 revolutions
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Figure 5.35: Corresponding residuals for 2 rotations

A similar analysis has been performed for a pass from Zimmerwald, again here the SLSQP optimization
only succeeds (convergence within 1%) after a minimum of two revolutions. This might be a problem with
real Envisat data, as most passes are not that long, as was shown in section 4.6.

The Nyquist-Shannon sampling theorem This theorem sets a specific condition on a sample rate that al-
lows a discrete sequence of samples to capture all information from a continuous-time signal. The sampling
frequency should be at least twice the highest frequency contained in a signal in order to avoid aliasing (see
figure 5.36), which although matches the specific sampled points, does not produce the same signal. Thus if
Envisat is spinning at a period of 130 seconds (0.0076 Hz) and this is regarded the highest frequency in the
residual signal, the normal point distribution of 15 seconds (0.06 Hz) lies well above the minimum of 0.015
Hz (66 seconds) required. For a perfect sine wave this might be true, however, larger frequencies do exist in
the residual signal as well(around 0.06 Hz), as was shown in section 4.7.1. This implies that using higher rate
data could result in better estimates. One could use the higher rate full-rate data, but the amount of data is
quite limited.
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Figure 5.36: Aliasing problem, sample frequency is lower than twice the main frequency, which results in a wrong estimated signal

Initial conditions Whether or not a better initial condition could influence the converged result is still un-
known. From figures 5.32 and 5.34, it is clear that the elevation angle of the rotational vector poses the largest
offset from the true solution in the last iteration. Bringing the initial condition of the elevation angle pretty
close to the true solution has unfortunately no significant effect on the convergence. Even when lowering
all initial conditions to a value pretty close to the true solution(see table 5.9), the local estimation procedure
does not produce good enough results which is shown in figure 5.37.

Table 5.9: Bounds to input variables 2

Az [deg] El [deg] ω0 [deg/s] qw [-] qx [-] qy [-] qz [-]

Initial conditions(sim): 250 -28 2.88 0.1488 0.08945 0.507 0.844
Initial conditions(estem): 249 -28.5 2.87 0.14 0.089 0.50 0.84

Bounds: 200 300 -31 -25 2.83 2.92 -1 1 -1 1 -1 1 -1 1

0 50 100 150 200 250
Function evaluations [-]

6

4

2

0

2

4

6

%
 F

ro
m

 tr
ue

 s
ol

ut
io

n

Azimuth w_vec
Elevation w_vec
Rot. vel. w_vec
Quaternions
RMS

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.1

0.2

0.3

0.4

0.5

|R
M

S|
 [m

]

Parameters during optimization

Figure 5.37: 1 revolution better initial conditions Hartebeestehoek

Even if the initial guess is very close to the true solution the solution does not converge locally to the
correct answer if time arcs below 2 periods are chosen.

EQ method As was mentioned before, a different local optimization method may be used as well under the
assumption that Envisat is rotating around one of its principal axes. Now this method is evaluated in terms of
minimum length needed. As a sample, the following rotational inputs(table 5.10) are used from a pass from
Graz on the 5th of August 2013 covering a total of 39 normal points.
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Table 5.10: EQ pass length evaluation initial parameters

Az[deg] El [deg] period [s] qw [-] qx [-] qy [-] qz [-]

Input 270 -28 129 -0.338 0.2527 0.542 0.726
Initial estimate 250 -45 130 - - - -

By varying the amount of normal points in this pass the convergence performance is analysed. The results
are given in table 5.11.

Table 5.11: Unbounded length of pass evaluation results

Number of NP’s Convergence? Function evaluations f f i nal [m]

39 Yes 1000 0.0007
30 Yes 1100 0.0008
25 Yes 800 0.0006
22 Yes 1200 0.004
20 No 440 0.6

During the Euler angle approximation phase, the elevation angle seems to shift up to a positive value when
the number of normal points is decreased, causing the solution in the second phase not to converge to the
true solution. The first phase does show smaller residuals for higher elevations angles, but can be discarded
due to the assumed semi-fixed orientation in the l-frame (based on the station pass analysis in figure 4.39). By
imposing bounds(-90° to -20 °) to the elevation angle in the first phase this problem is solved and the solution
even converges with 20 normal points as is presented in table 5.12.

Table 5.12: With bound on elevation

Number of NP’s Convergence? Function evaluations f f i nal [m]

20 Yes 700 0.0004
15 Yes 650 0.004

From 15 normal points(slightly bigger than one revolution) the solution shows increasing errors from the
true solution which are still within certain limits of the true solution. The convergence results are shown in
figures 5.38 and 5.39.
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Figure 5.38: Parameters during optimization for 15 NP’s
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Figure 5.39: Corresponding residuals for 15 NP’s

5.2.5. Global optimization algorithms
This section will discuss the used algorithms in order to find the best solution and asses its performance. Two
global optimization algorithms are included in the scipy package of python. These are differential evolution
and basinhopping. This section will test and evaluate both methods.
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Differential evolution This algorithm is implemented using the scipy package. This stochastic method is
based on the work of Storn (Storn and Price, 1997). Instead of relying on gradient search (steepest descent
methods), the differential evolution method mutates each candidate solution with other solutions in order
to create trial candidates from which it selects the best and continues with these candidates. This is an im-
proved genetic algorithm. The differential evolution algorithm uses a L-BFGS-B method to polish the best
population member at the end which gives an even higher accuracy. As a method the "best1bin" option was
selected, which selects two members of the population randomly and their difference is then used to mutate
the best member using a binomial crossover and only taking into account one pair.

The best1bin resulted in a found optimum at a lowest function value of 0.32 m and corresponding initial
euler angles of 89.63°, -21.7° and 166° in yaw, pitch and roll respectively, which is not the desired true solution
(Eultrue = [180,0,62]° in yaw, pitch and roll). Therefore a larger population size and lower tolerance criteria
should be evaluated, next to allowing multiple iterations.
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Figure 5.40: RMS of each function evaluation
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Figure 5.41: Corresponding residuals

Another pitfall of the algorithm is that it tends to go to the initial attitude Euler state corresponding to
[-180,0,62]° in yaw pitch and roll respectively in stead of [180,0,62]° which is the true global optimum. Figure
5.42 shows the results of the "best2bin" method in terms of convergence for a population size of 15, maximum
iterations of 10 and a tolerance criteria of 0.01.
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Figure 5.42: "best2bin" method
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The differential evolution method shows a large sparse area after which, all local minima found are evalu-
ated for their true global minima. This initial sparse area is defined by the user’s input parameters population
size and maximum iterations. The population has a total size of the input parameter multiplied with the
number of arguments (8). Mallipeddi and Suganthan (2008) mention that the success of a differential algo-
rithm depends on the correct use of the population size. Choosing a too small population could result in
fast convergence but with the risk of stagnation. That is, if the population remains diverse, but it looses it
diversity and won’t progress any more resulting in a case like in figure 5.41. When comparing all methods
with the options, the "rand2bin" strategy (where not the best, but a random member is mutated) seems to
convergence to its optimum in the smallest amount of function evaluations. All options converge to nearly
the true optimum.
Concluding it can be seen that the method has some drawbacks in terms of speed and accuracy.

Basinhopping algorithm Unlike the differential evolution algorithm, the basinhopping algorithm imple-
mented in scipy is a non-population based method (Wales, 2003). Just like in the differential evolution case,
a L-BFGS-B method is used. This algorithm shows that it must evaluate all local minima before drawing con-
clusions regarding a global result. Due to the random selection of a set of parameters this method is quite
slow. This results in a large number of iterations before the optimum is found, as can be seen in figure 5.43.
There are about 9-10 different local optima that have RMS values under 1 m, which lie pretty close too each
other.
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Figure 5.43: Basinhopping algorithm

The corresponding attitude parameters of these minima needs investigation. A possible scenario could
be that the baisnhopping algorithm always finds the same/similar local minima. Another could be that a
certain symmetry with respect to the true solution creates more or less similar convergence function values.
Two cases are examined. One with a 0.2 standard deviation bound on the quaternions, and one with no
bounds. Both cases are evaluated for the same number of iterations and starting from an initial guess of
quaternions which is chosen arbitrary (q=[0.1,0.1,0.1,0.1]). The results can be seen in figure 5.44 and 5.45. A
tolerance criterion of 0.01 is used in the algorithm which only accepts minima which lie under a total RMS of
0.01.
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Figure 5.44: All local minima found with no constraints on quater-
nions with a wrong initial guess of the quaternions
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Figure 5.45: All local minima found with no constraints on quater-
nions with a correct initial guess of the quaternions

It is clearly visible that the quaternion parameters lie pretty close to each other and that the algorithm
tries to obtain a better result each iteration. There exists however another optimum where the algorithm
takes quite some iterations as well. This is located at exactly the inverse of a quaternion set (q and -q). This is
due to the fact that no constraint is put on the quaternions such that it allows to divert to exactly the opposite.
A unique rotation is defined by a pair of opposite (antipodal) unit quaternions. This figure shows it is save
to conclude, that only one exact global optimum exists, which can be seen in the RMS values. Only for one
particular set of parameters, a total RMS value below a certain threshold exists. It is not necessary due to the
initial guess that these figures are produced like they are shown above. Some runs, the algorithm would only
show the opposite solution (-q) and some times only the positive solution (q). Sometimes it shows both as is
illustrated in figure 5.44. Fact is that having an initial guess as close as possible to the correct solutions does
not affect the performance.

A function tolerance criteria of 0.01 shows a clear convergence to the suitable answer. Increasing this
number allows a lot more local minima to be accepted by the algorithm which is shown in figures 5.46 and
5.47.
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Figure 5.46: ftol=0.05
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Figure 5.47: ftol=0.1

Although these minima do not approach the true solution, their resemblance is quite significant. On this
point there is no direct relation between a local minima and the true solution. It would be useful for later
analysis if one knows how far these local minima lie from each other.

5.2.6. Evaluating bound ranges
The EQ method is selected as the estimation method for a local minima search. This section will show the
allowable bounds wherein the initial conditions must be set in order for the local optimization method to
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succeed. The results of this test are presented in table 5.13. The rotational velocity expressed as the period
(P) is always constraint at a standard deviation (σ) of 20 s. For each run, either the azimuth or the elevation
angle (or none) of the spin axis is constraint.

Table 5.13: Values from which the solution diverges to another local minimum

Situation Test run Constraints ∆ Azim [°] ∆ Elev [°]

A 1 Az σ= 20° + P σ=20 s - ± 140
A 2 El σ 20° + P σ=20 s ± 160 -
A 3 P σ=20 s None None
B 4 Az σ= 20° + P σ20s - ±110
B 5 El σ 0.20° + P σ=20 s ±120 -
B 6 P σ=20 s See down See down

In this table the∆Azim and∆ Elev show the deviations of the azimuth and elevation angle of the spin axis
from the true solution from which the local EQ method starts to divert to another local minimum. Table 5.14
briefly summarizes both situations A and B.

Table 5.14: Situations from 5.13 explained

Situation Explanation

A Rotation around principal Zb axis with Az=270°, El=28°
B Rotation around principal Zb axis with induced precession (Roll+0.5 [rad])

If one element of the spin axis is constraint (test runs 1,2,4,5) and the others are not, this might result in
local minima that are not the true solution. These margins are however quite large. When precession is added
(situation B), these margins tend to decrease.
When no constraints are set on spin axis location in case when the spin axis is aligned with the principal Zb

axis, the solution always converges to the true result as is seen in test run 3. This appears due to the fact that
a pair of different azimuth and elevation combinations exist which result in the same solution. That is, at
Az-180° and 180°-El, the same solution is found as when the original azimuth and elevation angles of the spin
axis were to be used. Situation B, where precession in the spin axis is added shows slightly more sensitive
results for constraints on azimuth and elevation of the spin axis. Furthermore the Euler angle step converges
first in the most extreme situation, after which the full quaternion step takes over and fits the exact attitude
information. This results in a higher number of steps required in order to converge. Test run 6 with situation
B showed that constraints are necessary as the solution resulted in several local minima which are not the
true solution but the inverse of the spin axis. Although the residuals seem to fit quite well for this inverse(in
the counter direction of the original axis), the total RMS of the residuals show slightly higher values (about 2
m). Furthermore the rotational speed converges to its minimum constraint. This situation is new and is only
found when precession is added to the spin axis.

5.3. Multiple stations
This section will show the attitude determination for multiple stations passes. Just like in the estimation
scheme of orbit determination, the problem becomes better constraint when multiple unique passes or more
data is available. Instead of estimating the attitude of only one pass at a time, another method will be inves-
tigated. That is by looking at the residuals of an entire batch of passes. First a case with a relatively short arc
will be presented for demonstration purposes, then a longer arc will be evaluated.

5.3.1. Short arc-demonstration
As mentioned in section 5.1.2, the number of stations which are in view can manually be adapted. As a
first demonstration test, a single arc on the 1st of August 2013 was selected over Western-Europe around
21:40. In this pass, Three stations (Wetzell, Zimmerwald and Graz) are theoretically in view of Envisat. These
stations should thus be capable of tracking Envisat based on the assumptions mentioned in section 5.1.2.
The station-satellite pass geometry is illustrated in figure 5.48 using STK. Table 5.15 gives the assumed start
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and stop contact times of each station’s pass. The residuals of this short-arc demonstration set-up are shown
in figure 5.49.

Figure 5.48: Short arc demonstration (STK)

Table 5.15: Short arc stations and their appropriate start stop times

Station name Station ID Start time Stop time

Zimmerwald 7810 21:43:14 21:52:14
Graz 7839 21:44:24 21:50:54

Wetttzell 8834 21:44:31 21:52:01
Potsdam 7841 21:45:28 21:52:58
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Figure 5.49: Short arc residuals corresponding to table 5.15

The start and stop times are filled with a pass arc at a 15 second interval, just like the normal points would
be separated. First, each specific station-satellite geometry vector is calculated after which it can be con-
verted to the laser ranging residuals using the quaternions from the total arc.
The optimization output is the sum of all differences between the simulated and true residuals of all passes.
When the same initial conditions are used, just like in section 5.2.3, and the assumption that the initial quater-
nions are known with a standard deviation of 0.2, figure 5.51 is found. It is compared to a single pass conver-
gence figure 5.50 where only Zimmerwald is considered. The RMS shows the total difference of all individual
passes added up. This means a higher initial RMS (about 4 times as big) is found when comparing figures
5.50 with figure 5.51. It can be seen that the multi-station case converges to the about the same minimum
RMS value of about 0.004 in the same amount of function evaluations.
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Figure 5.50: Only one station (Zimmerwald)
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Figure 5.51: 4 station case

No propagation between several passes is needed for this set-up. All passes overlap with each other. Fur-
thermore, the station-satellite geometry in terms of latitude longitude is similar making this set-up actually
just an extended single pass. In terms of performance, there is no significant increase in convergence.

5.3.2. Short-arc multi geometry demonstration

Off course the short arc demonstration shows almost the same orbit-station geometry. Therefore still local
minima exist. Not only is the arc short, but the stations lie relatively close to each other. When considering a
pass where the stations have slightly different unique geometries with respect to the satellite, this could result
in a unique problem solving situation. A sketch off this pass is given in figure 5.52 and the corresponding start
stop times are given in table 5.16. The resulting simulated residuals are illustrated in figure 5.53.

Figure 5.52: Multi geometry case (STK)

Table 5.16: Setup at 2013/08/02 multi-geom case

Station name Station ID Start time Stop time

Potsdam 7841 9:48:09 9:55:09
Zimmerwald 7810 9:48:35 9:57:35

Wettzell 8834 9:49:25 9:55:40
Graz 7839 9:51:04 9:54:49
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Figure 5.53: Multi geometry simulated residuals

When comparing figure 5.53 with the similar station-satellite geometries in figure 5.49 it seems the resid-
uals are still in phase. The convergence off all parameters is illustrated in figure 5.54. The same initial condi-
tions have been used as in the similar station-satellite geometry case.

0 50 100 150 200 250 300 350 400
Function evaluations [-]

10

5

0

5

10

15

20

%
 F

ro
m

 tr
ue

 s
ol

ut
io

n

Azimuth w_vec
Elevation w_vec
Rot. vel. w_vec
Quaternions
RMS

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

0.0

0.2

0.4

0.6

0.8

1.0

|R
M

S|
 [m

]

Parameters during optimization

Figure 5.54: Multi geometry convergence parameters

There is clearly no decrease in the number of function evaluations when compared to figure 5.51 where
the same geometry is used rather than multiple different ones as in this analysis. The stations still lie pretty
close to each other as the viewing condition of Envisat does not allow further separation between the normal
and anti-normal side of its l-frame orbit.
Using multiple station-satellite geometries does not necessary change the different residual signals severely
compared to station passes from one particular side of the l-frame. The signals remain to be in phase. This
results again in a similar longer residual arc, which does not show to improve the local estimation if the initial
conditions have been set farther from their true value.

5.3.3. Medium long arc
The following station set-up is used on the first of August 2013. Its goal is to evaluate the performance of
a medium long-term propagation of about 22 minutes between both passes. The selected stations are pre-
sented in table 5.17 and illustrated in figure 5.55.
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Table 5.17: Station selection medium arc

Station name Station ID Start time Stop time

Potsdam 7841 21:45:28 21:52:58
Hartebeesthoek 7501 21:23:01 21:30:16

Figure 5.55: Medium arc Potsdam–Hartebeesthoek (STK)

This setup investigates the estimation performance when one needs to propagate a certain pass till the
next one. In order to asses a feasible long term propagation and its performance, a suitable step size must
be chosen. As was already mentioned in section 3.2.3 the longer the propagation time, the higher the error
with a bigger step size. When considering a 22 minute propagation time, a 15 second step size would result
in a quaternion error of about 0.02 whereas 10 seconds results in a relative error of 0.003 while increasing the
CPU time with 25 % (based on the assumed initial attitude and rotational state mentioned in section 3.2.3).
For this small example a step size of 10 seconds is used. The result is given in figure 5.56.

0 50 100 150 200 250 300
Function evaluations [-]

30

20

10

0

10

20

30

40

%
 F

ro
m

 tr
ue

 s
ol

ut
io

n

qw
qx
qy
qz

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

RMS 7501
RMS 7841

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

0

1

2

3

4

5

6

7

8

|R
M

S|
 [m

]

Figure 5.56: RMS and quaternions for medium arc

Figure 5.56 shows the RMS values of both stations. During the first few iterations, the SLSQP algorithm
makes a few steps where the RMS of both stations clearly make contradictory moves. Where the RMS solu-
tion of station Hartebeestehoek (7501) becomes smaller, this is not necessary a solution for station Potsdam
(7841). The algorithm takes the norm of both solutions in order to solve for a local minimum. This method
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shows converges well within less evaluations than a single arc. Therefore making it a stronger convergence
problem. The computational time on the other hand is increased.

5.3.4. Long-arc

This setup will show the performance of the attitude estimation for a longer data set. 24 hours of attitude data
is simulated from 2013/08/01 till 2013/08/02 for 17 stations. The main disadvantage of using a long-arc atti-
tude estimation is the computational time it takes. As shown in section 3.2.3, a 24 h attitude propagation of a
single set of initial conditions with a step size of one second takes about a minute. When about 200 iterations
are necessary (if the initial state is close to the true attitude), this would require about 200 minutes op CPU
time. Due to the large rotational velocity of Envisat, a step size of one second is not sufficient for long-term
propagation. A step size of 0.01 second would eventually require about 13 days for 200 iterations. For the
scope of this thesis, this options has not been considered. Therefore another method has been chosen.

First it must be assumed that the initial attitude and rotational state of the first pass is known and correct.
This will be the starting point. From there, all passes need to be evaluated chronologically in order of ap-
pearance. An algorithm has been developed which searches for a local minimum, provided that the initial
conditions are close enough too its optimum. When a suitable local minimum has been found at pass n,
the next initial condition of pass n+1 can be derived by propagating the state vector from pass n till the first
normal point of pass n+1. This process is repeated over time. A sketch of this process is illustrated in figure
5.57.

Figure 5.57: Blokdiagram of long term attitude determination

Figure 5.58 shows the convergence function results for the first six passes considered on the first of August
2013. The last station in figure 5.58 (Baikonur(1887)), clearly shows a problem. After the 5th station pass the
errors increase significantly. This increase is already visible when looking at the lowest possible convergence
numbers. This threshold is increasing over time as well (which is shown in figure 5.59). The reason for this
lies in the long term propagation. The simulator propagated 24 hours of simulated data starting from one
initial attitude state. As was mentioned in section 3.2.3 the RK4 propagator becomes unstable depending on
its step size after about 4 hours (for a step size of 1 second). The produced residuals do not resemble a true
simulated state but induce large errors. From a certain point these error become significantly large and the
estimation algorithm fails as can be seen. The produced simulated residuals are not correct, due to a 24 hour
propagation time.
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Figure 5.58: Long arc propagation example

0 200 400 600 800 1000 1200 1400
Function evaluation

0.000

0.005

0.010

0.015

0.020

0.025

|R
M

S|
 [m

]

Figure 5.59: Long arc propagation example zoomed

In order to overcome this problem, more accurate propagation is needed. By having a look at the inertia
tensor, a significant decrease in error was noticed. The previous analysis was performed using the full inertia
tensor rotating the spacecraft around it’s Zb-axis, which is clearly not the principal axis. The RK4 integra-
tor can also be provided with the principal axis only as is discussed in section 3.2.3. The same stations are
evaluated as in figure 5.58, but only with the principal axes. The result is illustrated in figure 5.60.

Figure 5.60: Long arc prop example with principal axes only

It is clearly seen that the estimation process does not fail any more after 5 hours which was the previ-
ous case when considering the full inertia tensor. Furthermore the accuracy is below a convergence RMS
of 0.00005 m for all passes. This is a nice step, but then again when compared to reality, Envisat is tracked
only a couple of times a day, so the estimation algorithm should also work for longer periods of gaps between
two passes. This has been tested for the principal-axes propagation system. A propagation is evaluated from
Yarragadee to Arequipa which lies about 13 hours from each other as can be seen in table 5.18.

The result is shown in figure 5.61. It is clearly visible despite the small stepsize of one second that a longer
propagation induces some errors in the initial state. This increased initial state error is however well within
the allowable bounds for the SLSQP local optimization algorithm in order to succeed.
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Figure 5.61: Very long propagation performance

Table 5.18: Long arc example propagation

Station name Station ID Start time Stop time

Yarragadee 7090 00:48:37 00:54:37
Arequipa 7403 14:04:21 14:13:36

5.4. Conclusions simulations
Based on the assessed simulations and test cases the following conclusion can be drawn. First a minimum of
two revolutions is necessary in the residual signal in order to estimate the corresponding attitude state. This
holds when local optimization is considered. Next, a method has been developed called the Euler Quaternion
(EQ) method which first rotates around an assumed spin axis which coincides with a principal axis, in order
to find a suitable initial quaternion set, after which in the second phase the full quaternion state is derived.
This method can only be used when the spin axis is assumed to be in the direction of a principal axis. When
the spin axis wobbles(precesses) around the principal axis with a few degrees, the EQ method is still able to
find the full quaternion set.
Multiple station passes can also be combined in the attitude determination process. Three different cases
were assumed. First a simultaneous tracking case was analysed. Here a distinction between the same station-
satellite geometry and different station-satellite geometries was made. For both cases, the fitting of the resid-
uals happens simultaneously. The same geometry does not converge any faster than a single pass. The total
residual set just becomes longer. A multi-geometry case has been assessed as well. It shows no clear evidence
of converging better or faster than a single arc. The produced residuals show to be in-phase with each other
for both cases.
The second tracking case shows the simultaneous estimation using passes which are separated from each
other with a couple of hours. This method clearly shows not only faster convergence but also seems to be a
lot more stable. Although it requires less function evaluations, it takes more time as larger integration arcs
are necessary each iteration.
The third setup concerns assessing the performance of a pass-by-pass attitude estimation in a long arc. In
this way the attitude state is propagated each pass to the next one after which its state is corrected again.
Here it was clearly visible that the attitude state propagator performance lacks accuracy if the spin axis is not
oriented in exactly the same direction of the principal axis. This is due to the step size accuracy in the RK4
propagator. If the principal axis is aligned with the spin axis this problem is solved as the attitude integration
becomes a lot more simple and a one second step size suffices to accurately integrate the attitude state up to
14 hours.





6
Real attitude determination

"When something is important enough, you do it even if the
odds are not in your favor."

— Elon Musk Founder of SpaceX

Off course in reality there does not exist as much data as was simulated. From section 4.6.3, it became
clear that there exists quit some separation between data. Furthermore from the simulation study in chapter
5, it became clear that a large pass (minimum 2 cycles) is necessary in order to find the correct corresponding
attitude information. As is found as well, that several local minima exist and the a-priori estimate of the initial
condition must lie as close as possible to the true solution.
Section 6.1 will start with examining the quality of the orbits and the residuals. This is rather important, as it
was assumed that the orbit would resemble the COM. Next, in section 6.2, real SLR data will be used in order
to derive its attitude using single passes with the Euler Quaternion (EQ) method. Finally, this chapter will give
a brief implementation of the found attitude states within the orbit determination process in section 6.3 after
which this chapter will end in section 6.4 with some conclusions.

6.1. Averaging data

The real residuals are a result from a seven day orbit determination arc as explained in chapter 4. Each block
of seven days contains thus slightly different station passes. Due to this non consistency in the number of NP
in a data set, the orbit quality shifts a little bit. This section will show the residual and orbit quality and their
relationship with each other.

Residuals Not only the orbit will shift, but the corresponding residuals as well. Therefore for each normal
point, seven different values exist. These slightly different residuals can be averaged which allows them to be
compared with each other. In figures 6.1 and 6.2 two examples are shown.
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Figure 6.1: Average residuals for each different OD run
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Residuals Station Graz (7839) on 2013-07-31
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Figure 6.2: Average residuals for each different OD run 2

All residual sets follow the same shape in all cases as this indicates the rotational behaviour. Small offset
are however visible between different residuals. As mentioned before in section 4.4, the empirical accelera-
tions tend to correct the force models for all unknown discrepancies. The largest offsets between the residu-
als at the same NP for shifted arcs, can reach values up to 0.60 m. It is clear that not the entire residual set is
shifted up or down with a constant but a trend can be visualised as is shown by green points in the bottom of
figures 6.1 & 6.2, showing the deviation from the specific residual set to the mean. The reason for this trend is
still unclear but is most likely caused by the slightly different orbit solutions found. Interesting to see is that
each residual line from each orbit determination run does not follow the same trend but crosses each other
at specific moments in time. It seems like a periodic single cycle is shown. This could be due to the empirical
accelerations which tend to bend the residual signal around the orbit.
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Orbit The same holds for the orbit data, which is directly related to the estimated residuals due to the vec-
tors used. Some arcs contain a lot of normal points, others less. It is interesting to see what the orbit error
is between the two extremes. For each day, seven versions of orbit data where compared for an entire orbit
(with a step size of 60 seconds). The results of six hours of data are shown in figures 6.3 and 6.4.
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Figure 6.3: Inertial orbits on 2013-08-07
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Figure 6.4: Relative to mean on 2013-08-07

A clear periodic behaviour is visible in figure 6.4, as about four orbits have been selected. The standard
deviations are given with respect to the mean of all seven passes. The way these standard deviations behave
can be linked to the orbit. Minimum errors appear to occur at the extremes of the corresponding orbit axis,
whereas the maximum standard deviation with respect to the mean is visible when the orbit crosses the per-
pendicular plane of the two remaining axes. The reason for this periodic cycle lies in the small shifts between
the Kepler elements. As can be seen in figure 6.4, small constant deviations exist between the inclinations of
the particular seven day orbit arc. Each orbit run thus has a slightly different inclination which results in a
slightly different orientation of the orbit. The semi-major axes and eccentricity show to have slight variations,
but are considered really small.

Combined orbit error and residual error Whether or not there exists a link between the orbit error due
to the lack of sufficient SLR data and the effect on the residuals still needs investigation. From figure 6.1
it was already shown that the residuals might lie up to 0.6 m from a mean depending on the orbit. This
bias is important for the attitude estimation as it is assumed that the orbit resembles the COM position of
the spacecraft. Figure 6.5 shows the different residuals for each arc indicated with a particular color. The
corresponding orbit errors with the same color code corresponding to a particular orbit run is given in figure
6.6.
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Figure 6.5: Residuals for different OD runs

2

0

2

x
 [

m
]

Orbit errors wrt mean on 2013-08-07

5

0

5

y
 [

m
]

10

0

10

z 
[m

]

08:29:00 08:30:00 08:31:00 08:32:00 08:33:00 08:34:00
5

0

5

|r
| 

[m
]

Figure 6.6: Orbit error for different OD runs

Comparing figures 6.5 with 6.6 it can be seen that larger orbit errors correspond to larger deviations in the
residuals. The amount of normal points in each OD arc is given in the table 6.1. This shows that the highest
amount of normal points does not necessary correspond to the residuals which are closest to the mean.

Table 6.1: Number of NP in each OD run 1

OD run 0 1 2 3 4 5 6

Nr. of NP’s 384 354 353 377 416 379 305

Another example of orbit residual error with respect to the orbit error scan be found in figures 6.7 and 6.8
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Figure 6.7: Residuals for different OD runs 2
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Figure 6.8: Orbit differences for different OD runs 2

Table 6.2: Number of NP in each OD run 2

OD run 0 1 2 3 4 5 6

Nr. of NP’s 286 276 250 212 190 309 333

This shows that the number of normal points is not decisive in the quality of the orbit determination. The
first run shows to have the highest deviation in residuals from the mean, but does not correspond to the arc
with the lowest number of normal points. Therefore the cause in the orbit quality could lie in the specific
normal points from each station. This might be due to having several shorter arcs in the normal points which
only cover less than an entire rotational period. Interesting to see would be what the orbit determination
accuracy does when only passes are considered which cover an entire revolution of Envisat. In this way the
residuals would level out around the COM.
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Evaluating orbit determination with only long passes Due to the relatively slow rotational period of En-
visat, the orbit determination run could get confused by a station pass which only consists of a few normal
points. The quality of the orbit is checked for several thresholds. These include first a full rotation, such that
the minimum pass length should be larger than 140 seconds in 2013. In this way the range residuals should
oscillate three times pass the COM range point. Secondly, a half rotation (t > 70 s) is considered where the
laser signal should pass the COM line twice and thirdly a 40 second threshold where only very short passes
(smaller than two normal points) are excluded from the orbit determination run. The orbit deviations with
respect to their mean are given in figures 6.9, 6.10, 6.11 and 6.12.
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Figure 6.9: Orbit deviations with all NP’s (314 NP’s)
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Figure 6.10: Orbit deviation with a threshold of 40 s (295 NP’s)
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Figure 6.11: Orbit deviation with a threshold of 70 s (290 NP’s)
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Figure 6.12: Orbit deviation with a threshold of 140 s (260 NP’s)

From the figures above, it can be seen that the maximum deviations in all cases show to be not higher
than 5 meters in Xi direction for this particular orbit. Slight deviation differences can however be observed
in the Yi and Zi direction in the i-frame. Imposing thresholds on the minimum NP length does not show to
cause significant changes in the maximum deviations of the orbit error. This small study does not show the
full effect of this option. Analysing a larger data set could give a better overview of this effect.

It can be concluded that there is a slight correlation between the orbit error and the residuals, but these
do not deviate far from each other. Large empirical accelerations ensure that the residual signals are almost
similar. Without these, orbit errors would be even larger as was seen by the shifted residuals in section 4.4.

Removing all additional trends As is addressed by Silha et al. (2016) the along-track error remains dom-
inant in the SLR residuals. The ACCEL9 cards of GEODYN mainly ensure a nice fit of the residuals, but an
additional linear trend can be taken from the left-over residuals as well. In a residual set a non-linear residual
behaviour shows the dynamical behaviour of the LRR versus the COM. A linear trend could indicate a local
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orbit error which changes slightly in a pass, therefore in the upcoming analysis, linear trends are removed in
the real residuals.

6.2. Evaluating local passes
There are a few key differences between the simulated residuals and the real residuals. First, the simulated
orbit is assumed to follow the exact COM position, whereas as was just indicated that the real orbit data shows
fluctuations and thus does not represent the exact COM position. Secondly, the attitude state is known in the
simulated case, making it easy to validate the found attitude state. Last, in the simulated case, the COM and
LRR positions are assumed to be correct which might not be true for the real case.
When switching to real residuals, an initial attitude solution must first be found. For this, a certain zone is
selected in the entire SLR data set with enough long passes. The week from 30 July to 4 August 2013 onwards
contains a long (NP>20) pass each day (which is relatively high). On average it takes about 4.7 days for a long
pass to take place.
This section will only cover local pass in order to find a global true solution. As a starting point, a very long
pass is selected to determine a possible global solution. This pass consists of 37 NP’s and is taken on the 31st
of July 2013 from Graz. From this solution one can propagate further until the next pass as was demonstrated
before using simulated residuals.
Kucharski et al. (2014) already came up with an expression of the inertial spin period. This followed a linear
trend given as:

Ti ner t i al = 0.0367320 ·D +124.883 (6.1)

With an RMS of 0.91 seconds and where D represents the day of the year in 2013. This means that during this
pass Envisat should be spinning with an inertial period of 133 seconds. Given its small uncertainty, a safety
factor of 5% is added to set the bounds for the period from 125 to 140 seconds. The rest of state parameters
are unknown. As was shown for the simulated results, the use of the EQ method shows promising results
for global local attitude determination. The spacecraft is first rotated over an Euler angle with an assumed
spin axis location which coincides with one of the principal axis(in this case th Zb axis), after which the full
quaternion set is derived which allows a more detailed set of its attitude. The initial conditions(see table
6.3) are set at a spin axis orientation as given by Kucharski et al. (2014) and an Euler angle which is chosen
arbitrary at 0 °.

Table 6.3: Initial conditions local double method

Az [deg] El [deg] Period [s] Euler angle [deg]

270 -28 133 0

The simulated residuals are created with the same orbit which are used to create the residual set. The
convergence results are plotted below.
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Figure 6.13: Convergence with real data
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Figure 6.14: Corresponding initial attitude in 3D

The converged condition clearly deviates from the initial proposed condition. Furthermore, the state
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rotational state where Envisat is rotating in is physically not possible due to the viewing cone restrictions of
the LRR. This has been validated using STK as can be seen in figure 6.15.

Figure 6.15: LRR viewing cone not in reach with Graz station during a pass on 31 July 2013, 20:45

If specific bounds are put on the estimation scheme which correspond to the assumed spin axis direction
from Kucharski et al. (2014), the residuals do not approach the created signal as close as was shown in figure
6.13. In figure 6.16 the body-fixed z-axis is aligned with the spin axis.
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Figure 6.16: Residuals after fixed spin axis location and bounds as found by Kucharski et al. (2014)

The constrained fit shows a clear deviation from the true residuals. The best fit does not match the true
residual signal. It is still unclear what the reason for this deviation could be. A possible transformation error
is not excluded. Fact is that pointing up or down from the normal plane in the l-frame shows entirely different
residual signals.

Effect of empirical accelerations on residuals Due to the empirical accelerations the residuals will be
slightly affected as well. This makes it hard on the estimation scheme which converges to entirely differ-
ent elevation angles corresponding to the best fit of that residual set. For instance, if for the same arc the
empirical accelerations are left out, slightly different residuals as is seen in figure 6.17.
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Figure 6.17: Difference between residuals when empirical accelerations are left out

When the estimation scheme is run the best convergence results are given in table 6.4.

Table 6.4: Convergence results with respect to empirical acceleration option

Run Min f [m] Az [deg] El [deg] Period [s] qw [-] qx [-] qy [-] qz [-]

No emp acc 0.62 279.3 2.84 128.9 0.26 -0.36 0.64 0.62
With emp acc 1.19 275.2 21.11 128.1 0.21 -0.37 0.75 0.49

Clearly a large difference in elevation angle can be seen. This shows that even a slight difference in residual
can have a large impact on the best fitted model. As was discussed before in section 6.1, each residual set
shows slight differences. This small test shows that a slight difference in residual could translates in a large
difference in best fitted spin axis location.

CCW/CW Kucharski et al. (2014) already mentioned that Envisat should be rotating Counter-Clockwise
(CCW) around its spin axis as was found by comparing the RMS of the spin phase residuals. The CCW case
should produce 40% lower residuals than the CW part. Counter-clockwise rotation is defined by Kucharski
such that the solar array first passes the along-track direction and consequently the radial direction. The
CCW representation can also be described as rotating with a motion opposite to that of the motion of the
orbit. Silha et al. (2016) found this rotation axis direction as well by observing the shift in peaks between the
true and estimated residuals. For a particular pass as given in table 6.5 a decrease of almost 87% is visible.

Table 6.5: Rotation direction analysis for a pas from Graz on the 31st of July 2013(20:42)

Option RMS [m] Euler angle [deg]
CCW 1.24 -61

CW 8.99 35
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2013-2015 local pass results Figure 6.18 shows the spin axis location and its corresponding rotational ve-
locity for all passes longer than 20 NP’s from June 2013 till August 2015 based on the local EQ method.
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Figure 6.18: Results multiple local estimations

The rotational velocity shows an increase over the years, which corresponds to the increase found by
Kucharski et al. (2014). The azimuth and elevation of the spin axis orientation within the l-frame show how-
ever larger deviations. The lowest RMS of the solution varies as well between 0.3-4 m with a mean of 1.7 m.
All elevation angles are shown oriented positive with respect to the normal. As mentioned before this is not
possible due to viewing constraints of the LRR. This might indicate a systematic error in one of the transfor-
mations.
Next in figure 6.19 the spin axis direction has been plotted from figure 6.18 covering the entire time span from
August 2013 up to December 2015. It clearly shows a large range wherein the spin axis evolves. The mean
of the azimuth and elevation parameter is found at 270° and 35.2° respectively. This mean spin axis shows
no large deviations over the studied time interval, after several small tests where executed evaluating each
year. The distribution of the individual local minima with respect to the mean are plotted in figure 6.20. As
was already seen in figure 6.19, the elevation parameter shows to have a quite smaller distribution. Varying
azimuth angles thus has a smaller effect on the residuals than varying the elevation angle.
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Figure 6.19: Spin axis orientation 08/2013-12/2015
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Figure 6.20: Spin axis mean distribution

At first, the large fluctuations might be thought to be caused by the inaccuracy of the local optimization
procedure. However, Shakun et al. (2013) analysed Envisat’s behaviour using photometric data (using the
specular reflections). Shakun did not find a stable, but a precessing spin axis, together with quite large stan-
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dard deviations in the spin axis location. This corresponded to middle latitudes (30–60°) and right ascension
spin axis angles between 80–100° in May 2013, and between 90–140° in August 2013. No explanation is pro-
vided by Shakun concerning the reference frame conventions, however it is believed that the right ascension
corresponds to the angular distance measured in the east direction of the l-frame (along the normal plane),
which corresponds to the 270° azimuth angle. The 30–60° range of the latitude does correspond with the
found elevation range as illustrated in figure 6.19. It is however still unclear if Shakun assumes its latitude
convention positive from the nadir vector or from the normal plane.
Kucharski et al. (2014) concluded that Envisat would have a stable spin axis location within the l-frame. Based
on this analysis, it can not be confirmed that the spin axis is stable within the l-frame between 2013–2015.

Comparison of results with iOTA The In-Orbit Tumbling Analysis (iota) software is currently under devel-
opment by Hyperschall Technolgie Göttingen within the framework of ESA’s Debris Attitude motion Measure-
ments and Modelling project. It will allow short and long term propagation of the orbit and attitude motion
(six-degrees-of-freedom) of a space debris object. Validation of the software will be done by cross-calibration
with multiple observations like optical, SLR, radar measurements and signal level determination. The tool
will be used for making accurate predictions of the attitude evolution. It includes all relevant internal and
external effects, gravitational influences by Earth, Moon and Sun, aerodynamic torques, solar radiation pres-
sure, eddy current damping and internal effects like tank sloshing, moving parts or even the likelihood of an
micrometeorite impact torque.
In March 2015, the iOTA team (Kanzler et al., 2016) presented their first results of their simulation using a
model of Envisat showing simulated light curves. During the thesis work, another paper was published. The
work of Silha et al. (2016) showed the implementation of iOTA using SLR data from Zimmerwald on Envisat
by generating synthetic measurements and matching them with their residuals. Interesting though, is that
Silha et al. (2016) noticed the contradictory results between Kucharski et al. (2014) and Shakun et al. (2013)
orientation of the spin axis, being that Kucharski et al. (2014) found that the spin axis is oriented below the
normal plane and Shakun et al. (2013) found an orientation tilted with the normal plane. In its simulated SLR
data, Silha et al. (2016) assumes that Envisat is rotating around its principal axis of inertia, which is aligned
with the LRR. This setup can be compared to the EQ method in this thesis.
Figure 6.21 shows the matched synthetic with real SLR data of a recent pass in August 2016 (Silha et al., 2016).

Figure 6.21: Silha et al. (2016) found matching synthetic at real SLR data

It is clearly shown that the synthetic residuals do not match the real SLR residuals entirely, as was found
as well during the local passes of this thesis. Furthermore, Silha et al. (2016) concludes that the matched SLR
residuals correspond to a spin axis which is slightly tilted compared to the normal as well.

6.3. Investigating the impact on the orbit determination
The found attitude state can be used to have a look at the effect of correcting the offset between the LRR
and the COM in GEODYN. This is done as is described in section 4.3.2. By doing so, the found attitude can
be validated. one of the common methods to asses the orbit quality of a satellite is to look at its residuals.
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The smaller, the better the orbit determination is believed to be. The ultimate goal for passive space debris
tracking would be to have residuals which are as small as the active period where the LRR-COM offset was
corrected automatically based on a known attitude state. A small test has been performed using the found
quaternion set on the 31st of July and implementing it into GEODYN’s external attitude file format as was
discussed in section 4.3.2. Not the entire seven day has been integrated into the full quaternion set, but only
one particular pass in order quickly asses the result and due to the low quaternion accuracy for long-term
propagation.
If the elevation error would be just a simple sign error this might be visible in the produced residuals. Using
the newly found quaternions does not show any indication of a decrease in size and appear not to show any
link.
When the assumed spin axis which was found by Kucharski et al. (2014) is inserted together with the assump-
tion that the body’s Z-axis coincides with the spin axis together with a suitable spin phase angle of 48°, the
residuals are decreased to about half their original size as is shown in figure 6.22.
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Figure 6.22: COM-LRR correction with spin axis // Zb axis, Az=270°, El=-28°, P=129s, θ=48°

The corrected residuals clearly show a nearly constant amplitude behaviour, this shows that the attitude
file must be in phase with the true attitude mode of Envisat. The remaining amplitude could be the result
of the spin axis, which is not perpendicular to the body’s z-axis, resulting in a conical motion with the same
period.

6.4. Conclusions real data
From the analysis of local passes large ambiguities exist in the determination of the corresponding attitudes.
Each local pass seems to converge to a best fit at that particular time. Just like was shown in the simulated
cases, a local pass might not always converge to the correct attitude state. Especially when small errors are
still included, the local optimization method might not always converge to a true result. Several different
residual arc exist due to slightly different orbits. The effect on the residuals can reach values up to 0.6 m.
Orbit errors were found in the order of 0-20 m in an inertial orbit frame. Orbit data shows no decrease in
error when considering only long passes with multiple revolutions. The smallest rms function value between
the estimated and the true attitude did not converge better than 0.5 m, and showed to converge on average
to about 1.7 m over the time period 2013–2015. Furthermore the spin axis is shown to be tilted with respect
to the normal plane of the orbit (in the l-frame). Several different researchers have found contradictory re-
sults concerning the elevation of the spin axis with respect to the normal plane in the l-frame. This work has
shown that the spin axis points in the negative normal direction of the l-frame with corresponding azimuth
angles ranging from 220–320° and tilted at about 10–60° from the normal plane. Fact is that no stable spin
axis orientation has been found, which could indicate precession of the spin axis as was already addressed
as a possibility by various researchers. Often, too high spin axis elevation angles make it impossible for the
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LRR to be in contact with the ground station if the LRR symmetry axis coincides with the spin axis. When
the found attitude from a local pass is used to correct the COM with the LRR, the residuals show to follow the
phase of the old cannonball residual. The remaining amplitude of about a meter could be the result of the
still unknown precession.





7
Conclusions and recommendations

The main objective of this thesis was to assess the feasibility and performance of attitude determination of
tumbling space debris objects equipped with a retro-reflector. As a test case the passive Envisat was used.
This chapter will present all the conclusions found during this thesis in section 7.1 and give corresponding
recommendations in section 7.2 for further work.

7.1. Conclusions
The main solution brought forward in this thesis involves simulating residuals and matching them to their
real counterparts by estimating a full rotational parameter set. The conclusions as a result of this work can be
split up intro three parts. First a station analysis and the orbit determination performance of Envisat will be
discussed, next the simulated residuals and various test cases are evaluated. Finally, these chosen processes
are used on real SLR data and final conclusions are drawn.

7.1.1. Orbit determination
Orbit determination of passive space debris objects is quite different from the orbit determination process
of active objects. First of all, there is the lack of sufficient data. The passive Envisat is tracked on average
each three orbits. Large deviations in the availability of data however exists over the years. Due to the large
concentration of SLR stations in Western Europe, a higher concentration of tracking data is available during
the summer months in the Northern hemisphere as a result of better weather conditions. Furthermore only a
few stations have tracked Envisat for longer periods of time (larger than 20 normal points). The laser skyplot
of Envisat’s passes confirms that it is only tracked during passes along the non-normal side of the local orbit
frame as was already discovered by Kucharski et al. (2014). The trend of the created osculating residuals show
to have a strong dependency on the empirical accelerations as used in GEODYN. These accelerations ensure
that the residuals lie centred around orbit while reducing any trends.

7.1.2. Simulated attitude determination
This chapter began with the creation of simulated range residuals. It uses a simplified torque-free rigid body
rotational model from chapter 3 in combination with orbital data from chapter 4 and the offset between the
laser reflector and the COM in order to create simulated residuals. An a-priori known initial rotational state
is used as an input, which together with a particular station pass, creates a theoretical set of residuals. This
method is perfectly suited to validate the attitude estimation scheme as it should deliver the known state.
First local optimization is considered after which multiple stations at the same time are analysed. The SLSQP
method is selected as an appropriate local optimization method. From these runs, several conclusions where
drawn. First of all, a minimum of two revolutions is necessary in order for the local optimization method to
converge to the true solution. This however only works if the attitude state is chosen pretty close to the exact
solution. In order to solve this problem, clear bounds on the states are necessary. An estimate of the spin axis
location can be made by analysing the orientation of the SLR passes within the l-frame, together with viewing
cone restrictions of the LRR. The spin period follows from a frequency analysis of the residuals. If the spin axis
shows a steady orientation, bounds on the spin axis state could be used for the spin axis location and spin
period. The initial attitude state remains hard to constrain as no information is available. In order to cope
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with this problem, another estimation procedure is used. If one assumes that one of the bodies principal axes
coincides within a certain degree with the spin axis, a new method can be used which first rotates the object
around its assumed spin axis over a certain Euler angle keeping the principal axis aligned with this axis. This
process uses four state variables in stead of the original seven variables. When this process converges, the
full quaternion set may be derived from this newly produced initial condition. During the second phase, the
spin axis is free to move away from the spin axis, thus allowing precession. This method has been named the
"Euler-Quaternion" (EQ) method.
When using multiple stations in the attitude determination process the problem becomes stronger constraint
as it limits the amount of possibilities. If similar station-satellite vector geometries are selected which overlap
with each other (single pass), the performance of convergence does not show a direct sign of increase. This
effect is slightly similar to having a longer data arc without gaps. When different station-satellite vector ge-
ometries are selected, such that the satellite is being tracked on both the positive normal body fixed axis as on
the negative side, the convergence time does not show any increase. The produced residuals do not show any
difference if compared with the similar station-satellite geometries. This situation could be however nearly
impossible for Envisat, due to the assumed orientation of Envisat, making it only possible to be tracked from
more or less the same geometries at the same time. Next, two passes were assessed separated 22 minutes
from each other. It clearly shows that the amount of iterations has gone down and the solution shows to con-
verge quite well. Using longer arcs may be more difficult for complex attitudes as the RK4 propagator shows
increasing errors after three hours with a stepsize of one second. A simplified case where the principal axis is
aligned with the spin axis shows no problems under the assumption of a torque free environment.

7.1.3. Real data attitude determination
Only local optimization was considered in this thesis. The Euler Quaternion (EQ) method was used for mul-
tiple local long arcs covering at least 20 normal points, which corresponds to about two rotations. Orbit and
residual errors were evaluated using the overlapping segments in a seven day orbit arc. Errors were typically
in the range of 0-0.6 m for the residuals and 0 - 20 m for the orbit coordinates in an inertial frame. Using only
long passes (multiple spacecraft revolutions) shows no decrease in orbit error.
Each found attitude solution shows to be quite different. The inertial rotational period is found with a RMS of
a couple of seconds and shows a clear non-linear decaying trend over the years. This corresponds to the work
found by Kucharski et al. (2014) and indicates the exponential decaying rotational velocity due to the eddy
currents as was found by Gomez and Walker (2013). Furthermore, it has been shown that the spin axis points
in the negative normal direction of the l-frame with corresponding azimuth angles ranging from 220–320°
and tilted at about 10–60° from the normal plane over the time period 2013-2015 in the local orbit frame. The
mean of this orientation is found at 270° and 35° azimuth and elevation angles respectively in the l-frame.
These ranges could indicate a changing spin axis orientation over time. All found attitude states correspond
to an attitude state where the spin axis is pointed upwards relative to the normal plane in the local l-frame.
When the spin axis coincides with the Laser Retro Reflector (LRR) symmetry axis, the orientation is not (al-
ways) possible due to viewing constraints of the LRR. Implementing rotating Envisat quaternions in the orbit
determination process GEODYN, in order to correct the residuals, show that the proposed spin axis loca-
tion by Kucharski et al. (2014) does correspond to lower residuals, however a systematic residual (although
smaller) is still present which could indicate a certain precession in the spin axis.

This thesis showed that it is possible to derive attitude information from tumbling space objects equipped
with a laser reflector, like Envisat. However, there are a few limitations. One of the biggest is the lack of suffi-
cient data. Next, there is the limited visibility of a tumbling satellite equipped with only one reflector. Lastly,
the number of revolutions in one particular pass affects the attitude determination process significantly.

7.2. Recommendations
This thesis has shown the performance of a few methods for SLR attitude determination, however there is
still enough work to be performed. This section will give further recommendations for future work.

Assessing multiple stations at the same time Due to time constraints and computer performance limita-
tions, a multiple pass attitude determination sequence for real data was not done. It is strongly recommended
to assess the performance of this method as it showed promising results for the simulate case where only short



7.2. Recommendations 109

arcs where considered.

Assessing its attitude now Envisat’s rotational velocity is exponentially decreasing over time. This might
form a problem for attitude determination using SLR as the number of rotations per pass decreases in this
way. As was found during simulations, a minimum amount of two revolutions is needed in order to find a
correct attitude state. Therefore it is highly encouraged to perform attitude simulations using SLR right now
in order to understand Envisat’s rotation and in this way being able to make better estimates regarding its
evolution in the future.

Using a better attitude propagation technique The RK4 propagator lacks accuracy when long term propa-
gation is considered (>3h) for step sizes of one second. In the case of Envisat’s large separation between long
passes, this is essential in order to assess the attitude of Envisat for an entire arc. Smaller step sizes are thus
required when considering this integrator. Other integrators might perform better for similar step sizes.

Evaluate external torques A torque free rigid body was assumed, a more detailed (long-term) evolution of
space debris attitude evolution could be given by including external torques like gravity gradient, aerody-
namic solar and magnetic.

Producing better orbit data Corrections of the Laser Retro Reflector (LRR) offset in GEODYN shows still
some ambiguities. It should be theoretical possible to correct the LRR offset in the orbit determination pro-
cess and in this way produce better orbits and thus better predictions. It is still unknown how much better
these predictions can get if an attitude model is used. Long-term propagation of Envisat’s orbit with a mod-
elled attitude(and external torques) could give better decaying/re-entry predictions.

Combining visibility model with residual estimation In order to constrain several options, the LRR view-
ing cone could be used in combination with the particular station-satellite geometry during an estimation
procedure. This might reduces the amount of possible solutions.

Introduce orbit and other errors Real data estimation showed an average difference of about 1.7 m be-
tween the best fit residual set and the true residuals. By adding particular errors (like orbit, COM position
and inertia tensor) to the simulated estimation of residuals, their effect can better be understood. Right now
it is still unclear if the local minima found during this thesis are the true local minima (where the minimum
function value dues not drop below the error bias) or false local minima (where the error is due to a wrong
attitude state), or a combination of both.





A
Transformations

This chapter will give an overview of the conversions between several attitude representations.

A.1. Euler to DCM
Euler angles are used most often as its representation is easy to understand and visualise. However one major
drawback exists which is called Euler-angle singularity of gimbal lock. Where for aircraft this does generaly
not pose that of a concern, this does become a problem for rotating objects in space. Next, careful consider-
ation must be given as a set of three angles correspond to twelve different rotation options. A distinguishing
between symmetric and asymmetric euler angles can be made. Symmetric euler angles consist of three con-
secutive rotations around two axis where the first and last axes are the same e.g. XYX. On the other hand the
asymmetric sets are the rotations which include three different axes in its set like XYZ.

Figure A.1: Rotation sequence zyx (Habets, 2015)

Figure A.1 shows a rotation from an inertial frame denote by the subscript I to a particular body frame
B. The most common used sequence in the Aerospace sector is the so-called 3-2-1 sequence corresponding
to first a rotation around the initial ZI angle over a yaw angle ψ. Next a rotation of this new intermediate
frame I’ is executed over its Y’ axis over a pitch angle θ to end up at the second intermediate frame I”’. Finally
a rotation around the new X” axes needs to be performed over a roll angle φ. The sequence of rotation is
mathematicly expressed through a rotation matrix which combined add up to the full rotation matrix from
frame I to B as is given in the proceeding equations.X ′

Y ′
Z ′

= Tz (ψ)

X I

YI

ZI

=
 cosψ sinψ 0
−sinψ cosψ 0

0 0 1

X I

YI

ZI

 (A.1)

X ′′
Y ′′
Z ′′

= Ty (θ)

X ′
Y ′
Z ′

=
cosθ 0 −sinθ

0 1 0
sinθ 0 cosθ

X ′
Y ′
Z ′

 (A.2)
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XB

YB

ZB

= Tx (φ)

X ′′
Y ′′
Z ′′

=
1 0 0

0 cosφ sinφ
0 −sinφ cosφ

X ′′
Y ′′
Z ′′

 (A.3)

Which combined result in the Direction Cosine Matrix (DCM) of frame B relative to frame I which is given asXb

Yb

Zb

= Tx (φ)Ty (θ)Tz (ψ)

X I

YI

ZI

=
 cθcψ cθsψ −sθ

sφsθcψ− cφsψ sφsθsψ+ cφcψ sφcθ
cφsθcψ+ sφsψ cφsθsψ− sφcψ cφcθ

X I

YI

ZI

 (A.4)

Here the cosine is represented by a c and the sine by an s.

A.2. Euler to quaternions
By considering each axis as an euler eigenaxis, a full euler angle representation can be transformed to the
quaternions by combining a set of three quaternions (Wie, 2008). First lets consider the multiplication of two
quaternion sets(a,b) resulting in a third(c) which can be represented in matrix form as:

c1
c2
c3
c4

=


a4 a3 −a2 a1
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

b1

b2

b3

b4

 (A.5)

This principle can be used to transform a 3-2-1(Z-Y-X) rotation as follows:
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Where each individual quaternion set is represented by

q ′ =


0
0

sin ψ
2

cos ψ
2
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 (A.7)

When filling in equation A.7 in equation A.6 and carrying out the entire multiplication the following result is
obtained:


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 (A.8)

A.3. Quaternions to DCM
As discussed in section 2.2 there exists multiple reference frame. Cartesian rectangular frame transformations
can easily be achieved using the DCM or the so-called attitude matrix using the following multiplication. The
transformation between vector A (~vA) and vector B (~vB) follows after multiplying the DCM from A to B with
the actual vector A.

~vB = DC MB←A ·~vB (A.9)

The DCM can be composed of several representations. One of these is the quaternion parametrized form as
given in equation A.10 by Wie (2008).

DCMq =
 1−2(q2

2 +q2
3 ) 2(q1q2 +q3q4) 2(q1q3 −q2q4)

2(q1q2 −q3q4) 1−2(q2
1 +q2

3 ) 2(q2q3 +q1q4)
2(q1q3 +q2q4) 2(q2q3 −q1q4) 1−2(q2

1 +q2
2 )

 (A.10)
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A.4. DCM to quaternions
If the DCMq is known, the corresponding quaternions can be computed using equation A.11 as given by
Farrell (2008).

q =


1
2

p
1+DCM[1,1]+DCM[2,2]+DCM[3,3]

DCM[3,2]−DCM[2,3]
4q1

DCM[1,3]−DCM[3,1]
4q1

DCM[2,1]−DCM[1,2]
4q1

 (A.11)
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