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Reactive Transport Modeling for Exploring the Potential of
Water Quality Sensors to Estimate Hydrocarbon Levels in
Groundwater
C. L. R. Wu1,2 , R. M. Wagterveld2 , and B. M. van Breukelen1

1Department of Water Management, Faculty of Civil Engineering and Geosciences, Delft University of Technology, Delft,
The Netherlands, 2Wetsus, European Centre of Excellence for Sustainable Water Technology, Leeuwarden, The Netherlands

Abstract Petroleum products have contaminated groundwater with harmful organic compounds, such as
benzene, toluene, ethylbenzene, and xylenes (BTEX). Collecting and analyzing polluted groundwater samples
is expensive and undertaken infrequently. However, quick remedial action in case of unexpected events requires
continuous monitoring. In‐situ water quality sensors (pH, EC, DO, ORP) may show correlations with the
components of dissolved petroleum hydrocarbon (PHC) such as aromatics and non‐volatile mobile fractions.
Correlations are prerequisite to ultimately develop real‐time prediction models. Since suitable field data sets are
limited, we simulated the fate of hydrocarbons in groundwater under various realistic conditions using a reactive
transport model as novel approach to explore when, where, and why correlations occur. A stationary oil source
zone continuously dissolved at the top of a heterogeneous and shallow sandy aquifer over a two‐dimensional
cross‐section. Our model considered transient conditions (fluctuating water table) and spatially uniform
hydrogeochemical composition. We observed a strong correlation between PHCs and water quality sensors
(rolling Spearman's correlation > |0.8|) at varying periods. These correlations are strongly affected by the
location of observation wells, the aquifer's hydraulic conductivity, and the availability of calcite and oxide
minerals, and other electron acceptors. DO and ORP are significant for the early detection of hydrocarbon
contamination, whereas pH and EC are important features for the long‐term monitoring of hydrocarbons. Our
findings lay the foundation for the subsequent development of a data analysis model to detect and estimate in
real time PHC levels in groundwater using in‐situ water quality sensors.

Plain Language Summary Groundwater contamination by petroleum products, including benzene,
toluene, ethylbenzene, and xylenes (BTEX), is a serious environmental concern. However, the collection and
analysis of polluted groundwater samples are expensive and infrequently conducted. In the event of unexpected
contamination, quick remedial action is crucial, which requires continuous monitoring of groundwater quality.
We investigated whether in‐situ water quality sensors like pH, electrical conductivity (EC), dissolved oxygen
(DO), and oxidation‐reduction potential (ORP) can predict the concentration of dissolved petroleum
hydrocarbons (PHC) in groundwater. Understanding the correlations between these sensors and PHC levels is
essential for developing real‐time prediction models. Since field data is scarce, we developed a reactive
transport model that simulates the movement of PHC in groundwater under different conditions. Our model
simulated a scenario where oil continuously dissolves at the top of a sandy aquifer. The correlation between
PHC levels and water quality sensors varies depending on the location and timing of measurements. DO and
ORP are particularly useful for detecting early signs of contamination, while pH and EC are important for long‐
term monitoring. Our findings provide the foundation for developing data analysis models capable of real‐time
detection and estimation of PHC levels in groundwater using water quality sensors.

1. Introduction
The widespread use of petroleum products has caused groundwater contamination with dissolved petroleum
hydrocarbons (PHC). These compounds are detrimental to both human health and the environment, especially the
benzene, toluene, ethylbenzene, and xylenes (BTEX) (Li et al., 2021; Ololade et al., 2021). Leakages from un-
derground storage tanks (Hadley et al., 2015) or burst buried oil pipes release hydrocarbons that tend to migrate
toward the water table and further into the groundwater (Peter, 2010; Teramoto & Chang, 2019). Several pro-
cesses are then triggered by the generated groundwater pollution plume, including degradation. These processes
have been found to change the groundwater composition. Although the contamination of drinking water by PHC
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poses a threat to public health, groundwater is only monitored for possible pollutants from one to six times per
year (Ayscough et al., 2002; Ross, 2013). This may lead to the late detection of any contamination, a delayed
response time after a leakage, and an increased cost in remedial actions.

The European Union has identified millions of leaking storage tanks (European Commission, 2001). The current
practice of manually collecting groundwater samples is expensive and has associated health risks (US EPA, 2003;
Wu et al., 2017; Zanello et al., 2021). As a result, we need a reliable, low maintenance, and low‐cost technology
that enables the early detection and real‐time monitoring of contaminants in groundwater. Various efforts have
been made to develop this kind of technology. Some studies applied sensors to estimate the level of hydrocarbons
directly and rapidly in groundwater (Bender et al., 2012; Buerck et al., 2001; Erickson & Lear, 2014; US
EPA, 2003). Still, these sensors are expensive, demand high maintenance, and require large construction projects.

In general, the challenges associated with PHC monitoring in groundwater originate from low‐resolution data
frommanual sampling, and the high cost and maintenance of existing PHC sensors. Virtual sensors are among the
recent technological solutions used to address these challenges. In principle, virtual sensors are developed by
combining the signals received from physical sensors typically through sensor data fusion. These signals are
embedded into complex functions or analytics algorithms to measure variables or conditions that might not be
easily measurable physically (Kabadayi et al., 2006; Martin et al., 2021). Virtual sensors were recently applied to
estimate uranium and tritium in groundwater over time using specific conductance and pH sensors (Schmidt
et al., 2018). This real‐time monitoring system was able to observe the evolution of the radionuclide plume.
However, no attempts have yet been made to use virtual sensors to detect and estimate PHC concentration in
groundwater.

The development of a virtual sensor involves identifying the relevant parameters and establishing their re-
lationships. These parameters are then combined, typically by using analytics algorithms, to measure the variable
of concern (Martin et al., 2021). The current paper is solely focused on the initial stage of virtual sensor
development. The goal of this paper, therefore, is to explore the potential of water quality sensors, such as pH,
dissolved oxygen (DO), redox level (ORP), and electrical conductivity (EC), to predict and monitor the level of
PHC in groundwater.

Since the available data on groundwater contaminated sites are insufficient for a robust statistical analysis, a
reactive transport model (RTM) to simulate the fate and transport of PHC compounds in the aquifer can be
developed as data source. RTMs have shown that hydrocarbons in groundwater can trigger geochemical and
biological reactions. Previous RTM studies have simulated the migration of PHC plumes in groundwater by
combining the effects of advection, mechanical dispersion, and molecular diffusion (Cavelan et al., 2022;
Picone, 2012), equilibrium and kinetic dissolution of PHC compounds (Lekmine et al., 2014; Molson &
Eng, 2011), aerobic and anaerobic PHC biodegradation (Colombani et al., 2009; Miles et al., 2008; Ng
et al., 2015; Prommer et al., 2002; Schreiber et al., 2004; Vencelides et al., 2007), dissolution and precipitation of
carbonate minerals (Maurer & Rittmann, 2004; Spence et al., 2005), sorption of dissolved PHC to organic matter
in sediments (Gharedaghloo & Price, 2021; Valsala & Govindarajan, 2018), and (de)sorption of mobilized ions
(Cozzarelli et al., 2016; Miles et al., 2008; Ziegler et al., 2017).

These processes have been found to change the physical and chemical properties of the aquifer including pH, DO,
and ORP (Appelo & Postma, 2005; Ng et al., 2014). Thus, the RTM can provide mechanistic insights into the
parameter correlations and help elucidate the effect of site‐specific factors on these correlations. Furthermore, the
RTM has no limitations on virtual data sets that can be produced.

We therefore developed a generic RTM that simulated under presentative conditions the fate and transport of
hydrocarbons in groundwater and associated biogeochemical processes. Then we quantified the correlation be-
tween in‐situ water quality parameters (iWQP) and PHC concentration, specifically BEX and the non‐volatile
dissolved organic carbon, NVDOC). Finally, we assessed the effect of different factors in terms of spatiotem-
poral, hydrogeological, and geochemical properties of the aquifer to the identified correlations.

2. Materials and Methods
We developed an RTM simulating groundwater flow and reactions under hypothetical but realistic aquifer
conditions to provide temporal and spatial data sets needed for correlation analysis under various field conditions.
The model domain and parameters were based on existing studies that examine PHC contamination. Our study
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was specifically inspired by existing studies on the crude oil spill site in Bemidji, Minnesota, which is one of the
most studied oil contaminated sites in the world (Ng et al., 2015).

2.1. Base Model Development

Our reactive transport model was set‐up in Jupyter notebook using FloPy, an open‐source Python‐based modeling
tool for creating, running, and post‐processing groundwater models (Bakker et al., 2016). We used MODFLOW
2005 (Harbaugh, 2005) to solve the groundwater flow equation utilizing a finite‐difference numerical solution,
andMT3DMS (Zheng et al., 2012) to simulate the contaminant transport in the aquifer by activating the advection
and dispersion packages. We then used PHT3D (Prommer & Post, 2010) to manage the coupling of flow and
transport with geochemical reactions from PHREEQC‐2 (Parkhurst & Appelo, 2000). We included multicom-
ponent dissolution of LNAPL (Molins et al., 2010; Ng et al., 2015), first‐order aerobic and anaerobic biodeg-
radation (Salanitro, 1993; D’Affonseca et al., 2011; Ng et al., 2015), mineral‐phase reactions (Molins et al., 2010;
Ng et al., 2015; Teramoto & Chang, 2019), cation exchange (Ng et al., 2015), and outgassing of methane, CO2,
and N2 (Amos et al., 2005; Ng et al., 2015). We also considered in our model a fluctuating water table as a
transient driver and a heterogeneous hydraulic conductivity field.

The synthetic aquifer represented a saturated porous media that is 260 m in length and 7 m in thickness, as used by
Ng et al. (2015) to simulate the Bemidji aquifer. We considered an aerobic aquifer with 0.25 mmol/L of O2,
0.36 mmol/L of NO3, and 0.52 mmol/L of SO4. The pH value is 7.7 and the background EC is 339 μS/cm
representing a freshwater aquifer. To prevent any boundary effects on the simulations, we extended the
computational grid to a total length of 300 m and a total thickness of 10 m. The model domain has a discretization
of 150 grid cells in the horizontal (x) direction and 50 grid cells in the vertical (z) direction (grid size of 2 m by
0.2 m). This is comparable with the previous Bemidji model with a grid size of 4.3 m by 0.47 m (Ng et al., 2015).
For this model, we used a mean homogeneous porosity value of 0.38 (Dillard et al., 1997) and a longitudinal and
transverse dispersivity of 1 and 0.04 m, respectively (Ng et al., 2015). We chose 0.01 as the aquifer storage
coefficient and 0.20 as the storage yield, both within the values for an unconfined aquifer (Lohman, 1972). Table
S1 in Supporting Information S1 summarizes the parameters used for the flow and physical transport model.

2.2. Heterogeneous Hydraulic Conductivity

A heterogeneous sandy aquifer was represented using a heterogeneous hydraulic conductivity (HK) field
(Figure 1) generated using the field generator package of PMWIN (Chiang & Kinzelbach, 2003). The HK field
has a mean value of 6.2 m/d, resembling the findings (homogeneous value of 6.1 m/d) of an inverse modeling
study which was previously conducted at the Bemidji site (Essaid et al., 2003). Using 0.3 as the common log
standard deviation value, the minimum and maximum HK values were 0.53 and 51.74 m/day, respectively. This
represents an aquifer consisting of fine and coarse sand according to the typical HK values of geological units
(Domenico & Schwartz, 1998). Furthermore, we assumed a correlation length/field width along rows and

Figure 1. Logarithmic hydraulic conductivity field (log of m/day) and the steady‐state flow paths with the oil body location
(shaded area) and observation wells. Well names are based on the distance from the oil body (X1 nearest, X3 farthest), and
the depth (Z1 shallowest, Z3 deepest). X0Z0 is located below the oil body.
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columns of 0.1. The PMWIN field generator is based on Mejia's algorithm and was used in different studies
(Thouement & Van Breukelen, 2020; Zammouri & Ribeiro, 2017). Based on the commonly reported vertical‐to‐
horizontal anisotropy ratio, we used 10% of the saturated HK as the vertical HK (e.g., 0.61 m/d for the mean HK
value) (Todd, 1980).

2.3. Simulation of Transient Flow Conditions

Seasonally changing groundwater flow can affect the contaminant flow directions and plume spreading (Prommer
et al., 2002). Although this was not considered in the previous modeling study conducted at Bemidji (Ng
et al., 2015), we wanted to simulate the periodic changes in the water table. Generally, fluctuations could be
caused by factors including seasonal variability in recharge, tidal actions, or dam operations, among others
(Bakker & Post, 2022). Additionally, extreme events such as increased precipitation due to climate change can
affect the water table by influencing groundwater recharge. Although previous studies have explored how climate
change affects contaminant transport (Libera et al., 2019; Xu et al., 2022), our focus in this study did not extend to
simulating the potential impacts of climate change.

To simulate the transient groundwater flow, we first established a steady‐state flow field at the beginning. We
simulated an average water table gradient of 0.0035m/m for day 1, similar to the previous studies conducted at the
Bemidji site (Essaid et al., 2003; Ng et al., 2015). This was achieved by imposing a constant head boundary
condition at the left and right model boundaries, and a uniform recharge flux of 178 mm/year (Ng et al., 2015) at
the upper layer of the model domain. We considered the model bottom as a no flow boundary, assuming that an
impermeable clay layer is present.

We then simulated the transient groundwater flow by imposing a general head boundary (GHB) condition with a
monthly changing head at the left model boundary (Anderson et al., 2015). The GHB condition represented a
monthly water table fluctuation (WF) caused by open water in direct contact with the aquifer at the upstream part
of the model. A commonly observed pattern in groundwater level variation is a cyclic water‐level fluctuation
(Healy & Cook, 2002; Jiang et al., 2017; Neto et al., 2016; Park & Parker, 2008). Thus, we used a simple si-
nusoidal function (Bakker, 2019; Wu et al., 2021) with an amplitude of 0.25 and a period of 12 months to
approximate the monthly variations in groundwater level at the left boundary. This amplitude corresponds to the
maximum observed change in water level (0.5 m) at the Bemidji site (Essaid et al., 2003). The WF at the right
boundary, however, was based on a larger model with a length of 5,200 m. Detailed description of this larger
model can be found in the Supporting Information (Text S1, Figure S1 in Supporting Information S1). In this
larger model, we imposed a fluctuating water table on the left boundary and a constant head on the right boundary.
We then recorded the water table response in an observation well 300 m from the left boundary and used it as the
right boundary condition in the final model (Figure S2 in Supporting Information S1). Note that at the right
boundary, the amplitude was dampened, and the peak arrived later.

Moreover, since the change in the water table was much smaller than the considered saturated thickness, we
assumed a constant transmissivity for the unconfined synthetic aquifer (Bakker & Post, 2022). The total simu-
lation time was 100 years, based on studies showing that contamination of petroleum hydrocarbons in aquifers
can last for decades to over a century (Kulkarni et al., 2020; Pishgar et al., 2022). There were 1,201 stress periods
with 30 days per stress period (monthly stress period for 100 years plus 1 day of steady state at the beginning to
establish a steady state flow field). We used daily timesteps with sufficiently small grid cells to prevent any
convergence issues caused by numerical oscillations and dispersions.

2.4. Initial Hydrogeochemical Conditions

For the initial background concentration of ions and physical properties of the aquifer, we adopted the values from
the Bemidji site studies (Bennet et al., 1993; Ng et al., 2015). The model does not include the Mn element for
simplification since we assumed Mn to behave similarly to Fe because of similar geochemical properties in
aquatic environments (Rusydi et al., 2021). The recharge composition was similar with the native groundwater.
Using PHREEQC, we first charge balanced and equilibrated the background concentrations with calcite, resulting
in the parameter values shown in Table S2 in Supporting Information S1.

We included 131.6 mmol/kg dissolvable calcite in the model because of its contribution to the aquifer's pH‐
buffering and carbonate chemistry, and set the saturation index to 0.05 (Ng et al., 2015). We also included
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7.6 mmol/kg of the mineral phase electron acceptor amorphous ferric hydroxide (Fe(OH)3) that exists at the
Bemidji site (Ng et al., 2015). The electron donor siderite (FeCO3) was configured to precipitate in response to
increasing dissolved ferrous iron levels because of iron‐oxide reduction. Pyrite was also included in our model but
not in Ng et al. (2015) because the presence of sulfate was not found at the Bemidji site. Pyrite was allowed to
precipitate as a sink for Fe2+ and H2S. Table S3 in Supporting Information S1 lists the minerals included in the
model, along with the Log K values.

2.5. Fate and Transport Component

2.5.1. Simulation of NAPL Dissolution

The contamination of the aquifer by PHCs starts with the dissolution of the light non‐aqueous phase liquid
(LNAPL), referred to in this study as the source zone. Dimension of the source zone varies at different sites,
ranging from less than 5 m in length and less than 1 m in thickness (Freitas et al., 2011; Gomez & Alvarez, 2010;
Prommer et al., 2009; Xu et al., 2015) to more than 50 m in length (D’Affonseca et al., Miles et al., 2008) and
more than 1 m in thickness (Ng et al., 2015; Suarez & Rifai, 2004). In this study, we assumed the dimensions of
the oil body to be 50 m in length and 2 m in thickness situated at the uppermost layer and 10 m downstream from
the left boundary. The location of the left boundary, x is − 35 m with reference to the center of the source zone
(Figure 1). Following the Bemidji studies (Essaid et al., 2003; Ng et al., 2015), we ignored the slow movement of
the oil phase and assumed the source zone to be stationary for modeling simplification (Dillard et al., 1997).

Oil saturation can vary depending on factors such as the spill size, the NAPL composition and thickness, and the
aquifer characteristics (Lenhard et al., 2004, 2018; Mao et al., 2020). Previous reports have shown that LNAPL
saturations may range from about 2% to 60% of the pore volume (Beckett & Lundegard, 1997; Huntley
et al., 1994). We thus assumed a homogeneous oil saturation of 15%, comparable to the oil saturation values at the
Bemidji area (Ng et al., 2014, 2015).

At the beginning of simulations, the LNAPL was partitioned into 4.3% BEX (C6H6) for combined benzene,
ethylbenzene, and xylene; 1.3% toluene (C7H8); 39.2% preNVDOC (C19H24O6) for “oil phase precursors to non‐
volatile dissolved organic carbon (NVDOC)” (Thorn & Aiken, 1998); 16.1% long‐chain n‐alkanes (C15H32); and
16% short‐chain n‐alkanes (C11H25). The remaining oil pool (23.1%), which does not dissolve nor degrade from
the LNAPL, was considered unreactive (Baedecker et al., 2011; Ng et al., 2015). The partitioning and repre-
sentative stoichiometries in the parentheses were adopted from Ng et al. (2015). These include short‐chain n‐
alkane compounds representing all C6‐C12 n‐alkanes, and long‐chain n‐alkane compounds representing all
C13‐C32 n‐alkanes. BEX compounds were grouped based on their similarities in migration and degradation (for
more details, see Ng et al., 2014, 2015).

We also adopted from previous modeling studies the multicomponent solubility of organic carbons following
Raoult's law (Essaid et al., 2003; Ng et al., 2015). This includes the simplification that toluene does not dissolve in
groundwater but degrades directly from the source zone. The multicomponent dissolution kinetics from a sta-
tionary oil body adequately represented the observations at the Bemidji site (Essaid et al., 2003; Ng et al., 2015).

2.5.2. Hydrocarbon Degradation

We simulated the aerobic and anaerobic biodegradation of PHCs using the partial equilibrium approach (Jakobsen
& Postma, 1999). This was derived from the modeling study previously conducted at the Bemidji site (Ng
et al., 2015). In general, this approach assumes that the kinetically controlled oxidation of natural organic carbon
(CH2O):

CH2O + 2 H2O → HCO3
− + 5 H+ + 4 e− , (1)

is the rate‐limiting step, while the reduction of the various terminal electron acceptors:

O2 + 4 H+ + 4 e− ⇋ 2 H2O, (2)

2 NO3
− + 12 H+ + 10 e− +⇋ N2 + 6 H2O, (3)
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Fe(OH)3 + 3 H+ + e− ⇋ Fe2+ + 3 H2O, (4)

SO4
2− + 9 H+ + 8 e− ⇋ HS− + 4 H2O, (5)

HCO3
− + 9 H+ + 8 e− ⇋ CH4 + 3 H2O, (6)

is in equilibrium, thus governed by the Gibbs free energy. We also used the first‐order biodegradation kinetics
used by Ng et al. (2015), which was temporally and spatially uniform within the aquifer, and does not depend on
the redox condition (Essaid et al., 2003). Although more complex biodegradation kinetics were previously used,
such as varying degradation rate constants depending on redox conditions (Höyng et al., 2015) and Monod ki-
netics (Aronson et al., 1999; Essaid et al., 1995; Schreiber & Bahr, 2002), the first‐order degradation model was
found to be adequate for simulating the field conditions at the Bemidji site (Ng et al., 2015). We implemented
individual degradation parameters for separate compounds that comprised the oil mixture, as a previous simu-
lation study considered this essential (D’Affonseca et al., 2011). Ng et al. (2014, 2015) provide more details on the
organic carbon degradation pathways and the rate constants used.

2.5.3. Cation Exchange and Sorption

Like the previous model at the Bemidji site (Ng et al., 2015), we simulated basic cation exchange. However,
instead of including only Fe2+, Mn2+, and H+ in ion exchange, we also considered the four major cations Ca2+,
Mg2+, K+, Na+ (Appelo & Postma, 2005), aside from Fe2+, as exchangeable cations to simulate a more generic
aquifer. This is also in line with other RTM studies (van Breukelen et al., 2004). Based on Ng et al. (2015), we also
assumed a cation exchange capacity (CEC) of 10.94 mol/kg for the aquifer. Then, we computed the distribution of
exchangeable cations by equilibrating the cation exchanger with the initial groundwater composition using
PHREEQC‐2. Assuming that the fraction of organic carbon in the aquifer is low, we neglected the retardation of
PHCs due to sorption on sedimentary organic matter.

2.5.4. Degassing From Solution

We simulated the degassing of CO2, CH4, and N2 in this model to represent the carbon loss through outgassing.
Following the implementation of Ng et al. (2015), outgassing was simulated in two parts: direct outgassing of CO2

and CH4 from the source zone, mainly from poorly soluble short and long‐chain n‐alkanes, and outgassing of gas
species from aqueous solution, including the ones produced from biodegradation of BEX, toluene, and NVDOC,
once the sum of partial pressures of CO2, CH4, and N2 reaches the average hydrostatic pressure (Amos
et al., 2005; Van Breukelen et al., 2004). We applied a depth gradient pressure threshold corresponding to the
annual average hydrostatic pressure for each depth in the aquifer. For simplicity, the pressure increased from
1 atm at the water table to about 1.97 atm at 10 m depth, disregarding the effect of WF. Each gas species was
allowed to outgas at a rate proportional to the fraction of partial pressure to the total pressure. A detailed
description of the outgassing mechanism can be found in Amos et al. (2005), and Ng et al. (2015). Further details
on the database used for the fate and transport equations can be found in the Supporting Information (Database S1
and S2 in Supporting Information S1), including the coefficients used, and the equilibrium and kinetic reactions
with corresponding constants considered in the simulation.

2.6. Scenario Simulations

Contaminated sites have unique hydrogeologic conditions, hydraulic properties, and geochemical characteristics.
We therefore simulated various scenarios to test the effect of aquifer conditions on the correlation between the
concentration of PHCs and the iWQPs. First, we changed the amplitude of the WF in the general head boundary
condition from 0.25 to 0.50 (WF+) and 0.75 (WF++) to consider the effects of this transient driver. Then, we
changed the mean HK from 6.2 to 3.1 m/day (HK‐) and 9.3 m/day (HK+) to consider the uncertainties in aquifer
heterogeneities. We used the same heterogeneous field and dividing (multiplying) the values to decrease (in-
crease) the mean HK. This kept the hydraulic conductivity values to still be within the reported range of HK for
fine and medium sand (Domenico & Schwartz, 1998). We also varied the initial background concentration of ions
from fresh groundwater (EC of 339 μS/cm) to water with specific conductance of about 1,078 μS/cm (EC+) and
2,039 μS/cm (EC++) to determine the effect of background salinity on the correlation coefficient. This was based
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on reports regarding released hydrocarbons in coastal aquifers (Geng et al., 2017; Robinson et al., 2009). The ion
compositions were determined by mixing a percentage of seawater (Nordstrom et al., 1979) with freshwater
(initial concentration) using PHREEQC to reach the desired specific conductance.

PHC contaminated aquifers have varying dominant electron acceptors as reported for several sites (Colombani
et al., 2009; Eckert & Appelo, 2002; Mastrocicco et al., 2012; Spence et al., 2005). Hence, we varied the dominant
electron acceptor by removing the dissolved oxygen (DO0) from the initial level of 7.87 mg/L and removing the
nitrate (NO30) and sulfate (SO40) from the initial levels of 5 and 50 mg/L, respectively. We also increased the
nitrate level to 50 mg/L (NO3+) (Fraters et al., 2008; European; Union, 2020), and the sulfate level to 250 mg/L
(SO4+) (European Union, 2020).

Carbonate minerals usually control the background concentration of ions in an aquifer because of their
abundance in nature and high solubility in groundwater. The dissolution or precipitation of calcium carbonates
in an aquifer matrix could affect the alkalinity and pH of groundwater, as well as the inorganic carbon con-
centration (Maurer & Rittmann, 2004). Hence, we also considered the absence of calcite (Cal0), reduced Fe
(OH)3 from 7.59 to 0.76 mmol/kg, and increased (CEC+) and decreased (CEC‐) cation exchange capacities
from 10.94 mol/kg to 2.19 mol/kg and 54.70 mol/kg. This is to evaluate the effect of minerals and the
exchangeable cations on the correlation coefficients. The simulated scenarios are listed in Table S4 in Sup-
porting Information S1.

2.7. Virtual Sampling of Groundwater

We obtained the concentration time series of simulated iWQP from eight virtual observation wells with screens at
multiple depths (Figure 1). These wells, located at different depths and distances from the source zone, consisted
of eight vertical grid cells from the top layer (1 m total length) and one horizontal grid cell (2 m diameter,
minimum grid cell size).

The concentration at each virtual groundwater sample, Csample, was calculated as the average of pumping flow‐
rate‐weighted mean concentration at all the well grid cells to represent the well screen surroundings (Höyng
et al., 2015). Assuming that the pumping flow rate is proportional to the hydraulic conductivity (Thouement &
Van Breukelen, 2020), Csample was computed as:

Csample =
∑CiKi

∑Ki
, (7)

whereCi is the species concentration andKi is the hydraulic conductivity of the grid cell i. This method considered
the influence of hydraulic conductivity on the groundwater flux toward the well screen during pumping
(Thouement & Van Breukelen, 2020).

2.8. Statistical Data Analysis

We analyzed the relationships between iWQPs (DO, EC, ORP, and pH) and the PHCs (i.e., BEX and NVDOC).
PhreeqPython, a Python implementation of PHREEQC (Vitens, 2021), was used to calculate the electrical
conductivity based on the chemical water composition during post‐processing. We then created histograms with
kernel density estimation (KDE) and probability density function (PDF) plots for a descriptive overview of the
distribution and frequency of the parameters.

Using Spearman's rank‐order correlation, we quantified the association between the iWQPs and the PHCs at all
observation wells. Spearman's correlation is a non‐parametric measure that assesses the monotonic relationship
between two variables (Sheskin, 2020). We then conducted a “moving window” analysis (Worrall et al., 2003),
termed here as rolling Spearman's correlation analysis with a 5‐year window, to capture temporal dynamics.
Repeated calculations of the correlations allow for the identification of time‐dependent patterns and shifts in
correlation coefficients. The 5‐year window was primarily chosen for illustrating the temporal dynamics
inherent to the system. Finally, we assessed the effect of different simulated scenarios on the rolling Spearman's
correlation by visualizing correlation coefficients between iWQPs and PHCs under various scenarios using
heatmaps.
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3. Results and Discussion
3.1. Hydrogeochemistry of the Groundwater Pollution Plume

The leakage of petroleum hydrocarbons in the aquifer influenced the concentrations of aqueous phase constituents
and solid phase minerals over time and space. We simulated the dissolution of petroleum hydrocarbons from a
source zone (Figure 1), which triggered various terminal electron accepting processes (TEAPs). The total
simulation period is 100 years, but we present the cross‐sectional plumes after 30 years to approximately match
the observation period at the Bemidji site (Ng et al., 2015). The plumes at three distinct time steps (5, 10, and
30 years) are presented in Figures S3 to S5 in Supporting Information S1 to visualize the plume progression.

3.1.1. Aqueous Phase Simulation Results

Figure 2 shows the cross‐sectional plume simulations of major aqueous electron donors (BEX and NVDOC),
a tracer representing BEX in the case of no degradation, dissolved inorganic carbon (DIC) produced by all

Figure 2. Model simulation results for major electron donors (BEX and NVDOC), the tracer representing BEX without
degradation, DIC produced by all TEAPs, groundwater pH, depleted electron acceptors with redox zones development (ORP
plume), solid phase minerals, and cation exchangers, after 30 simulation years. The solid phase plumes are depicted as the
difference between the final and initial values. White rectangles delineate the source zone location.
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TEAPs, and the pH. The plumes of various electron acceptors and the redox zones development due to
hydrocarbon degradation are also illustrated in Figure 2, along with the solid phase minerals and the cation
exchangers (X represents a sorption site). In this figure, pH, DO, and ORP are the parameters measurable with
water quality sensors. The location of the observation wells is displayed as vertical white lines, and the source
zone is delineated by white rectangles. The model effectively simulated hydrocarbon dissolution, advection,
and dispersion, as evident from BEX and NVDOC plume spreading. The results align with the previous study
on the Bemidji site (Ng et al., 2015), although it has differences such as plume extent and concentration.
Several factors contribute to the variability between our simulation results and those of the Bemidji plume
such as differences in initial oil saturation, mineral composition, hydraulic conductivity field, transient
groundwater flow, and the presence of nitrate and sulfate. Note that our purpose is to simulate a general
hydrocarbon pollution plume inspired by the Bemidji case, but not to represent the exact situation as it was at
the Bemidji site.

The findings of a report on a groundwater‐contaminated site at a former gasworks plant in Düsseldorf,
Germany (Eckert et al., 2000) demonstrate the feasibility of the simulated BEX concentration of more than
0.2 mmol/L (15.6 mg/L) and plume length of more than 100 m. The study by Eckert et al. (2000) reported
PHC concentrations of up to 100 mg/L, with the plume extending to 600 m over a period of more than
50 years of natural attenuation. Comparing the extent of the BEX plume with that of the much larger tracer
(BEX without decay) plume demonstrates hydrocarbon degradation. The degradation of all PHCs led to
significant DIC and pH plumes stretching far beyond the hydrocarbon plumes (Ng et al., 2014, 2015). Note
that the NVDOC levels increased considerably in the source zone over 30 years, whereas BEX levels remained
largely similar.

The hydraulic conductivity of the aquifer significantly affects the characteristics of the hydrocarbon plume. A
region of relatively high hydraulic conductivity (Figure 1) caused the plumes to initially migrate downward and
then almost horizontal. Similarly, the shape of the PHC plume in a sandy aquifer near a petroleum oil and
lubricant facility in Utah was also found to be sensitive to the hydraulic conductivity and aquifer thickness (Lu
et al., 1999). Additionally, the geological heterogeneity enhanced the contaminant source dissolution in a
controlled gasohol spill site in Brazil, resulting in greater plume migration (Rama et al., 2019). Furthermore, it
was determined in a numerical model that the heterogeneity in hydraulic conductivity greatly affects the shape
and size of the PHC plume (Uçankuş & Ünlü, 2008).

In aquifers, the release of carbonic acids from hydrocarbon degradation tends to decrease the pH of groundwater
(Appelo & Postma, 2005; Pandolfo et al., 2023). This was simulated in the model by the oxidation of organic
carbon through the partial equilibrium approach, where H+ is produced in the TEAP. Examples are the aerobic
degradation of benzene and NVDOC, respectively:

C6H6 + 3 H2O + 7.5 O2 → 6 HCO3
− + 6 H+, (8)

C19H24O6 + 7 H2O + 22 O2 → 19 HCO3
− + 19 H+, (9)

which produce H+ and HCO3
− resulting to lower pH and higher DIC concentration, as observed in Figure 2. The

possibility to detect PHC using pH and EC because of the increase in ions is based on this principle. Additionally,
a fraction of the produced CO2 from n‐alkane degradation dissolves, providing an additional source of H+. The
simulation captures a low pH plume originating from the core of the source zone, reflecting the early and
expanding low pH plume similarly observed at the Bemidji site (Ng et al., 2015). However, the previous study
reported lower simulated pH values (below 7) due to an additional source of H+ following their cation‐exchange
model.

The depletion of DO, NO3, and SO4, along with the release of Fe2+ also shown in Figure 2 demonstrates the
conversion of organic carbon into inorganic carbon through kinetically controlled biodegradation. This process
progressively consumes the oxidation capacity of both aqueous and mineral electron acceptors (Prommer &
Post, 2010). Near the contamination source, DO was depleted shortly after a spill incident caused by the aerobic
degradation of organic matter at the Bemidji site (Ng et al., 2015). This shows that DO sensors can be used to
detect the presence of PHC. Note that the SO4 depletion zones are smaller than those of O2 and NO3 because SO4

is a less preferred electron‐acceptor.
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Previous studies also proved that PHC degradation in contaminated aquifers has been coupled with NO3 and SO4

reduction (Colombani et al., 2009; Eckert & Appelo, 2002), and iron reduction (Mastrocicco et al., 2012; Miles
et al., 2008). When the more favorable electron acceptors are completely utilized, fermentation of the PHCs can
still occur. This leads to the partial oxidation of the carbon atoms to HCO3

− and partial reduction of the carbon
atoms to CH4, as reported at contaminated aquifers (Lueders, 2017; Morris et al., 2013; Teramoto et al., 2020).
The development in redox zones was simulated in the model as demonstrated by the change in redox potential
(ORP) shown in Figure 3. Thus, ORP sensors could potentially detect PHC in groundwater especially when
degradation affects the redox zones.

Following the model of Ng et al. (2015), we simulated concomitant Fe(III)‐reduction and methanogenesis by
using low Fe(OH)3 solubility to produce CH4 early as observed at the Bemidji site. This leads to higher CH4

concentration at later times, but the partial equilibrium model addressed this by representing anaerobic
oxidation of methane coupled with iron reduction (Amos et al., 2011; Ng et al., 2015). In general, long‐
distance transportation of reaction products such as methane through the aquifer is possible (Appelo &
Postma, 2005), leading to an extensive CH4 plume as shown Figure 3. The mineralization of PHCs also
resulted to accumulation of CH4, producing a larger CH4 plume with higher concentration than BEX and
NVDOC. However, CH4 oxidizes at the fringes when CH4‐containing groundwater mixes with oxygenated
water.

Figure 3. Simulation results of BEX, NVDOC and in‐situ water quality parameters at three observation wells X0Z0 (top),
X1Z3 (middle), and X3Z3 (bottom) for 100 years, divided into identified periods. BEX levels are multiplied by five for
visualization.
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3.1.2. Solid Phase Simulation Results

Near the source zone, the degradation of PHCs dissolves calcite because of proton formation (Figure 2); deni-
trification dissolves less calcite because of a decrease in proton formation in the redox reaction. Calcite disso-
lution (simulated as equilibrium process) increases Ca and alkalinity and thus acts as a buffer for groundwater
acidity and increases the EC. As oxygen and nitrate become depleted, the subsequent reductive dissolution of iron
hydroxides released Fe2+ into the groundwater (Teramoto & Chang, 2019; Vencelides et al., 2007). Calcite also
precipitated since iron reduction consumes protons, as illustrated by calcite formation at areas with low Fe(OH)3.

The increased HCO3
− and Fe2+ from PHC degradation coupled with reductive Fe(OH)3 dissolution triggered

siderite precipitation. Siderite can stabilize when the dissolved sulfide is depleted, allowing the Fe2+ concen-
tration to increase sufficiently (Appelo & Postma, 2005). This process continuously removed Fe2+ from the
solution and lowered the pH, further promoting Fe(OH)3 dissolution and reduction (Ng et al., 2015).

Within the source zone, the cation exchange sites adsorbed the calcium ions (increased CaX2 concentration),
mobilizingMg2+, K+, and Na+ (Figure S6 in Supporting Information S1). However, the produced Fe2+ from iron‐
reduction was partial sorbed to the CEC (increased FeX2) and mostly exchanged with CaX2, releasing more Ca2+

to the water. CaX2 is thus depleted in most of the plume, while FeX2 is enriched. As observed at the Bemidji site,
PHC oxidation increased the groundwater acidity. This in turn increased the levels of calcium and magnesium in
groundwater in response to calcite dissolution (Amos et al., 2011; Bennet et al., 1993). The resulting mineral
depletion/enrichment patterns, however, differed from the study at the Bemidji site (Ng et al., 2015). We included
Ca sorption in our model which was omitted in the sorption model for the Bemidji site. We also simulated the
extensive elevated Ca2+ plume reported at the Bemidji site, highlighting the significance of calcite dissolution in
controlling the groundwater chemistry.

3.1.3. Effect of Hydrocarbon Degradation on In‐Situ Water Quality

Figure 3 presents the PHC concentration and the iWQP at three observation wells located directly below (X0Z0)
the source zone and at horizontal distances of 85 m (X1Z3) and 145 m (X3Z3) away from the source zone,
following the general direction of groundwater flow. We analyzed the data of all observation wells, but for
illustrative purposes, we chose to visualize the data from these three specific wells. We also multiplied the BEX
levels by five only for visualization since BEX has much lower levels than NVDOC (less than 10x). It must be
noted that the accuracy and resolution of sensors must be considered when interpreting the practical implications
of these findings. There are sensors with accuracy and resolution of ±0.1 and ±0.01 for pH, ±5 and ±0.1 mV for
ORP, ±0.5% (of reading) and ±0.1 μS/cm for EC, and ±0.1 and ±0.01 mg/L for DO (In‐Situ, 2024). Thus, small
variations in sensor data might be difficult to detect in real‐life application.

The time series data in Figure 3 reveals five distinct periods. The first period, spanning the initial 2.5 simulation
years for X0Z0 (Figure S7 in Supporting Information S1), consists of aerobic conditions with BEX as the primary
electron donor. This is consistent with the approximate travel time of particles from the source zone to X0Z0
which is 2–4 years (Figure S8 in Supporting Information S1). During this period, DO was completely consumed,
leading to a stepwise decrease in ORP from +800 mV (associated with the O2/H2O redox couple) to around
− 125 mV (associated with the CO2/CH4 redox couple) (McMahon et al., 2011). From the PHC degradation, H+

and HCO3
− were produced, leading to a slight increase in EC from around 340 to 440 μS/cm and a decrease of pH

from about 7.7 to 7.2.

The second period is characterized by BEX still acting as the main electron donor, but under anaerobic conditions.
In this period, the pH further decreased to 7.1, while the EC further increased to about 510 μS/cm. After
approximately 20 years, the third period started which marks the transition from BEX to NVDOC as the primary
electron donor in the source zone which aligns with observations at the Bemidji site (Ng et al., 2015). The
NVDOC concentration peaked at 61 years proving that petroleum contamination can accumulate and persist in
groundwater for decades (Pishgar et al., 2022). As the degradation process progressed, groundwater further
acidified with pH reaching the minimum value of 6.5. This is because NVDOC degradation produces more H+

than BEX degradation per molecule (Equations 8 and 9).

This caused the calcite to dissolve, further, increasing the EC to the maximum value of about 950 μS/cm. An
important observation is that the extreme EC and pH values were reached in about 1 and 3 years, respectively after
the peak concentration of NVDOC was observed. A possible reason for this is the delay between the migration of

Water Resources Research 10.1029/2023WR036644

WU ET AL. 11 of 21

 19447973, 2024, 4, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023W

R
036644 by T

echnical U
niversity D

elft, W
iley O

nline L
ibrary on [19/04/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



NVDOC and its degradation by‐products. Variation in reaction kinetics of the different hydrocarbons can also
contribute to the lag time before the impact on water quality can be observed. For example, the first‐order
degradation coefficient of BEX is 0.31 (1/year) while for NVDOC it is 0.46 (1/year). The delay between the
peak NVDOC concentration and the maximum values of EC and pH differs among observation wells, with a
longer delay at the farthest well.

In the fourth period starting in year 61, the NVDOC concentration starts to decline from its peak, indicating the
depletion of the NVDOC source, during which the pH increased to about 6.9 while the EC decreased to 560 μS/
cm. ORP increased slightly during periods 3 and 4, possibly due to the mixing of water with different redox states
in the observation well. The fifth and final period starts at approximately 91.5 simulation years until the end of
simulation period. During this period, hydrocarbons are almost depleted leading to stabilization in iWQP, as
illustrated at the end of the time series. However, the iWQPs have not returned to their initial levels suggesting
that a century is insufficient to completely remove the impact of PHC contamination. These time periods provide
valuable insights into the temporal variations of hydrocarbon degradation and their impact on iWQP. Although it
was known that PHC degradation can influence these iWQPs, the changes to water quality parameters have not
been quantified and used to estimate the concentration of PHC in groundwater. Hence, these findings could serve
as the core logic for virtual sensor development.

The starting and ending times of these characteristic periods depend on the position of the observation well with
respect to the source zone, and more specifically the groundwater travel times between the source zone and the
wells. These differences can be observed from the data at three observation wells shown in Figure 3 and the
approximate travel times based on particle tracking in Figure S8 in Supporting Information S1 (Pollock, 2017).

Period one ends at around year 5 for X1Z3, which is related to the approximate travel time of 4–6 years from the
source zone to the well, and at around year 8 for X3Z3 with an approximate travel time of 8–10 years.
Furthermore, data from observation well X3Z3 show that the presence of BEX was detected 2.5 years after the
start of simulation, as compared to X0Z0 where BEX was detected within the first simulation year. The DO was
completely consumed and the ORP dropped to − 225 mV after about 6.8 years at X3Z3 while only about 2.5 at
X0Z0. The change from BEX to NVDOC as the main electron donor was observed after approximately 31 years at
X3Z3, although only after 20 years at X0Z0. The NVDOC concentration peaked at a simulation time of around
67 years, approximately 6 years later than at observation well X0Z0.

The travel time of PHCs from the source zone to the observation wells can be influenced by the aquifer's hydraulic
and hydrologic properties (Fetter et al., 2018; Gupta & Yadav, 2020) as shown in Figure S8 in Supporting In-
formation S1. At the farthest observation well X3Z3 (horizontal distance of 145 m from the source zone's center),
a lag time of about 14 years was observed between the peak NVDOC concentration and the maximum EC value of
about 850 μS/cm; the lowest observed pH value of 6.7 had a longer lag time of approximately 15.5 years.

Aside from the differences in travel times, we also found that the signal from the water table fluctuation was
dampened as we move fromwell X0Z0 closest to the left boundary, to the farthest well (X3Z3). This dampening is
especially noticeable for pH and EC (Figure 3) and is attributed to the aquifer's heterogeneity that attenuates the
signal as the water moves through the system. This is commonly observed in amplitude attenuation of tide‐
induced groundwater level fluctuations with the rate controlled by the aquifer's hydrogeologic properties
(Housego et al., 2021; Huang et al., 2015; Rotzoll & El‐Kadi, 2008). For clear illustration, the signal attenuation
for the BEX tracer at different wells is also presented in Figure S9 in Supporting Information S1. This shows that
the location of the observation well plays an important role in observing the behavior of hydrocarbon contam-
inants and their effects on the iWQPs.

3.2. Exploratory Data Analysis of Simulation Results

Simulated NVDOC, pH, and EC values at observation well X0Z0 have a multimodal distribution. BEX is
negatively skewed while NVDOC is positively skewed (Figure S10 in Supporting Information S1). Therefore,
Spearman's rank correlation was used instead of Pearson's correlation for data analysis. Spearman's correlation
determines the direction and strength of the monotonic relationship between variables, rather than the linear
relationship measured by Pearson's correlation (Sheskin, 2020).

We analyzed 100 years of PHC and iWQP simulation data at eight observation wells (Figure 4). As anticipated,
different observation wells displayed varying correlation coefficients due to the factors influencing the fate and
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transport of contaminants, as discussed earlier. The correlations between the iWQP and NVDOC were generally
stronger than those with BEX, except for DO which exhibited similar correlations. At 95% significance level, pH
demonstrated a strong to very strong negative correlation with NVDOC (− 0.66 to − 0.89) and a moderate negative
correlation with BEX (− 0.34 to − 0.52). Conversely, ORP displayed a moderate positive correlation with
NVDOC, except at wells X2Z1 and X3Z3 where the correlation weakened. ORP also had a weak positive cor-
relation with BEX, except at well X3Z3 where the correlation was negligible (0.08). The early consumption of
DO result in weak negative correlations with both BEX and NVDOC. EC, however, exhibited weak to moderate
positive correlations with BEX and strong to very strong positive correlations with NVDOC. These correlation
coefficients support the previous discussions, confirming that the degradation of PHCs significantly influences
groundwater pH and EC.

The negative PHC‐pH and positive PHC‐EC correlations are consistent with the increase in H+ and HCO3
− , thus

lowering pH and increasing EC, due to PHC degradation. As more PHCs are being dissolved and degraded in
groundwater, more calcite is also being dissolved, increasing the EC further. In contrast, the positive PHC‐ORP
correlation is inconsistent with the previous discussion where groundwater contamination of PHC typically re-
sults in a more reduced condition (lower ORP). This is because the most reduced condition was reached after
approximately 2.5 years, followed by relatively stable ORP values. Thus, the correlation coefficients based on the
100‐year simulation data do not accurately represent the actual correlation. We therefore considered the temporal
variability of the data aside from spatial variability.

Figure 5 presents the values of Spearman's rolling correlation coefficients, with 5‐year window, between the
PHCs (BEX, NVDOC, and combined) and iWQP (pH and EC) at observation well X0Z0. Focus was given to pH
and EC since DO was depleted after 2.5 years, resulting in methanogenic conditions (ORP of − 220 mV). For the

Figure 4. Correlation Coefficients between In‐situ Water Quality Parameters and PHCs (BEX and NVDOC) at all
ObservationWells withWell Locations for the 100 Years of Simulation Results). All correlations are statistically significant,
p‐value <0.05.
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first 2 years, DO and ORP have a very strong negative correlation with both
BEX and NVDOC (Spearman's r of − 1 and − 0.95, respectively) as previ-
ously anticipated, and thus not included in the illustration.

Figure 5 illustrates the five different phases observed at well X0Z0. During
period 1, strong negative BEX‐pH and NVDOC‐pH correlations were
observed, while EC exhibited a strong positive correlation. In period 2, pH
and EC started to correspond with BEX (Spearman's r of about − 0.8 and 0.8,
respectively) more than NVDOC (Spearman's r of around 0.3 and − 0.6,
respectively). This shift can be attributed to BEX being the main electron
donor in this period. Additionally, the positive NVDOC‐pH correlation may
suggest a slight pH buffering effect due to calcite dissolution.

The transition of the main electron donor from BEX to NVDOC at period 3
(Figure 5) notably reduced the BEX‐pH and BEX‐EC correlations and sub-
stantially increased the NVDOC‐pH and NVDOC‐EC correlations. This is
because the peak NVDOC concentration was around 2.9 mmol/L, as
compared to the BEX concentration of 0.14 mmol/L. The decline of NVDOC
in period 4 caused a point of inflection in the correlation coefficients at around
60–65‐year range (Figure 5), but still maintained a strong correlation with pH
and EC until the beginning of period 5. From period 3 to period 5, the
NVDOC‐pH and total PHC‐pH correlations behaved similarly, as well as
with EC. It is worth noting that although period 3 was delineated based on
NVDOC being the dominant PHC, the effect of increasing NVDOC con-
centration can already be observed at the end of period 2 where the BEX‐pH
and BEX‐EC correlation coefficients started to decrease. These findings were
also observed in the other wells. This includes the transition in the primary
electron donor from BEX to NVDOC, and the switch between positive and
negative correlations during certain periods.

3.3. Influence of Different Scenarios on the Correlation Coefficients

The possible effects of various conditions on the correlation between PHC
and iWQP were investigated. These factors have been known to influence the
transport of ions and contaminants in groundwater, as well as the TEAPs and
pH buffering capacity of the aquifer, among others. The Spearman's rolling
correlation coefficients of PHCs (BEX and NVDOC) versus pH and EC at
observation well X0Z0 for different scenarios are presented in Figure 6. As
we have seen, focus was given to pH and EC since after 2.5 years, DO was
depleted resulting in a reduced aquifer condition. Identified periods from the
base case scenario are visually delineated by black vertical lines within the
figure for comparison with other scenarios.

The increased amplitude of WF to 0.75 (WF++) slightly decreased the BEX‐pH and BEX‐EC correlations during
period 1 (lighter colors) but increased these correlations in period 2. Periods 3, 4, and 5 also exhibited an overall
increase in correlation, particularly evident at the beginning of period 3. For NVDOC, the correlations decreased
during period 2 but showed varying effects across periods 3, 4, and 5. The increasedWF has varying effects on the
correlation coefficients, suggesting that the synchrony between time series data of PHC and iWQPs was altered.
WF has been found to affect the transport of species in groundwater including PHCs, inducing temporal and
spatial variations in aquifer conditions (Abbas et al., 2017; Alazaiza et al., 2020).

When the hydraulic conductivity was lowered (HK‐), the BEX‐pH and BEX‐EC correlations increased during
period 1, at the beginning of period 2, and during period 5. Interestingly, instances of reversed correlations can be
found across periods 2, 3, and 4. Red changed to blue for pH, while blue changed to red for EC. The change in
groundwater flow velocity due to lower (HK‐) and higher hydraulic conductivity (HK+) caused the pH and EC to
correspond more with NVDOC (darker color) than BEX (lighter color). The change in groundwater velocity due
to changes in HK also affected the timing of the different periods such as longer period 1 at the HK‐ scenario.

Figure 5. Spearman's rolling correlation with 5‐year window of PHCs (BEX,
NVDOC, and combined) versus pH (anel A) and EC (panel B) at observation
well X0Z0 below the LNAPL source.
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Slower groundwater flow led to slower transport of PHC from the source zone to the observation well, resulting to
longer time before the DO was depleted. It must be noted that PhreeqPython failed to calculate the EC between
30–5 and 40–45‐year range at the HK‐ scenario, marked as yellow rectangles, as can be observed in Figure 6. This
could be caused by the adapted virtual sampling method, where the HK was used for calculating the species
concentration at the observation wells.

The elevated background EC (EC+) slightly decreased the BEX‐EC correlation during period 1 but increased it
during period 5. The correlation at periods 1 and 2 further decreased with much higher background EC (EC++),
which also affected the BEX‐pH correlation, more noticeably during period 1. Higher background EC values
reduced the noticeability of the signal from BEX contamination, causing this decrease in correlation (lower
signal‐to‐noise ratio). NVDOC‐pH and NVDOC‐EC correlations exhibited the opposite effect, resulting in an
increased correlation in the EC++ scenario mostly at period 2. This shows that the change in EC caused by
NVDOC is significant even at high background EC.

Since oxygen, nitrate, and sulfate are important mainly during the initial periods (until these are exhausted), the
BEX‐pH and BEX‐EC correlations remained relatively stable when DO and nitrate were removed (DO0 and
NO30, respectively), with a slight decrease when sulfate was removed (SO40). However, increasing the nitrate

Figure 6. Spearman's rolling correlation with 5‐year window of PHCs (BEX and NVDOC) versus iWQP (pH and EC) at
observation well X0Z0 for different scenarios (BC: base case, WF: water table fluctuation, HK: hydraulic conductivity, EC:
electrical conductivity, DO: dissolved oxygen, NO3: nitrate, SO4: sulfate, Cal: calcite, CEC: cation exchange capacity, FHO:
amorphous ferric hydroxide). Parameters were changed relative to BC (+ for increased, ‐ for decreased, 0 for removed).
Yellow rectangles mark the period with no EC data. Values changed are presented in Table S4 in Supporting Information S1.
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and sulfate levels (NO3+ and SO4+, respectively) decreases the BEX‐pH correlation significantly at period 2
while increasing the NVDOC‐pH and NVDOC‐EC correlations; SO4+ also altered the direction of BEX‐EC
correlation at period 2, end of period 4, and period 5. By varying the available electron acceptors, the timing
of the periods could also change since each period is affected by the presence of the main electron acceptor.

When the system has no calcite (Cal0), the BEX‐pH and BEX‐EC correlations significantly decreased causing the
periods to be indistinguishable. Since pH was not buffered because of the absence of calcite, pH correlated more
with NVDOC.Without calcite, the pH droppedmore than 0.7 as compared to the base case while the EC increased
more than 350 µS/cm at certain periods. Degradation of NVDOC (Equation 9) produces more H+ than BEX
(Equation 8), thus without buffering, NVDOC controls the groundwater pH. Decreasing the cation exchange
capacity (CEC‐) did not significantly impact the correlations, except for NVDOC‐pH, which showed a slight
increase in correlation during period 2. Increasing the cation exchange capacity (CEC+) reduced both the BEX‐
pH and BEX‐EC correlations. For the NVDOC‐pH and NVDOC‐EC correlations, these were either increased
during period 2, or period 1 became longer.

A reduction in amorphous iron oxide (FHO‐) had a significant effect on the correlations during period 2 and
period 5. It decreased both BEX‐pH and BEX‐EC correlations in period 2 but increased the BEX‐pH, BEX‐EC,
NVDOC‐pH, and NVDOC‐EC correlations in both periods. As previously discussed, iron oxides play a role in
reductive mineral dissolution, precipitation, and cation exchange. Thus, reducing its availability impacted these
processes leading to different correlation coefficients. This shows the importance of iron oxides in characterizing
groundwater quality with PHC contamination (Jiang et al., 2019). In general, increasing the electron acceptors can
significantly affect the correlations between PHCs and iWQPs. The correlation coefficients were notably affected
in period 2 and period 5. These periods correspond to a phase before a transition between electron donors occurs,
highlighting the significance of TEAPs in characterizing these relationships. In contrast, the correlation co-
efficients in period 4 remained relatively stable except for major changes during scenarios HK‐ and Cal0.
Furthermore, a decrease in BEX‐pH or BEX‐EC correlations is typically accompanied by an increase in NVDOC‐
pH or NVDOC‐EC correlations, and vice versa.

3.4. Implications for Virtual Sensor Development

Virtual sensors use models to process and transform physical sensor data into signals of interest (Brunello
et al., 2021; Martin et al., 2021), such as PHC concentration. In contrast to RTM where the input parameters
include the aquifer chemistry and the PHC, the input parameters for the hydrocarbon virtual sensor will only be
the iWQPs; we expect the virtual sensor to detect and estimate the concentration of PHC in groundwater by
combining these iWQPs. The correlation between the physical sensor data and the PHC concentration must
therefore be determined to identify the most suitable process for virtual sensor development. Since the correlation
coefficients have been found to have temporal dependencies causing varying lag times between PHC contami-
nation and changes in water quality, at least two different virtual sensor systems can be conceptualized. These
systems will vary in terms of purpose and the processing of sensor data; these will be the focus of future research
and are not within the scope of this paper.

First is an early warning system utilizing the initial years following an oil spill (period 1). During the period when
the condition is aerobic, PHC concentration has a perfect negative correlation with DO and ORP, making these
parameters invaluable for early PHC detection. This system can be used to detect PHC contamination in real‐time
allowing for a quick remediation response, and thus preventing the PHC plume from spreading. Second is a
system for long‐term monitoring of PHC‐contaminated aquifer, considering periods after period 1. EC and pH
play important roles during these periods as these provide insights into the crucial chemical processes in
groundwater. As the correlation coefficients differ per period due to variations in available electron acceptor and
elector donors, among others, this system must have a mechanism for selectively updating the model based on the
period that is monitored. This low‐cost, low‐maintenance, and continuous monitoring of PHC concentration in
contaminated areas can be useful for developing effective and efficient remediation strategies across the lifespan
of the plume. These findings serve as an essential intellectual footing for developing a robust hydrocarbon virtual
sensor.

Hydrogeological properties of the aquifer were also found to affect the correlation coefficients. Figure 6 shows
that the coefficients change in the identified periods, and that the timing and duration of each period change. Thus,
aquifer characteristics and geochemical conditions such as hydraulic conductivity and available minerals are
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important considerations when developing the virtual sensors. Other factors which were beyond the scope of this
study might also affect the correlation coefficients and thus must be further studied. These factors include the
source zone dimensions, heterogeneity in background aquifer chemistry, and hydrocarbon sorption on sedi-
mentary organic matter. Field applications must also account for noises present in the data due to possible natural
variations in groundwater conditions. Moreover, sensor accuracy, precision, and stability should be considered;
small fluctuations in simulated water quality parameters were considered in the statistical analysis but may not be
within the sensors' precision which can potentially result to weaker correlation coefficients.

4. Conclusions
This study investigated the potential of in‐situ water quality sensors for estimating petroleum hydrocarbons
(PHC) in groundwater. We developed a reactive transport model to generate synthetic data sets, which were
essential toward creating a virtual sensor to detect PHC in groundwater. Our exploratory and statistical data
analysis reveals that several factors influence the correlation between in‐situ water quality parameters (iWQPs)
and PHCs. These correlation coefficients exhibit spatial and temporal variability among observation wells and
among the five identified periods in the base case scenario. Scenario simulations revealed the impact of various
factors, including water table fluctuations, hydraulic conductivity, aqueous and mineral phase electron acceptors,
and other geochemical properties of the aquifer, on the correlation between PHCs and iWQPs. These findings
demonstrate the feasibility of developing two virtual sensor systems: an early warning system for rapid responses
to oil leakages affecting groundwater; and a continuous, real‐time, long‐term monitoring system aimed at
devising effective remediation strategies for PHC‐contaminated aquifers.

Data Availability Statement
The reactive transport model in this paper was built in Jupyter Notebook using the Python package Flopy. The
Jupyter Notebook is preserved at 4TU.ResearchData repository https://doi.org/10.4121/f7742f02‐ee3a‐4a84‐
adf1‐625b4a9fd703 (Wu, 2024). The Jupyter Notebook and the python module created to visualize the simulation
results are also available at this repository, as well as Databases S1 and S2 in Supporting Information S1. The
software/code repository for Flopy is available at https://github.com/modflowpy/flopy (Bakker et al., 2024).
Electrical conductivity was calculated using PhreeqPython licensed under the Apache License, version 2.0,
available at https://github.com/Vitens/phreeqpython (Vitens, 2021). Figures were made with Matplotlib version
3.7.1 (Caswell et al., 2020; Hunter, 2007), available under the Matplotlib license at https://matplotlib.org/.
Statistical analyses were done with SciPy version 1.10.1 (Virtanen et al., 2020).
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