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Abstract

Due to technology trends such as autonomous driving, the need for robust safety in

the automotive industry increases. The safety comes from sensors that are able to im-

age the environment and systems that use this information to avoid incidents and retain

maximum safety. Detection of pedestrian has high importance since a missed detection

can be lethal. Current solutions for pedestrian detection are based on infrared and optical

cameras. With these solutions it can be challenging to detect pedestrians under condi-

tions such as cold/foggy conditions, especially during nighttime. In this scenario through

clothes penetration of infrared radiation is poor. Instead, terahertz radiation penetrates

better through clothes, making terahertz imagers a viable solution to increase safety in the

framework of autonomous driving.

The focus on automotive sensors requires that the solution needs to be low-cost, low

power and compact. Traditional passive terahertz detectors are based on cryogenically

cooling or active illumination of the target to maximize the sensitivity, since this is not

applicable in automotive designs we design an array that can be combined with direct

detectors to increases the sensitivity by maximizing the effective bandwidth. The sensor

needs to have sufficient resolution to detect the pedestrians at distances up to 10 meters

combined with sufficient sensitivity to also perform in weather conditions such as fog.
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The design in this is thesis is a terahertz imager with a connected array of dipoles as

receiving antenna. By connecting the elements in the array, the dipoles behave broadband

and can be densely placed on a focal plane. The array of elements is placed under a silicon

lens to sample the far field. The prototype proposed is a limited size version of the full

array, which contains less pixels to make it less expensive to manufacture. The design is

able to detect pedestrians with sub-Kelvin sensitivity on hot days while also achieve an

spatial resolution of 15 cm at maximum distance. With this result the prototype shows

that it is a suitable solution to extrapolate further into a full array design. It shows it is

an addition to the existing sensors and it fills a gap in pedestrian detection.

This thesis is submitted in partial fulfillment of the requirements for the degree of

Master of Science n Electrical Engineering at Delft University of Technology.

Bart van den Bogert
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Chapter 1

Introduction

This chapter contains the introduction to the research done, clarifying the back-

ground and the application considered. First, the background in pedestrian detection will

be introduced, followed by the solution proposed in this thesis. The last section of the

chapter gives an overview of the outline of the thesis.

1.1 Pedestrian Detection

With the evolution of the automotive industry as we know, the demands on what a

car is able to detect change [1]. Traffic flow is affected by human driving involving reaction

time, delays and human error which can be removed in autonomous cars by replacing the

human driver with a computer controlled systems and sensors [2]. When looking at the

overview of the present systems on a car, a large variety of sensors are found, having vari-

ous functionalities such as temperature and pressure monitoring, locating the cars position

on the road and pedestrian detection [3]. With the development of autonomous vehicles,

economic benefits can be made, but this asks for determining appropriate standards for

liability and security [4].

One of the most important and challenging application that is considered here is the

detection of other road users. Especially pedestrians are hard to observe, due to their

small size compared to cars and their possible unpredictable movements and locations [5].

Since the result of a missed detection can be fatal, a high demand on safety performance

is required in pedestrian detection [6].

Currently, different kinds of sensors for pedestrian detection are used such as Radar

[7], near-infrared [8], far-infrared [9] and optical cameras [10]. All different types of sensors



Visible Terahertz Infrared 

Figure 1.1: Image resolved from visible, terahertz and infrared light in left, middle and right respectively.

A limited performance in terms of penetrability of clothing occurs for visible and infrared light, while

terahertz radiation is able to penetrate through the clothing [13].

have their own strengths and limitations, so a combination of them is needed to design

a robust system [11]. Radar sensors use active illumination, but will be relatively big

compared to the other sensors. Optical cameras depend on optical light illuminating the

target, which can cause problems during nighttime. Near-infrared sensors are also based

on active sources which are relatively expensive. Far-infrared (FIR) are thermal cameras

receiving the thermal radiation described by Planck’s law. The FIR sensors cost less but

are also limited in performance for two important reasons. First, the infrared radiation

is attenuated strongly in atmospheric conditions such as fog and rain [12]. Second, FIR

sensors can be limited in the penetration through clothing (Fig. 1.1), making it harder to

detect a person. Fig. 1.1 shows that, in detecting pedestrians, a big portion of the radi-

ation is blocked due to the clothing the pedestrians wear. Fig. 1.1 is from the work [13],

that focuses on security imaging where the radiation is required to penetrate through the

clothing in order to detect concealed weapons. However, Fig. 1.1 also illustrates the fact

that a pedestrian will be a more distributed source of radiation in the terahertz (THz)

regime w.r.t. the infrared regime. This holds especially in the scenario when it is cold,

foggy and at night, where a pedestrian is likely to wear multiple layers of clothing, blocking

most of the infrared radiation. For this reason, a THz imager will be able to complement

current infrared and optical systems, increasing the reliability of current pedestrian detec-

tion systems.

As indicated in Fig. 1.2, the thesis discribes sensors that operate in the THz regime.

Which is at lower frequency than present solutions based on infrared (IR) and optical cam-

2



RADAR IR 

Optical cameras 

Figure 1.2: Electromagnetic spectrum and indicated are the positions of RADAR, terahertz (THz), infrared

(IR) and optical cameras [14].

eras, but at higher frequencies than RADAR.

1.2 Solution proposed in this Thesis

Microwave frequencies up to 600 GHz are characterized by low atmospheric attenua-

tion and the ability to penetrate through clothing. These features show that a THz imager

can complement current existing images for the purpose of pedestrian detection. Best im-

age quality can be achieved in an active scenario, where both THz sources and detectors

are being used. However, the development of circuitry in microwave and millimeter wave

applications is still considered to be a challenging task [15]. THz sources are bulky and

power hungry, making them unsuitable for integration in a car. For this reason, the need

arises to develop passive THz cameras, i.e. radiometers. Similar to FIR cameras, a passive

THz camera will detect the thermal radiation that can be described by Planck’s law.

Over the past decades, looking into the development of circuitry in microwave and

millimeter applications has taken a flight, while in the THz regime (from 300 GHz to

3 THz) the solutions have proven themselves to be challenging [15]. The usage of this

part of the electromagnetic (EM) spectrum is limited in terms of tunable sources and ef-

ficient amplifiers for the use of large arrays. Without the availability of efficient coherent

mixers that can be integrated in large arrays, incoherent detection (i.e. direct detection)

3



architectures are preferred at submillimeter-wave frequencies. The use of direct detectors

comes with some benefits compared to other detectors. The first advantage is the easy

read-out circuitry that is needed, since the signal is received incoherently i.e. no mixers

are needed; for this a detector-integrator combination is used. The second advantage of

using direct detectors is that they consume less power than coherent detectors, since no

oscillators, mixers and amplifiers are used. The third advantage is that because of the

simple read-out circuitry, large focal plane arrays (FPA) can be manufactured. When

using integrated technologies such as CMOS, low-cost imaging applications are enabled,

suitable for commercial applications like the automotive industry. A quasi-optical system

containing elements such as lenses or reflectors is combined with the FPA to create a large

field of view (FoV).

The current state-of-the-art uncooled passive submillimeter-wave imagers [16] are in-

sufficiently sensitive to operate without actively illuminating the source of interest [17].

The sensitivity of a direct detector imager is expressed as the Noise Equivalent Tempera-

ture Difference (NETD), which is the temperature resolution of the system. The NETD is

the temperature sensitivity which is the minimal temperature difference from the source

of interest that can be distinguished form the noise fluctuation in the image. It is shown

in [17] the NETD can be expressed as:

∆T = NETD =
NEP

kB η̄sys∆frf

1√
2τint

(1.1)

with kB the Boltzman constant (1.38 × 10−23 m2kgs−2K−1), η̄sys the average system ef-

ficiency, ∆frf the operational bandwidth of the feed (the product of η̄sys∆frf is referred

to as the effective bandwidth ∆f effrf ) and τint the integration time of the integrator. This

equation will be explained further in chapter 2.

Eq. (1.1) can be rewritten as a function for the imaging speed, defined as s = 1
τint

.

In Fig. 1.3 the imaging speed s is shown as a function of NEP and effective bandwidth

when a temperature sensitivity of 1 K is required. Fig. 1.3 illustrates the focus area of

the imager, where the solution will be based on in this thesis. The NEP of the whole

system is depending on the read-out circuitry and the environment the system is placed

in. The performance of direct detectors can be increased by cooling the system to cryo-

genic temperatures to increase their performance in terms of sensitivity [18] [20]. When

uncooled detectors are used, NEPs of 12 nW/
√
Hz are achieved in [16] or even as low as

0.48 pW/
√
Hz [19]. This can be improved further by cryogenically cooling the system to

achieve NEPs of 3× 10−19 W/
√
Hz [20]. The ultimate limit one can achieve by cooling is

that the noise received is not limited by the noise introduced by the detector, but by the

4



[A]

[B]

Figure 1.3: The focus area (from [17]) of the passive imager used in this thesis, also showing: [A] cooled

KIDS as in [18] and [B] uncooled CMOS as in [16] .

erratic fluctuations of the signal itself. However, cooling will not be applicable here, since

this will introduce a bulky power consuming cooling installation that is unaffordable for

usage in the automotive industry. To compensate in the lag of sensitivity of the uncooled

system, one can increase the bandwidth of the system to increase the power received (from

Eq. (1.1)).

The design developed in this thesis is a THz imager that utilizes a broad portion

of the THz spectrum efficiently such that it, combined with a detector with a NEP in

the order of pW/
√
Hz, is able to achieve real-time refresh-rates with sub-Kelvin tempera-

ture sensitivity. This thesis is part of the Tera-hertz silicon-Integrated CAMera (TICAM)

project, which is a passive imager for the detection of pedestrian in an automotive appli-

cation.

1.3 Outline of the Thesis

This thesis is organized in 6 more chapters: Chapter 2 is on a further analysis of

passive terahertz imaging, deriving the figures of merit. Chapter 3 is the analysis of the

application focused on pedestrian detection and how this sets the requirements for the

design of the imagers. In chapter 4, possible solutions for the design are evaluated and a

quasi-analytical model for connected arrays of elements is derived. Chapter 5 contains the

aspects that are taken into account in the optimization to determine the final design for

the array. Then the final design is evaluated in chapter 6 to find the realized performance.
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Conclusions and future work prospects are given in chapter 7.
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Chapter 2

Passive Terahertz Imaging

This chapter explains the figures of merit used in THz imaging. An overview of the

system can be found in Fig. 2.1, where an instrument box is looking at an incoherent

source of temperature Ts radiating power. In the instrument box, the FPA of detectors

with feed period df is placed under optics with diameter D and focal distance F . The

source solid angle is defined as Ωs and the optics solid angle is ΩO.

2.1 Back-Body Radiation

The main purpose of a radiometer is to detect the spectral brightness distribution of

a source B(f,Ω) with temperature Ts over a source solid angle Ωs. The spectral brightness

of an incoherent source, which is also referred to as black-body radiation, can be described

by Planck’s law as [21]:

B(f,Ω) =
f 2

c2

2hf

e
hf

kBTs(Ωs) − 1

[
W

m2SrHz

]
(2.1)

where f is the frequency, c is the speed of light (2.99 × 108 m/s), h is Planck’s con-

stant (6.626× 10−34 m2kgs−1) and kB is Boltzman’s constant (1.38× 10−23 m2kgs−2K−1).

Planck’s law describes the spectrum that is emitted as a function of the source tempera-

ture, there are two limits in this expression:

The first limit is called the Rayleigh-Jeans limit and is valid when hf � kBTs, which

is the case for pedestrian detection. In this limit, the spectral brightness becomes:

B(f,Ω)|hf�kBTs ≈ BRJ(f,Ω) =
f 2

c2
2kBTs(Ω) . (2.2)

When the sources have a higher temperature than 270 K and looking at frequencies lower

than 1 THz, the error due to the difference between Planck’s law and the Rayleigh-Jeans
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Fig. 2. Investigated quasi-optical system in the presence of an incoherent
source with temperature distribution TS (Ω) distributed over a source solid
angle ΩS . The radiometer consists of an FPA placed in an instrument box at a
focal distance F from optics with diameter D that subtend the FPA with a solid
angle of ΩO . The investigated FPA is a square array containing antennas with
diameter df .

distribution characterizes an incoherent source at temperature
T and can be described by Planck’s law in units of [W m−2

Sr−1 Hz−1] [29]

B(f,Ω) =
f 2

c2

2hf

e
h f

k B T (Ω ) − 1
(2)

with f the frequency, c = 2.99 × 108 m/s the speed of light, and
h = 6.626 × 10−34 Js being Planck’s constant. In the specific
case that the radiometer is operating in the Rayleigh–Jeans re-
gion w.r.t. the source, i.e., when hf � kB T such as in a security
scenario, a convenient approximation of the spectral brightness
can be used

B(f,Ω)|hf�kB T ≈ BRJ (f,Ω) =
f 2

c2 2kB T (Ω). (3)

For sources with T > 270 K and f < 1 THz, the error in this
approximation is less than 10%. It is worthwhile to mention that
in Wien’s limit, i.e., when hf � kB T , the spectral brightness

can be approximated using (e
h f

k B T − 1)−1 ≈ e
− h f

k B T ; this term
decreases exponentially with frequency and therefore only the
lowest frequencies in the band contribute to the imaging speed.
This implies that utilizing a large operational bandwidth is not
very beneficial to increase the SNR when the radiometer is op-
erating in Wien’s limit w.r.t. the source such as is the case for
deep-space sensing. Accordingly, optimal FPA configurations in
Wien’s limit can be studied as in [11]. In the rest of this paper,
it is assumed that the radiometer is operating in the Rayleigh–
Jeans limit (3) w.r.t. the source. A simplified configuration of
the complex optics of a radiometer is shown in Fig. 2. In this
configuration, antenna feeds are placed in a square FPA with an
interelement spacing of df (in both directions) at a focal distance
of F from the optics with a diameter of D (F# = F/D). The
optics are assumed to be characterized by large F# and subtend
the FPA with a solid angle of ΩO . In order to generalize the
analysis, ideal antenna feeds are initially assumed to be charac-
terized by uniformly illuminated circular apertures. Moreover,
the efficiency of each of the antenna feeds and associated inten-
sity patterns after the optics are assumed to be the same for all
FPA elements, apart from the pointing angle. The feed apertures
have the same diameter as the interfeed spacing df . The array
is placed in an uncooled instrument box.

A. Imaging Speed

For direct detection schemes, the SNR, after τint seconds of
detector integration, can be expressed as [7], [21], [30]

SNR =
Pa

NEP
√

ΔfP D
=

Pa

NEP

√
2τint (4)

where Pa is the average power accepted by the detector during
the integration time interval τint . The expression of the SNR
(4) follows from the NEP, which is defined as the average input
power that is necessary to equate the root-mean-square noise
power fluctuations when the postdetection bandwidth ΔfPD =
1 Hz and therefore making the SNR unity. The image acquisition
time τi is typically larger than the detector integration time
τint if one has fewer detectors Ndet operating simultaneously
than the number of pixels in the desired FoV, Npix. In that

case τi = Ntτint with Nt = Npix

Ndet
defined as an integration time

penalty to form a single image in τi seconds. This illustrates the
great efforts that are done to fabricate large FPAs.

The average received power, during the detector integration
time interval, from an incoherent source by the nth single po-
larized antenna feed Pn

a can be expressed as an integration
of the spectral brightness (2) over the operational bandwidth
ΔfRF = fmax − fmin and over the source solid angle viewed
and weighted by the effective area AO

eff (f,Ω) of the quasi-optical
system

Pn
a =

1
2

∫ fm a x

fmin

∫
ΩS

AO
eff (f,Ω − Ωn )B(f,Ω)dΩdf. (5)

Focusing on the on-axis element (n = 0), the effective
area of the quasi-optical system can be related to the direc-
tivity DO (f,Ω); AO

eff (f,Ω) = c2

f 2
1

4π ηopt(f)DO (f,Ω), where

ηopt(f) = ηfeed(f)ηΩO
so (f) is the system’s optical efficiency

that is separated in a radiation efficiency of the feed ηfeed(f),
and spill-over efficiency w.r.t. the optics ηΩO

so (f). The feed effi-
ciencies are for example impedance matching and conductor-/
dielectric losses, while ηΩO

so (f) is a more significant term defin-
ing how well the antenna feed pattern is coupled to the angular
region subtended by the optics ΩO . The spill-over efficiency can
be defined as

ηΩO
so (f) =

∫ ΩO Df (f,Ω)dΩ
4π

(6)

where Df (f,Ω) is the directivity of the feed. In Fig. 3, the spill-
over efficiency is shown as a function of the feed size, assuming
large F# and a uniformly illuminated circular aperture. It is ev-
ident that the spill-over efficiency, and therefore imaging speed,
will be greatly affected by the choice of the feed size (which for
simplicity corresponds to the interelement period in the FPA,
i.e., sampling). For this reason, the spill-over efficiency will be
the key parameter used in the analysis to derive the optimal sam-
pling configuration. One should also note that a low spill-over
efficiency also implies that the system can become sensitive to
the thermal radiation coming from the instrument box. We as-
sume that the instrument box, together with the quasi-optics,
is kept at a stable temperature such that common calibration
techniques can be applied. Substituting the effective area and

Figure 2.1: System under investigation, left: Instrument box (radiometer) placed under an incoherent

source of temperature Ts with source solid angle Ωs. Right: the instrument box containing a square focal

plane array (FPA), antenna diameter df , of detectors placed under optics with diameter D and at focal

distance F over solid angle ΩO. [17]

limit is less than 10 %.

The other limit is the Wien’s limit, valid for hf � kBTs which is described as:

B(f,Ω)|hf�kBTs ≈ BWien(f,Ω) =
(
e

hf
kBTs(Ω) − 1

)−1

≈ e
− hf
kBTs(Ω) . (2.3)

In this equation it can be seen that the brightness decreases exponentially as a function

of the frequency; the lower frequency will have the strongest contribution in the emitted

radiation. Due to this decrease in spectral power, increasing the bandwidth of the system

is not beneficial in this limit. For this thesis is assumed the sources of interest are in the

Rayleigh-Jeans limit, thus Eq. (2.2) will be used in the further analysis.

2.2 Received Power

The purpose of a direct detector is to convert the incident black-body radiation, as

described by Planck’s law, to a signal that can be read-out by low frequency circuitry. A

schematic overview of the antenna-detector combination can be found in Fig. 2.2. This

consists of three main components: an antenna with effective bandwidth ∆f effrf receiving

an erratic THz signal; the detector (with noise equivalent power NEP) that transforms the

incident terahertz power to a DC voltage at the output of the detector (possibly modulated
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The detectors in the FPA, capture some high-frequency 

radiation signal incoherently by a direct detector. 

 

The SNR of a direct detector is given by: 

SNRAD =
Pa

NEP
2τint  

 
Considering 3 contributions, the received power 𝑃𝑎, the 

Noise Equivalent Power NEP and the integration time 𝜏𝑖𝑛𝑡. 
 

Here the integration time is the time the direct detector 

captures the signal, before it get read out by the integrator. 

Here, the requirement is to get real-time imaging. 

THz 
Antenna Detector Integrator 

τint Δfrf
eff NEP SNRAD 

Pa 

Figure 2.2: Schematic overview of the a direct detector. A terahertz EM radiation signal is received by

the antenna with effective bandwidth ∆feffrf = η̄sys∆frf ; the energy is summed up incoherently in the

detector with Noise Equivalent Power NEP. The detector gets read-out by the integrator every τint seconds,

resulting in a signal to noise ratio after detection of SNRAD.

signal to avoid flicker noise contributions). The low frequency signal at the output of the

detector is then integrated for a integration time τint in order to reduce noise fluctuations

introduced by the detector. The signal to noise ratio (SNR) after detection is denoted as

SNRAD.

For direct detector schemes the SNR can be expressed as [23]:

SNR =
Pa

NEP

√
2τint (2.4)

where Pa is the average received power accepted by the detector during the integration

time τint. The NEP is the noise equivalent power from the detector, which is the power

that is needed to get unit SNR after 0.5 seconds of integration.

The expression for the average received power P n
a of the nth detector-antenna combination

from a incoherent source, is equal to the integration of the targets brightness distribution

(following Eq. (2.1)) over the operational bandwidth, ∆frf ,over the source solid angle, Ωs,

weighted by the effective area of the quasi optical system, AOeff :

P n
a =

1

2

∫
∆frf

∫
Ωs

AOeff (f,Ω− Ωn)B (f,Ω) dΩdf . (2.5)

The factor 1
2

before the integrals is due to the fact of only a single polarization is received.

The effective area of the quasi optical system related to the directivity of the antenna,

DO(f,Ω), as: AOeff = c2

f2
1

4π
ηsys(f)DO(f,Ω), where ηsys is the system efficiency of the feed;

this will be defined further.

2.2.1 System Efficiencies

This part describes the efficiencies that are taken into account to calculate the system

efficiency, ηsys, as:

ηsys(f) = ηso(f)ηmc(f)ηohm(f)ηimp(f)ηf2b(f)ηrefl(f) . (2.6)
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In Eq. (2.6), ηso is the spillover efficiency, ηmc is the mutual coupling efficiency, ηohm is

ohmic efficiency, ηimp is the matching efficiency, ηf2b is the front-to-back ratio efficiency

and ηrefl is the reflection efficiency. All these efficiencies will now be clarified further.

Reciprocity theorem shows that an antenna can be modeled as a receiver or a trans-

mitter to evaluate the patterns and efficiencies. This thesis derives a quasi-analytical model

of an antenna array as if it were used in transmission. Also the final array optimization will

be performed in transmission using CST Microwave Studio [24]. The following efficiency

terms will also be explained in transmission. However, do note that the array will be used

in a passive scenario, i.e. only in reception.

Spillover Efficiency

The first efficiency term that is taken into account is the spillover efficiency. Since this

FPA will be using a lens to focus the beams in the FoV, some spillover will be introduced.

While some of the radiated power is captured by the aperture of the lens (ΩO), some is

radiated to angles wider than the truncation angle of the lens θ0. The power that is not

radiated on the lens aperture is assumed to be lost.

This can be expressed mathematically as:

ηso(f) =

∫
ΩO
Df (f,Ω)dΩ

4π
(2.7)

where ΩO is the solid angle where the lens aperture is present, Df is the directivity pattern

of the antenna feed used.

Mutual Coupling Efficiency

When an element is radiating power, some power is captured by the neighboring

elements. In an imaging array, where each antenna corresponds to a pixel in the imaging

plane, power that is dissipated in neighboring elements is assumed the be lost.

Considering that the influence of mutual coupling is stronger when elements are

placed closer to each other, mutual coupling is seen as the fundamental limit for closely

spaced arrays of elements [25].

The power radiated by the fed unit is Prad and the power dissipated in the neighboring

elements is Pmc. The mutual coupling efficiency is calculated as the ratio Prad and the total

10



power Ptot = Prad + Pmc:

ηmc =
Prad
Ptot

. (2.8)

For the simulation in CST, one pixel is excited, which radiates Prad, the neighboring

delta gaps are modeled as resistive elements with impedance Zg to calculate the amount

of power absorbed in these elements.

Ohmic Efficiency

The chip design is based on the use of CMOS technology (appendix (A)) placed under

a silicon lens. When CMOS technologies are used, ohmic loss are introduced due to the

finite conductivity of the metal layers and dielectric losses in the low-resistive silicon of the

technology. The bulk silicon considered here is characterized by a conductivity of 10 S/m.

CST provides an efficiency which contains both contributions of ohmic losses and mutual

coupling.

Matching Efficiency

Impedance mismatch between the antenna and the detector determines the matching

efficiency. Maximum power transfer between a port or detector with impedance Zg and the

antenna with impedance Zin is when the impedances are conjugately matched. When the

impedances are not conjugately matched, not all power generated by the port is radiated

by the antenna, but reflected back into the port. In this work, the detector impedance Zg

is unknown. The optimization of the input impedance is performed using a constant and

real generator impedance over the frequency band. Final optimization must be performed

together with dimensioning the detector in order to obtain maximum power transfer.

The reflection coefficient, Γ, is calculated as:

Γ =
Zin − Zg
Zin + Zg

. (2.9)

The matching efficiency is found as:

ηimp(f) = 1− |Γ(f)|2 (2.10)

as a function of frequency, since the impedance can generally not be assumed constant

for wideband systems. The impedance of the detector is approximated here as real and

constant over the whole frequency spectrum.
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Front-to-Back Efficiency

In the imager the lens is placed on one side of the antenna. Since the antenna

radiates in both hemispheres, some power is radiated back, away from the lens. This

power is assumed to be lost, defining the front-to-back efficiency as:

ηf2b(f) =

∫
Ωfront

Df (f,Ω)dΩ

4π
(2.11)

where Df is the feed directivity and Ωfront is the front hemisphere (where the lens is

present).

Reflection Efficiency

Using the lens, reflections as in Fig. 2.3 will occur. The difference in characteristic

impedance between the air and the silicon introduces reflections with reflection coefficient:

Γrefl =
Zair − Zsil
Zair + Zsil

(2.12)

where Zair is the characteristic impedance of air and Zsil is the characteristic impedance

of silicon. The reflection efficiency ηrefl is then calculated as:

ηrefl = 1− |Γrefl|2 . (2.13)

At the top of the lens the rays are mostly transmitted, but at the sides of the lens the

rays are reflected back inside the lens. To minimize the reflections, a matching layer can

be used to match the silicon lens with the air, but the bandwidth is limited.

2.3 Effective Bandwidth and Effective Gain Pattern

From the system efficiency the effective bandwidth of the system can be calculated

as:

∆f effrf = ∆frf η̄sys (2.14)

where η̄sys is the average system efficiency as η̄sys = 1
∆frf

∫
∆frf

ηsys(f)df .

Also the system efficiency can be used to calculated the effective gain pattern:

Geff (Ω) =

∫
∆frf

ηsys(f)DO(f,Ω)df (2.15)
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Figure 2.3: Rays picture in a silicon lens. At broadside the rays are mostly transmitted in the air, while

at the side of the lens most of the rays are reflected back inward the lens.

which is the spectral directivity weighted by the system efficiency and integrated over the

operational bandwidth, also referred to as radiometric pattern. The radiometric pattern

represent the incoherent integration of power of the detector and illustrates where the

radiometer integrates its power angularly.

Assuming the source of interest is operating in the Rayleigh-Jeans limit, the received

power from Eq. (2.5) substituting Eq. (2.2) into (2.15) gives:

P n
a =

kB
4π

∫
∆frf

T (Ω)Geff (Ω)dΩ . (2.16)

Assuming that the source is distributed (large compared to the radiation pattern)

and uniform in terms of temperature, the integration over the source solid angle of the

effective gain pattern is approximated as 4π, the average received power P̄a of each feed is

then written as:

P̄a = kBT̄sη̄sys∆frf (2.17)

where T̄s is the average source temperature.

2.4 Temperature Sensitivity and Imaging Speed

To find the temperature sensitivity of the imager, we first consider an incoherent

source of average temperature T̄s resulting in a received power at the detector P̄a. A

difference in source temperature ∆T will result in a difference in received power as ∆P .

From Eq. (2.17) it follows:

∆P = kB∆T η̄sys∆frf . (2.18)
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Substituting this in Eq. (2.4) and setting the SNR to unit gives the Noise Equivalent

Temperature Difference (NETD), which is the minimal difference in temperature that can

be distinguished from the noise fluctuations, i.e. the temperature resolution:

∆T = NETD =
NEP

kB η̄sys∆frf

1√
2τint

. (2.19)

By rearranging the terms in this equation, one finds an expression for the imaging speed

s:

s =
1

τint
= 2

(
NETD · kB η̄sys∆frf

NEP

)2

. (2.20)

In Fig. 1.3, it can be seen that the design in this thesis will be broadband. It will use a

broad bandwidth to achieve a real-time imaging speed with sub-Kelvin sensitivity.

2.5 Resolution and Focal Plane Architectures

Resolution in an imager system is referred to the ability to distinguish multiple sources

from each other in its focal plane. The resolution is influenced by the sampling configuration

as a displacement from a feed ∆ρ in the focal plane leads to a scanning angle ∆θ off

broadside. For systems with large F# this can be expressed as ∆ρ = F∆θ, where F is the

focal length. To illustrate the principle of focal resolution one can look at Fig. 2.4.

If two point sources are angularly separated in the far field by ∆θ (Fig. 2.4), two Airy

patterns will coherently sum in the focal plane with the maxima separated by ∆ρ = F∆θ.

Similar to the Nyquist rule, in order to be able to distinguish the two peaks, one not

only needs to sample the peaks itself, but also in between. This implies that the required

sampling is df = ∆ρ
2

= 0.5F#∆θ, relating the angular resolution and the feed size to each

other as:

∆θ = 2
df
F
. (2.21)

Denser sampling of the feeds will thus create also a denser sampling in the far field.

Although this implies that any angular resolution can be achieved, it is limited by the

diffraction of the two Airy patterns with the optics to still see one peak in the focal plane.

This peak is approximated by the -3 dB bandwidth of the intensity pattern to find the

minimal angular resolution ∆θlim needed as [26]:

∆θlim ≈ λc
D
. (2.22)

This is used in Eq. (2.21) to find the minimal sampling of the feeds as:

dlimf = 0.5F#λc . (2.23)
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Fig. 4. (a) Diffracted field in the focal plane due to two point-sources separated
by Δθ. The focal plane image is a summation of two Airy discs which are
separated by Δρ = F Δθ. (b) In order to resolve the sources in the focal plane,
the feeds should be sampled with df = 0.5F Δθ.

needs to sample the peaks of the Airy discs but also needs to
sample in between in order to actually see a decrease in intensity
and discriminate between the two peaks. The relation between
an angular source separation Δθ and the required sampling df

is then df = Δρ
2 = 0.5FΔθ. By inverting this relationship, we

can say that for a feed-size of df , the resolution of the imaging
system is as follows:

Δθ = 2
df

F
. (12)

It is not possible to continue decreasing the feed-size df to
achieve any resolution Δθ that is desired. The smallest resolu-
tion is indeed limited by the diffraction with the optics when
the superposition of the two Airy discs only show one peak
in the focal plane image. This minimal resolution Δθlim is ap-
proximately the −3 dB beamwidth of the diffracted intensity
patterns [35]

Δθlim ≈ λc

D
(13)

where λc is the wavelength at the center frequency fc =
fmin+fm a x

2 of the operational frequency band in which the an-
tenna feeds are operating. Equating (13) with (12) gives rise to
the sampling rule (14) stating that the diffraction-limited res-
olution Δθlim can be reached when the sampling points in the
focal plane are separated by [35]10

dlim
f = 0.5F#λc . (14)

When the antenna feeds are sampled according to (14), the FPA
is referred to as fully sampled. Sparser sampling (i.e., undersam-
pling) will result in a loss in resolution while denser sampling
(i.e., oversampling) is never useful since the quasi-optical sys-
tem’s diameter limits the resolution. In this contribution, we
will make use of undersampled arrays in order to maximize the
imaging speed. The resolution will increase linearly with the
undersampling factor N . The relationship between feed-size df

and resolution Δθ can be written as

df = N · 0.5F#λc ⇐⇒ Δθ = N · Δθlim. (15)

The resolution of an undersampled array (N > 1) is not
diffraction limited, but as we will explain in the next section

10This sampling rule only applies when the signal is detected in intensity.

Fig. 5. Possible sampling configurations. Full sampling (df = 0.5F# λc ), co-
herent sampling (df = 1F# λc ), and maximum gain sampling (df = 2F# λc ).

Fig. 6. Normalized patterns DO (fc ) after the optics of the on-axis (n = 0)
and first adjacent feed (n=1) for all sampling configurations. Coherent sampling
(1F# λc ) and maximum gain sampling (2F# λc ) requires jiggling in order to
have a fully sampled FoV.

it is shown that the image quality does not only depend on the
nominal resolution but also on the beam efficiency. A fully sam-
pled FPA (N = 1) features the advantage that the image of the
full FoV (with Δθlim resolution) is acquired without an integra-
tion time penalty [Nt = 1 in (10)] and with diffraction-limited
optics. Unfortunately, the sampling requirement (14) leads to
a low spill-over efficiency w.r.t. the quasi-optics (ηΩO

so ≈ 0.15)
as shown in Fig. 3. This low efficiency will enter quadrati-
cally in the equation of the imaging speed (10). Luckily, the
sampling rule (14) does not require the sampling points to be
acquired simultaneously. Instead, one can decide to increase
the size (and spacing) of individual feeds to df = 1F#λc or
df = 2F#λc in order to increase the spill-over efficiency at
the cost of the integration time. The sampling configurations
df = [0.5 1 2]F#λc , as shown in Fig. 5, are respectively re-
ferred to as fully-, coherent-, and maximum gain sampling. For
coherent- and maximum gain sampling, the spill-over efficiency
will be increased to ηΩO

so ≈ 0.46 and ηΩO
so ≈ 0.84, respectively.

The normalized patterns after the optics associated with two ad-
jacent feeds are shown in Fig. 6 for the three different sampling
configurations. The focal plane is undersampled for coherent-
and maximum gain sampling. In order to obtain all the re-
quired sample points in a rectangular FPA, the optics have to
be pointed in Nt = 2 × 2 = 4 and Nt = 4 × 4 = 16 directions,
respectively, for coherently- and maximum gain sampled FPAs.
This process of mechanical scanning is referred to as jiggling.
For small FPAs, i.e., when Nt = Npix

Ndet
� 1, the main limitation

in achieving high imaging speeds is the implementation of the
scanner [36]. However, as it is shown in [36, Table I], even for

Figure 2.4: Overview of angular resolution for focal systems:(a) Two Airy disc patterns due to two point-

sources are placed in the focal plane separated by ∆ρ = F∆θ; the related displacement is then ∆ρ = F∆θ,

where F is the focal length. (b) Shows that to sample the focal plane and to resolve the two point sources,

one must sample in the focal plane as 1
2F#λc [17].

9 

Focal Plane Architectures 

• The feed sampling defines the number of possible antenna feeds, resolution and 
spill-over efficiency within the lens. 

Sampling 
[𝑭#𝝀] 

Sampling 
[𝝁𝒎] 

𝑵𝒇𝒆𝒆𝒅𝒔 Resolution Spill-over 
efficiency 

Optical 
Efficiency 

0.5 65.86 135 × 135 0.43∘ 15% 7% 

1 131.73 67 × 67 0.86∘ 46% 20% 

2 263.46 33 × 33 1.72∘ 84% 38% 

𝑑𝐹𝑃𝐴 

𝑑𝑓 
𝐷𝑙𝑒𝑛𝑠 = 5 𝑐𝑚 

Figure 2.5: Combination of the silicon lens and the FPA placed under it. The feed period is df ; the total

diameter of the FPA is dFPA.

When the feed array is sampled according to this rule, it is referred to as fully sampled.

Denser sampling is limited by the diameter of the quasi-optical system. Sparser sampling

will result in less spillover loss (Fig. 2.7) at the cost of lower angular resolution and thus

it depends on the application which sampling is applicable.

To sample the FoV of the system, a FPA is placed under a silicon lens, as shown

in Fig. 2.5. One of the parameters of interest is the period of the feeds df . Given the

focal number of the lens, F#, the center frequency wavelength, λc, the sampling length is
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𝑑𝑓 =
1

2
𝐹#𝜆 

Power sampling 

𝑑𝑓 = 𝐹#𝜆 

Field sampling 

𝑑𝑓 = 2𝐹#𝜆 

Maximum Gain sampling 

Figure 2.6: Overview of typical sampling lengths: power sampling, field sampling and maximum gain

sampling.
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46% 
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Figure 2.7: Spillover efficiency as function of the sampling length for high F# systems. Highlighted in the

figure are power, field and maximum gain sampling, (0.5F#λc,1F#λc and 2F#λc respectively). F is the

focal number of the optics and λc is the wavelength at the center frequency fc

expressed in terms of F#λc. Typical sampling choices for feed periods are power sampling,

field sampling and maximum gain sampling (1
2
F#λc, 1F#λc and 2F#λc respectively; Fig.

2.6). When the size of the feed gets bigger, the directivity of the feed increases resulting

in a higher spillover efficiency of the feed to the lens. The spillover efficiency as a function

of the feed size is show in Fig. 2.7, this curve is typical for high F# systems.

Equation (2.21) shows that a displacement in the position of the feeds is also trans-

lated in a scan from broadside of the radiation pattern. Since the FPA the feeds are

displaced according to the sampling, the sampling also determines what the angular reso-

lution is. In Fig. 2.8 the angular resolution is shown in terms of directivity patterns for the

center frequency fc. Denser sampling means larger overlaps between beams and crossing

16



-3 -2 -1 0 1 2 3 
-20 

-18 

-16 

-14 

-12 

-10 

-8 

-6 

-4 

-2 

0 

-3 -2 -1 0 1 2 3 
-20 

-18 

-16 

-14 

-12 

-10 

-8 

-6 

-4 

-2 

0 

-3 -2 -1 0 1 2 3 
-20 

-18 

-16 

-14 

-12 

-10 

-8 

-6 

-4 

-2 

0 

𝜃 𝜆𝑐/𝐷  𝜃 𝜆𝑐/𝐷  𝜃 𝜆𝑐/𝐷  

(𝑎) (𝑏) (𝑐) 
𝒅𝒇 = 𝟎, 𝟓𝑭#𝝀𝒄 𝒅𝒇 = 𝟏𝑭#𝝀𝒄 𝒅𝒇 = 𝟐𝑭#𝝀𝒄 

-1 0 1 2 3 -2 -3 -1 0 1 2 3 -2 -3 -1 0 1 2 3 -2 -3 

0 
 

-4 
 

-8 
 

-12 
 

-16 
 

-20 

0 
 

-4 
 

-8 
 

-12 
 

-16 
 

-20 

0 
 

-4 
 

-8 
 

-12 
 

-16 
 

-20 
𝐷

𝑓
𝑓

=
𝑓 𝑐

[𝑑
𝐵

] 

𝐷
𝑓

𝑓
=

𝑓 𝑐
[𝑑

𝐵
] 

𝐷
𝑓

𝑓
=

𝑓 𝑐
[𝑑

𝐵
] 

Figure 2.8: Overlap of the directivities of 3 unit cells for power sampling (a), field sampling (b) and

maximum gain sampling (c). The red dotted lines indicate the crossing points of the centered patterns

with its neighbors.

at higher pattern levels.

An overview of the angular resolution and the spillover efficiency per sampling is

found in Table 2.1. This shows that it is not possible to maximize the angular resolution

and the spillover efficiency at the same time; it will be a tradeoff between the two param-

eters.

In order to achieve a fully sampled FoV with a sparsely sampled array, one can also

rotate mechanically the FPA (also known as jiggling) to let it scan across the sources of

interest. This has been proven to be applicable in [27]. Moving the FPA will result in

scan time loss (time the detector is not observing). Additionally, the instrumentation for

rotation can be relatively bulky and not suitable for automotive sensors.

Sampling Feed period df Ang. resolution (Fig. 2.8) Spillover eff. (Fig. 2.7)

Power 1
2
F#λc λc/2D 15%

Field 1F#λc λc/D 46%

Max. Gain 2F#λc 2λc/2D 84%

Table 2.1: Relevant parameters for typical types of sampling.
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Chapter 3

Pedestrian Detection

This chapter describes an analysis of the application at hand. First the scenario is

described, then the effect of the focal plane array on the architecture is investigated. The

predicted sensitivity is analyzed, and based on these considerations a proposal of an array

design is reported.

3.1 Scenario Description

The scenario under investigation considers to use the imager in an automotive appli-

cation to detect pedestrians at distances between 1 and 10 meters. The imager is envisioned

to be used in urban areas, where many pedestrians will be on short-range from the car. A

schematic overview of the situation is given in Fig. 3.1. The pedestrian is placed on 1, 5

and 10 meters from the car.

The radiated power is attenuated due to conditions as fog, that can be calculated

by ITU-models [12]. Lat is the atmospheric loss in dB through transmission, which is cor-

responding to the atmospheric efficiency ηat as ηat = 10
Lat
10 . The atmospheric efficiency for

transmission through 10 meters of fog is shown in Fig. 3.2; it can be observed that the

atmospheric losses are significant for these frequencies.

As it has been explained in the previous chapters, the overall goal is to maximize the

effective bandwidth. For this reason one would like to operate at frequencies as high as

possible, so that the same relative bandwidth corresponds to a larger absolute bandwidth.

Operating at higher frequencies also implies a reduction in the size of the optics and chip

area and improved resolution. However, the operational bandwidth should be used as effi-

ciently as possible. In chapter 4 it will be shown that a relative bandwidth of 1:3 is feasible

in a CMOS stratification. Considering these factors, the frequency band of 200 GHz to



10 

Scenario Descrip 
𝑧 = 10 m 

𝑧 = 5 m 

𝑧 = 1 m 

• Let us define a person 

– The person is 𝐻𝑝𝑒𝑟𝑠𝑜𝑛 =

1.80𝑚 tall 

– Standing at 3 distances 

from the car: 

• z=1m 

• z=5m 

• z=10 

Hperson = 1,8 m 

• We introduce fog as 

atmospheric condition 

for the background 
Parameter Fog 

Temperature 23∘ 

Relative Humidity 55% 

Pressure 101.3 kPa 

Water Density 2.5𝑔/𝑚3 
Figure 3.1: Overview of the considered scenario to evaluated the performance, where the pedestrian is

placed at 1, 5 and 10 meters from the car.

frequency [𝐺𝐻𝑧] 

𝜂
𝑎

𝑡
 [

%
] 

Atmospheric efficiency –10 meter fog  

Figure 3.2: Atmospheric efficiency due to the attenuation from the fog (water density 2.5 g/m3 and

temperature of 23◦C) for a transmission over 10 meters.

600 GHz is chosen as operational region.

The average atmospheric efficiency ηat from 200 GHz to 600 GHz due to fog and
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Range [m] 

Atmospheric efficiency 

𝜂
𝑎
𝑡
 [

%
] 

Figure 3.3: Average atmospheric efficiency over the bandwidth 200 GHz - 600 GHz as a function of range

under rain and fog conditions. Rain parameters: rainfall rate 2.5 mm/h; fog parameters: temperature

23◦C; water density 2.5 g/m3.
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Figure 3.4: Field of view as a function of range for a scanning angle of 30◦.

rain conditions is shown in Fig. 3.3. It shows that the atmospheric efficiency decreases

with larger ranges.

To make to imager compact and suitable for integration in a car, the maximum di-

ameter of the lens is set to be 5 cm with a typical focal number of approximately 0.67 (i.e.

lens height 3 cm). The maximum scanning angle is ±30 degrees. It is assumed that within

30 degrees scanning angle there is limited degradation in scanning performance, without

need to design advanced optical systems. The available FoV for the distance range can be

found in Fig. 3.4, which shows a FoV of almost 10 meters at maximum distance.

The imager detects the difference in temperature between the pedestrian and the

background. Therefore, the sensitivity that is required depends on the contrast in temper-

ature between the pedestrian and the background. When the pedestrian is 30◦C and the

background air is 27◦C, it requires a sensitivity of at least 3 K to distinguish the pedes-
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Figure 3.5: Scanning angle for a silicon lens. Left: Schematic side-view of the maximum scanning angle

at the lens θmaxscan and the corresponding maximal feed displacement dmaxfpa . Right: The maximum scanning

angle as a function of the maximum feed displacement, for a maximum scanning angle of 30◦ the maximal

size of the FPA is 8.9 mm.

trian. This implies that when the temperature contrast is bigger (i.e. on colder days), the

required sensitivity is lower, making the pedestrian easier to be detected.

To analyze the influence of the temperature of the background two scenarios are de-

fined. First a cold day where the air is 20 K colder than the pedestrian and then a hot

day where the air is only 3 K colder then the pedestrian. This difference in temperature

between the background and the pedestrian is also referred to as contrast.

3.2 Focal Plane Architecture

In Fig. 3.6 the scanning angle is shown as a function of the feed displacement, using

Snell’s law for the silicon lens (εr = 11.9) to calculate the scanning angle. The lens has

a diameter of 5 cm and a height of 3 cm. The maximal scanning angle is 30◦ and the

corresponding maximal size of the FPA dfpa is 8.9 mm.

The sampling of the FPA determines the feed size, the maximum number of feeds

and the angular resolution, as shown in Table 3.1. Here it can be seen that for power, field

en maximum gain sampling, the resolution becomes 0.43◦, 0.86◦ and 1.72◦, respectively.

The FoV per pixel and the spatial resolution for all samplings can be seen in Fig. 3.6.

The spatial resolution on the pedestrian and the FoV for different distances is shown
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Sampling Feed period [µm] Max. number of feeds Ang. resolution

Power 65.86 135× 135 0.43◦

Field 131.73 67× 67 0.86◦

Max. Gain 263.46 33× 33 1.72◦

Table 3.1: Feed size, maximum number of feeds and resolution for different types of sampling.
Range [m] 

Spatial resolution 

Fo
V

 [
cm

] 

1 2 3 4 5 6 7 8 9 10 
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20 

40 

60 

0.5F 
# c 

1F 
# c 

2F 
# c 

Range [m] 

Spatial resolution 

Fo
V

 [
cm

] 

Figure 3.6: Spatial resolution for power, field and maximum gain sampling as a function of range.

in Fig. 3.7. It can be observed that the spatial resolution is related to the physical size of

the pedestrian. For maximum gain sampling the spatial resolution is 30 cm at 10 meters

which is relatively big compared to an arm or a leg. With the field sampling, a decent

resolution of 15 cm at 10 meters is achieved, which is enough to see the arms and legs of

the pedestrian.
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Figure 3.7: Spatial resolution for power, field and maximum gain sampling a pedestrian at 1, 5 and 10

meters.
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10
 Low –resistive Silicon 

SiO2 

Antenna 

Infinite lossless silicon 

200 μm 

5 μm 

Fig. 2. Schematic side-view of the CMOS stratification. The antenna metal
layer is separated by 5 µm of SiO2 from the low-resistive silicon. A
micrograph of the fabricated antenna is shown. The antenna is a double-bow
tie slot [9]. The dimensions are in µm. The holes in the metal ground-plane
are there to satisfy the metal density rules of the technology.

also results in a power hungry, bulky and expensive system.
For the purpose of low-cost imaging applications, cooling
the systems is therefore undesired. Instead, one can try to
use extreme bandwidths and an antenna-detector co-design
to reach a practical sensitivity and imaging speed without
resorting to cooling, amplification or active illumination. This
is indicated with Focus area in Fig. 1.

In order to demonstrate real-time Terahertz imaging with
sub-Kelvin temperature sensitivity, a single pixel prototype is
currently in production in 28nm CMOS technology. This con-
tribution presents the simulated performance of the radiometer.
The radiometer consists of a quasi-optical system that couples
the incoherent radiation to an integrated bow-tie slot antenna,
operating from 200 GHz to 600 GHz, that is connected to a
pn-junction diode detector.

II. INTEGRATED ANTENNA

From Fig. 1 it was clear that in order to achieve high
imaging speeds with a good temperature sensitivity, an antenna
is required that operates efficiently over a broad portion of
the THz spectrum. Furthermore, the antenna should be planar
and suitable for CMOS integration to enable low-cost imaging
applications. Novel integrated wideband antenna concepts that
can be exploited in this kind of scenario are leaky-wave slot
antennas [10], [11]. These antennas have an airgap between
the antenna and dense dielectric lens in order to illuminate
the silicon dielectric lens more efficiently [12]. In the 28nm
CMOS stratification, available for the prototype, there is not
such an airgap. However, the antenna is printed in the top
metal layer of the CMOS technology, which is separated by
approximately 5 µm of SiO2 from the low-resistive silicon.
This thin SiO2 introduces a slight enhanced leaky-wave behav-
ior which enables a double bow-tie slot antenna [9] to operate
efficiently with clean patterns over an extreme bandwidth from
200 GHz to 600 GHz. The schematic side-view of the CMOS
stratification and a micrograph of the fabricated double bow-
tie slot (with dimensions (in µm)) are shown in Fig. 2. The
low-resistive silicon of the technology is thinned down to 200
µm to reduce dielectric losses. On top of the low-resistive
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Fig. 3. Simulated antenna performance radiating into semi-infinite silicon. In
(a) and (b) the normalized radiation pattern are shown at 200 GHz and 600
GHz respectively. In (c) the input impedance of the antenna is shown. In (d)
the radiation efficiency is shown.

silicon is an infinite lossless silicon medium that simulates
a dielectric lens. The simulated radiation patterns inside the
infinite silicon at 200 GHz and 600 GHz are shown in Fig.
3(a) and (b) respectively. The input impedance, seen from the
terminals in the center of the antenna, is shown in Fig. 3(c)
and the radiation efficiency is shown in (d) and is between
70% and 76% over the full operational bandwidth (1:3 relative
bandwidth). For comparison, the radiation efficiency of the
ring-antenna’s for the uncooled CMOS imager [7] that is de-
picted in Fig. 1, is reported to be between 70% and 77% from
0.8-1 THz (1:1.25 relative bandwidth). Since imaging speed
depends quadratically on bandwidth1, huge improvements can
be achieved just by efficiently utilizing the available spectral
bandwidth.

III. PN-JUNCTION DIODE

THz detectors suitable for CMOS integration that are com-
monly used are Schottky-diodes and MOSFETS. However,
these devices are prone to high flicker noise (i.e. 1/f noise)
contributions [13], [14]. A low 1/f corner frequency is desir-
able in order to be able to use large integration times (we focus
on a 10 Hz refresh-rate, i.e. 0.1 s available integration time)
[15]. In this design we aim to use a pn-junction diode because
such diodes are able to provide good voltage responsivity over
the full operational bandwidth while simultaneously offering a
low 1/f corner frequency [16]. Pn-junction devices are readily
available and characterized in the available technology.

1Eq. (2) can be rewritten to: s = 1
τint

= 2

(
kB∆f

eff
RF

NETD

NEP

)2

Figure 3.8: Overview TICAM single-pixel prototype: Left: Schematic side-view of the used CMOS strat-

ification for the TICAM. Right: Schematic overview of the double-bowtie slot antenna [36]; the units

are in µm, the holes made in the metal ground plane are present to meet the metal density rules of the

technology [28].

3.3 Temperature Sensitivity

The NETD of the system is found as:

NETD =
NEP

kB η̄sysη̄atm(R)∆frf

1√
2τint

(3.1)

where η̄sys is the average system efficiency, η̄atm is the average atmospheric efficiency and

R is the range.

In the analysis of the performance it is assumed that the TICAM single-pixel model

from [28] is used. In April 2018 the TICAM research reached a special milestone by

completing their first single-pixel prototype [29]. This prototype uses the stratification

and antenna from Fig. 3.8. The most important simulated parameters of this prototype

can be found in Table 3.2.

In Fig. 3.9 the specifications of the single pixel model (Table 3.2) are used, under

fog condition with water density 2.5 g/m3. In this figure, the NETD for power sampling

(0.5F#λc) is too high for the required sensitivity. On the contrary, for field and maximum

gain sampling, the NETD is around 1 K for the entire range of distances.

Up to now the sources of interest are assumed to be distributed, being much larger

compared to the radiation pattern of the imager. In this case the maximum power is

received by the imager, following Eq. (2.19). When pedestrians are close to the imager

this condition applies, but when the pedestrian is further away the pixels will not only

detect the source but also the background. This makes that the sensitivity differ per pixel,

25



Value Parameter[µm]

Bandwidth 200 GHz-600 GHz

Used technology 28 nm CMOS (Fig. 3.8 left)

average system eff. 44 %

Noise Equivalent Power 0.62 pW/
√
Hz

Sensitivity sub-Kelvin at real-time refresh rate

Table 3.2: Parameters of the single-pixel prototype of the TICAM passive imager in [28], the values are

based on simulations.
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Figure 3.9: Sensitivity of the single-pixel model from table 3.2 as a function of distance for a distributed

source under fog conditions (density 2.5 g/m3).

due to the coupling between the radiation pattern and the presence of the pedestrian. This

coupling affects the received power per pixel. The coupling efficiency for feed n is expressed

as:

ηnco(f,Ωn) =
1

4π

∫
Ωs

Df (f,Ω− Ωn) dΩ (3.2)

with directivity Df (f,Ωn), where the source solid angle Ωs defines the angular dimension

of the pedestrian. In order to simplify the analysis, the coupling efficiency is calculated at

the center frequency of 400 GHz and the directivity Df is calculated assuming uniform

illuminated circular feeds.

An illustration of the source coupling efficiency can be found in Fig. 3.10. As expected,

it can be seen that the central pixel focused on the source have almost unit coupling

efficiency, while the pixels at the background have no coupling. When the coupling is small,

the received power is less, resulting in a lower sensitivity of the pixel to the temperature

change of the pedestrian.

The coupling efficiency for the scenario from Fig. 3.1 is found in Fig. 3.11. It shows that
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Figure 3.10: Overview of the coupling efficiency at 10 meters. Left: pedestrian of interest, every red circle

is a sampled pixel. Right: Coupling efficiency of every pixel to the source of interest.
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Figure 3.11: Overview of the coupling efficiency for different sampling configurations and distances to the

pedestrian.

lower coupling occurs when the pedestrian is further away, since the pedestrian couples

poorly with each pixel.

The atmospheric efficiency and the coupling efficiency are included in the sensitivity
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Figure 3.12: Sensitivity of for a pedestrian for power, field and maximum gain sampling for different ranges

1, 5 and 10 meter. Since it is cold, the NETD resolution scale is set on 20 K.

under Rayleigh-Jeans conditions as:

NETDn =
NEP

kB η̄ncoη̄sys
¯ηat(R)∆frf

1
√
τint

(3.3)

where NETDn is the NETD of the n-th feed to the source, η̄nco is the average cou-

pling efficiency over the used bandwidth of n-th feed to the source, η̄at is the average

atmospheric efficiency over the bandwidth and the average system efficiency is η̄sys(R) =
1

∆frf

∫
∆frf

ηsys(f)df .

First for cold days, the sensitivity is calculated in Fig. 3.12. Here the sensitivity scale

is set on 20 K, as the contrast between the pedestrian and the air can be more than 20 K

on cold days. The results show that the pedestrian is distinguishable for all configuration

at all distances.

The sensitivity for hot days are found in Fig. 3.13. The sensitivity scale is set to 3 K

to represent a hot day where the air temperature is almost as warm as the pedestrian tem-

perature. The results show that for power sampling (0.5F#λc) the pedestrian is not seen

at all; the imager is useless in this configuration. For maximum gain sampling (2F#λc) the
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Figure 3.13: Sensitivity of for a pedestrian for power, field and maximum gain sampling for different ranges

1, 5 and 10 meter. Since it is hot, the NETD resolution scale is set on 3 K.

pedestrian is distinguishable, but the angular resolution is really poor for larger distances.

This makes that field sampling (1F#λc) is the best trade-off between angular resolution

and distinguishably of the pedestrians.

From Eq. (3.3) it can be found that the average system efficiency needed to achieve sub-

kelvin sensitivity at real-time refresh rates is 25.1 %.
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Figure 3.14: Overview of the FoV of the full array compared with the proposed prototype.

3.4 Array Proposal

For the proposal of the array first the sampling has to be determined. As seen in Fig.

3.13, for power sampling (0.5F#λc) the sensitivity is too low to detect the pedestrian on

hot days, the minimal NETD is above 4 degrees which make it impossible for the imager

to detect the pedestrians on hot days.

With maximum gain sampling (2F#λc) the resolution is limited when the pedestrian

is at large distances (Fig. 3.6), the resolution can be up to 30 cm which is large compared

to a pedestrian. The field sampling (1F#λc) is a good tradeoff between spatial resolution

and sensitivity, which makes it suitable for this application on both cold and hot days.

Using the field sampling would mean that 67 by 67 elements can be used to fill the FPA

area of 8.9 mm (Table 3.1) for the proposed lens (Diameter 5 cm, F# ≈ 0.67). To realize

a large array of 67 by 67 elements would be too expensive for a prototype, thus an array

of 7 by 7 elements will be designed to give an indication of the expected performance.

The performance of the small array can be extrapolated to predict the behavior of the full

array.

Since the array is limited in size, the FoV is smaller compared to the full array. The

full-array would result in a FoV of 30◦, while the prototype will have a FoV of 6.02◦. The

FoV as function of distance can be found in Fig. 3.14 and the observed contrast and the

NETD can be found in Fig. 3.15 and 3.16 respectively.

A summary of the parameters of this array is found in table 3.3. The required

performance is to get sub-Kelvin resolution at real-time refresh rate (τint = 0.1 s)
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Figure 3.15: Overview of the contrast that is seen by the full array compared to the contrast of the

proposed prototype.
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Figure 3.16: Overview of the sensitivity that is seen by the full array compared to the sensitivity of the

proposed prototype.

31



Parameter Prototype Full-array

Sampling 1F#λc 1F#λc

Number of elements 7× 7 67× 67

Feed size 132 µm 132 µm

Array size 924 µm × 924 µm 8844 µm × 8844 µm

Angular resolution 0.86◦ 0.86◦

Field of View 6.02◦ 60◦

min. η̄sys 25.1 % 25.1 %

Table 3.3: This table contains the array parameters proposed in this design.
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Chapter 4

Quasi-Analytical Model for Array

Optimization

This chapter contains an introduction with different existing antenna solutions. Con-

nected arrays are presented as the choice for the antenna. Then an analysis for connected

dipoles will be made to conclude with verification of the results.

4.1 Possible Array Architectures

There are different solutions for designing a broadband planar antenna. This section

will give some examples and elaborate on their benefits and limitation. For reference, the

required relative bandwidth of the system is 1:3 (200 GHz - 600 GHz). All antenna solu-

tions are assumed to be used in combination with dielectric lenses in order to achieve scan-

ning capabilities in an array configuration and to maximize radiation efficiency. Without

dielectric lens antennas, surface-waves inside the bulk silicon would introduce unacceptably

high losses.

The first possible solution is the spiral [30] or the sinuous antennas [31], found in Fig.

4.1 and 4.2 respectively. Both antennas have a relative bandwidth of 1:6 or even larger.

Also their non-directive patterns inside the dielectric lens results in a poor illumination

efficiency of the lens due to the high reflections that occur.

Another solution that received a lot of attention is the enhanced leaky-wave solu-

tion (Fig. 4.3), having a relative bandwidth of 1:5, examples of those antennas are shown

in [32] and [33]. These enhanced leaky-wave solutions are based on implementing an air

gap between the antenna and the high permittivity silicon. This introduces an enhanced

leaky wave along along the structure that illuminates a dielectric lens much more efficiently
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Fig. 1. (left) SP2 log-spiral feed. Dark color represents the substrate. (right)
Distribution of the high-frequency current in the SP1 feed at 2.5 THz. The white
background represents the substrate. The gray scale shows the surface current
density in relative units. The white line in the center shows the position of the
excitation slit. The slit is oriented at an angle of 45 with respect to x-axis and
has a length of 1.2 �m.

[16] was chosen to build the log-spiral arms of the
feed according to with being the azimuth
angle and being the distance from the geometric center of the
spiral. The size of a spiral portion of the feed is defined by the
outer and inner diameter. The outer diameter is the diam-
eter of the smallest circle that encompasses the spiral structure.
The inner diameter is the diameter of the smallest
circle at which the arms still obey the spiral equation. Termi-
nals connecting the feed to the bolometer are formed inside this
circle. We modeled performance of two gold planar feeds with
a thickness of 70 nm printed on silicon. The feeds SP1 and SP2
were characterized by m and m and

m and m, correspondingly. They were
intuitively designed to cover the upper (from 1.6 to 5 THz) and
lower (from 0.6 to 3 THz) terahertz frequency ranges. Feeds
were excited with the voltage source whose strength was homo-
geneously distributed along the length of the slit. Fig. 1 (right
panel) shows the MoM-modeled distribution of the high-fre-
quency electric current in the central part of SP1 at 2.5 THz.
Due to the skin effect, the high-frequency current flows mostly
along the edges of the spiral arms.

The impedance of the SP1 feed seen from the excitation slit
is shown in the left panel of Fig. 2. In the whole frequency
range, the impedance has a nonnegligible imaginary com-
ponent. Generally, the field irradiated by log-spiral feeds is
elliptically polarized. The axial ratio of the polarization ellipse
and the azimuth position of the larger axis are shown in Fig. 2
(right panel) for the SP1 feed. At frequencies below 1 THz,
the radiation properties of the feed are defined by the two
bows. The radiated field is linearly polarized. Correspond-
ingly, the axial ratio drops to zero. The difference between the
polarization direction and the symmetry axis of
the bows might be caused by lateral offset of the
bow apexes. The real part of the impedance remains almost
constant and substantially exceeds the imaginary component
at frequencies up to 2.5 THz. At 6 THz, the magnitudes
of the two components are almost equal. Therefore, in terms
of the impedance, the feed cannot be qualified as frequency
independent. Instead, we introduce a usable frequency interval
from 1 to 6 THz. Within this frequency interval, the radiation
of the feed is elliptically polarized and the imaginary part of

Fig. 2. (left) Real (squares) and imaginary (triangles) part of the impedance of
a log-spiral feed SP1 on silicon. (right) Axial ratio and the azimuth angle (�)
of the larger axis of the polarization ellipse.

Fig. 3. (left) Beam profile of the SP1 feed at the dielectric side for frequencies
2.5 THz (open symbols) and 4.3 THz (closed symbols). Scans are taken at the
main azimuth angles � = 5 (triangles) and � = 95 (squares) for 2.5 THz and
at � = 80 (triangles) and � = �10 (squares) for 4.3 THz. (right) Polar plot
of the directional gain (elevation angle at the level �9 dB) for 2.5 THz (solid
line) and 4.3 THz (dashed line).

the feed impedance is smaller than the real part. Thus, for
our log-spiral feed on silicon, the rule-of-thumb to define the
lower and higher cutoff wavelengths becomes and

. The latter is close to the criteria [17] for the upper
cutoff that occurs when the arm length equals the wavelength

where
is the relative permittivity of silicon.

For all frequencies, the beam pattern of a log-spiral feed
(Fig. 3) exhibits a dip at an elevation angle that
corresponds to the angle of total reflection at
the boundary between silicon and air [18]. The whole pattern
rotates and becomes less symmetric with the frequency. At
2.5 THz, the azimuth angles corresponding to the largest and
smallest width of the beam are close to and .
The beamwidth ratio taken for these azimuth angles at the level
of 9 dB increases from 1.2 at 1 THz to 1.7 at 5 THz, while
an average width of the beam approximately equals 120 and
does not practically change with the frequency.

B. Log-Periodic Feed

The structure of the self-complimentary log-periodic feed
without bows is shown in Fig. 4. We studied a feed with

, , and five teeth whose radii were defined
according to

and (1)

where and the smallest radius m. The
well-known spectral features of the log-periodic feed observed

Figure 4.1: SP2 log-spiral antenna, the dark color represents the substrate [30].
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Dual-Polarized Sinuous Antennas on Extended
Hemispherical Silicon Lenses

Jennifer M. Edwards, Student Member, IEEE, Roger O’Brient, Adrian T. Lee, and Gabriel M. Rebeiz, Fellow, IEEE

Abstract—This paper examines the performance of dual-linear
sinuous antennas on silicon extended hemispherical silicon dielec-
tric lenses. A theoretical impedance of 106 is identified based
on the analysis of an ideal self-complementary structure, and this
result compares well with simulations and measurements. The ra-
diation properties of a linearly polarized sinuous antenna are sim-
ulated using Method of Moments software coupled to a GO/PO
code, and also agree well with measurements. The results indicate
that the sinuous antenna is an excellent wideband planar feed for a
silicon lens, with cross-polarization levels below dB, and po-
larization variations of over two octaves in frequency. The
application areas are millimeter-wave, wideband, dual-polarized
radio-astronomy receivers.

Index Terms—Dielectric lens antennas, integrated lens antennas,
log-periodic antennas, millimeter-wave antennas, self-complemen-
tary antennas, sinuous antenna, THz antennas.

I. INTRODUCTION

P LANAR antennas are an appealing design choice for mil-
limeter-wave and THz systems because they can be inte-

grated with planar detectors in 1- or 2-dimensional arrays on a
single chip. They provide an alternative solution to waveguide
systems, which are inherently band-limited and cannot be used
for systems with bandwidths greater than an octave. However,
wideband planar antennas must be fabricated on thin substrates
to avoid power loss to substrate modes, and the required thick-
nesses become impractical at millimeter-wave frequencies. In-
stead, the planar antennas are often placed on a silicon dielec-
tric lens with an extended hemispherical profile, as shown in
Fig. 1 [1]. Although the lens adds weight and bulk to the receiver
system, it does not support substrate modes, and it produces a
pattern that is nearly unidirectional for high lenses.
For good patterns and efficiency, the feed antenna must ra-

diate in the broadside direction, and the - and -planes should
be symmetrical in the dielectric half-space. Also, the feed pat-
tern must be narrow enough to illuminate the transition between
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Fig. 1. Dual-polarized sinuous antenna on an extended hemispherical lens.
Lens is the same material as the antenna wafer. A wideband matching layer
is used to eliminate lens reflections.

the hemispherical lens and the extension at less than dB
relative to the peak level [2]. Dual slots [1], [3] and slot rings
[4] yield excellent patterns on dielectric lenses, but these an-
tennas are limited to an operational bandwidth of .
For wideband solutions, planar log-periodic [5], [6] and spiral
antennas [7], [8] have been employed on lenses. However,
log-periodic antennas suffer from cross-pol levels between
and dB on a silicon lens, and their polarization angle varies

[5]. Spiral antennas only result in circularly polarized
patterns. Nevertheless, frequency independent, self-comple-
mentary antennas are appealing in wideband applications
because their bandwidth is determined only by their minimum
and maximum dimensions.
An alternative to the traditional log-periodic design is

DuHamel’s sinuous antenna [9]. The sinuous antenna operates
on the same principles as the spiral antenna, but it is a more
flexible design, capable of supporting dual-linear or dual-cir-
cular polarization. To obtain unidirectional radiation, sinuous
designs have been reported with a backing ground-plane [10]
or a backing-cavity [11], but this dramatically degrades the
impedance bandwidth. Alternatively, a lossy backing-cavity

0018-926X/$31.00 © 2012 IEEE

Figure 4.2: Dual-polarized sinuous antenna placed on an extended hemispherical dielectric lens with a

wideband match layer; the dark color represents the metal of the antenna [31].

towards the top part of the lens over a very large bandwidth [34]. The CMOS stratification

used (Appendix A) shows that it is not possible to use an air gap here. However, there

is a layer SiO2 available, which has a lower permittivity than silicon, inducing a slight

enhanced leaky-wave behavior. Since the permittivity of SiO2 (i.e. εr = 4.2) is higher

than air, an efficient illumination of the lens over a relative bandwidth of 1:5 cannot be

reached in this CMOS stratification.

It has been shown that also double-slot type configurations can be used to make a

relatively bandwidth of 1:2 [35] or 1:3 [36] (see also Fig. 4.4).
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designs have been investigated in [24], [26]. Wideband lens

feeds such as the X-slot [22], [23], a broadband slot feed

so-called XETS antenna [25], sinuous antenna [27], [28], and

spiral antennas [29] have also been proposed in the literature.

The X-slot antenna can operate over an octave bandwidth

with aperture efficiency between 40% and 50% [23]. XETS

antenna also provides an octave bandwidth with a linear

polarization only [25]. A wideband and dual-polarized lens

feed was proposed in [27]. The feed is based on a sinuous

antenna with nearly frequency-independent patterns. Using the

data provided in [27], we calculated the taper efficiencies at

12 and 24 GHz, to be 69% and 66%, respectively. Including

a matching layer, this sinuous antenna will have a peak of

about 50% aperture efficiency. When it comes to the feeding

mechanism, either integrated or differential feeds can be used

with sinuous antennas [27]. However, the use of planar feeds

disturbs their radiation characteristics significantly [29], unless

the width of the feeding lines is much smaller than the

wavelength. A scaled version of the sinuous antenna presented

in [28] was used to operate continuously within a frequency

band starting from 60 up to 240 GHz. It is able to provide

dual polarization with planar feeding lines. The width of the

microstrip transmission lines used in [28] is about λ0/2000,

where λ0 is free-space wavelength at the highest frequency in

the design. The requirement of extremely small feeding lines

limits the use of these antennas at higher frequencies.

Table I also includes the performance of our proposed

design based on a leaky lens concept. The details of the

antenna optimization are given in the following sections. The

proposed dual-polarized leaky lens antenna provides a peak

aperture efficiency of 70% and it is higher than 50% within a

bandwidth of 1 : 5.25, while it exceeds 60% for a bandwidth

of 1 : 2.5. Moreover, the proposed antenna does not suffer

from significant coupling to the feeding lines affecting the

radiation patterns as it has a much larger ground plane than

the sinuous antenna. The microstrip width in the present

design is about 1/86λ0 at the highest frequency. The design

can be extended to coplanar waveguide feeding lines with a

dimension of 1/39λ0 [37]. Based on these results, the proposed

leaky antenna solution offers a viable path for tightly spaced

and wideband integrated FPAs at high frequencies.

III. DUAL-POLARIZED LEAKY SLOT

The geometry of the proposed dual-polarized leaky slot

antenna is sketched in Fig. 2. It consists of a semi-infinite

dielectric with a permittivity of ǫdiel
r fed by the leaky slot that

is etched on a ground plane located on top of a membrane. The

membrane is placed at a certain electrically small distance h

from the bottom part of the lens. It has a permittivity of

ǫmemb
r and a thickness of hm . On top of the membrane,

two orthogonal long tapered slots are printed. The slots have

a length of ls , an initial width of w0, and a final width of ws .

The orthogonal slots are coupled, in turn, by two orthogonal

microstrips, of width wm , printed on the other side of the

membrane as shown in Fig. 2(c).

As the two slots are fed symmetrically, the performance

of the two polarizations is the same. In order to generate

Fig. 2. Schematic of the microstrip fed dual-polarized leaky lens antenna.
(a) Perspective view of the antenna with a semi-infinite silicon dielectric
located on top, separated by an airgap, h, from the ground plane. (b) Central
part of the crossing slots. (c) Microstrip transmission lines printed on the
bottom side of the membrane to couple the radiation to the orthogonal slots.

Fig. 3. Demonstration of the excitation mechanism of the dual-polarized
leaky antenna depending on the port excitation signals.

the two polarizations, the microstrip transmission lines are

fed by Port 1, Port 2, Port 3 and Port 4 simultaneously.

Fig. 3 highlights the electric field distribution across the slots

depending on the port excitations. To excite one polarization

at a time, the ports should be fed using one of the following

schemes:

1) Port 1 = −V , Port 2 = −V , Port 3 = +V Port 4 = +V

(In order to excite the slot aligned along the x-axis).

2) Port 1 = −V , Port 2 = +V , Port 3 = +V and Port

4 = −V (In order to excite the slot aligned along the

y-axis).

where V is the amplitude of voltage excitation defined for the

ports in the simulations.

In the optimization process, we used a semi-infinite dielec-

tric medium with a permittivity of ǫdiel
r = 11.9. In order

to optimize the radiation patterns from the dual-polarized

leaky slot, a parametric study is performed for a bandwidth

of 1 : 2.5, starting from 8 to 20 GHz. In order to maximize the

lens antenna aperture efficiency, for each of the polarizations,

the leaky-wave slot should ideally generate a top hat pattern,

inside the dielectric, with low cross-polarization. The shape of

the pattern is directly related to the leaky-wave propagation
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Figure 4.3: Schematic overview of a dual-polarized leaky lens antenna. The antenna is placed under a

silicon dielectric separated by an air gap of height h from the antenna plane [32].
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Double Bow-Tie Slot Antennas for Wideband
Millimeter-Wave and Terahertz Applications

Abdullah J. Alazemi, Member, IEEE, Hyun-Ho Yang, Member, IEEE, and Gabriel M. Rebeiz, Fellow, IEEE

Abstract—This paper presents millimeter-wave and terahertz
double bow-tie slot antennas on a synthesized elliptical silicon
lens. Two different antennas are designed to cover 0.1–0.3 and 0.2–
0.6 THz, respectively. The double bow-tie slot antenna results in a
wide impedance bandwidth and 78–97% Gaussian coupling effi-
ciency over a 3:1 frequency range. A wideband coplanar-waveguide
low-pass filter is designed using slow-wave techniques, and the mea-
sured filter response shows an S21 < −25 dB over a 3:1 frequency
range. Absolute gain measurements done at 100–300 GHz and 200–
600 GHz confirm the wideband operation of this design. The double
bow-tie slot antenna is intended to fill the gap between standard
double-slot antennas and log periodic and sinuous antennas, with
applications areas in radio astronomy and imaging systems.

Index Terms—Bow-tie slot antenna, microbolometer, millimeter-
wave antennas, radio-frequency (RF) filters, self-complementary
antennas, silicon dielectric lenses, slot antenna, synthesized ellipti-
cal position, terahertz antennas.

I. INTRODUCTION

DOUBLE-SLOT and slot-ring antennas on a quartz and
silicon dielectric lenses have been extensively used for

planar millimeter-wave and terahertz applications, with appli-
cations in radio astronomy, communication systems, and low-
power radars [1]–[23]. They offer symmetrical patterns into the
dielectric lens, which transfers to a high Gaussian-beam cou-
pling efficiency in a quasi-optical system. Also, they do not
support substrate modes and have a low cross-polarization level
(< −20 dB) and their geometry allows for a dual-polarization
design [1], [2]. The effect of the dielectric lens-to-air interface
was also extensively studied versus the extension length [3]–
[5]. Also, the reflections inside the lens on the far-field patterns
and antenna impedance can now be accurately simulated using
Ansys-HFSS [24] and are now taken into account in the design
procedure of high-performance receivers.

The double-slot antenna naturally focuses the energy to the
center of the double-slot and a detector is placed at this position
(see Fig. 1). A low-pass filter is, therefore, required at the edge
of one of the slot antennas to allow for biasing of the detector
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Fig. 1. 100–300 GHz wideband double bow-tie slot antenna with a coplanar-
waveguide (CPW) low-pass filter.

and for dc and IF signals. The low-pass filter is typically a
multisection low/high impedance filter, which presents a low
impedance at the slot feed and allows for a symmetrical field
distribution between the two slot antennas, and a symmetrical
pattern in the far field.

One drawback of the standard double-slot antenna is its rel-
atively narrow impedance and pattern bandwidth. The anten-
nas can operate well over a ± 20% bandwidth, and while this
is acceptable for a large set of applications, it is not accept-
able for octave or multioctave operations. In this case, a self-
complementary antenna [8] is used such as log-periodic, spiral,
or sinuous antennas [9]–[15]. These antennas can cover a 10:1
frequency range with a near constant impedance on a dielectric
lens, and have a natural radio-frequency (RF) filter between the
detector placed at the center and the dc (or low IF) taken from the
edges. Also, single and dual polarized designs can be built using
such antennas [12]–[15]. However, they do not have the polar-
ization purity as double-slot antennas or the ability to control
the antenna impedance for a variety of different detectors. Nev-
ertheless, frequency-independent self-complementary antennas
are appealing in wideband applications since their bandwidth
is determined only by their dimensions. Dual-polarized leaky
wave antennas are also presented for broadband terahertz appli-
cations [16], [17]. These antennas are technologically challeng-
ing to build due to the use of large thin membranes.

Recently, a double-slot antenna with improved butterfly-
shaped design showed a 2:1 response at 0.6–1.2 THz [18]. In this
design, the width of the slot dipoles is substantially increased
to achieve wideband performance. However, the impedance and
radiation patterns of this antenna have not been thoroughly an-
alyzed on dielectric lenses.

This paper presents a double bow-tie slot antenna for wide-
band applications, with a frequency range of approximately 3:1.

2156-342X © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.

Figure 4.4: Schematic overview of the double bow-tie slot antenna with a coplanar waveguide low-pass

filter [36].

From chapter 3, field sampling (df = 1F#λc) was identified as the best tradeoff.

For this reason, leaky-lens antenna and the double slot antenna are not viable solutions,

as they are both too large for this sampling with a F# of 0.67.

Connected arrays were introduced in [37], having the objective to increase the bandwidth of

dipole arrays. After this, arrays of connected elements are investigated further in literature,

for example in [38], [39] and [40]. Connected arrays are promising on their performance

in terms of bandwidth, low cross polarization due to planar currents, wide-scanning appli-

cation. In this thesis, especially the broadband behavior is of interest, phased scanning is

not needed since a FPA in combination with optics will sample the FoV of interest.

In [41] it is seen that an array of connected elements is excited coherently to form a
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Figure 4.5: Current distribution along the structures. The current distribution along the dipole is indi-

cated by the black lines; only the centered unit cell (dashed square) is excited and the other gaps are

indicated with orange: (a) Half-wavelength dipole array, here the current distribution that is supported

is a resonant sinusoidal distribution along the dipole. (b) Array of connected dipoles, here the supported

current distribution is approximately flat along the dipole.

single radiation beam outside the lens. Unlike the coherent connected array in [41], in the

design that is considered here the elements are not fed in phase and are independent from

each other. This configuration corresponds to the case where each element is associated

with a radiation beam in an imaging array configuration [33].

Figure 4.5 depicts the concept on which connected arrays are based on. In an imag-

ing array, only the element under consideration is active, while the neighboring elements

are terminated on passive resistors. The current distribution on a resonant dipole, as shown

in Fig. 4.5(a), is sinusoidal and frequency dependent. When connecting the elements as in

Fig. 4.5(b), the current is allowed to flow from the active element to the adjacent one and

is attenuated due dissipation in the passive element loads. This effectively results in a less

resonant current profile that is associated to wideband behavior.

It can be seen that for the connected array the current flows along the whole dipole.

This creates a broadband behavior to make it more directive than the resonant element

array. More power will be captured by the neighboring elements, decreasing the mutual

coupling efficiency. The design will be a trade-off between directivity and mutual coupling

between the elements.

A model is derived to analyze connected elements (both dipoles and slots) for the

performance in terms of mutual coupling and radiated far field.

Since the array of elements is placed under a lens, the focal number of the lens has in-

fluence on both performance parameters. Consider two lenses, one with a low focal number

and one with a higher focal number, Fig. 4.6 (a) and (b) respectively. For lenses with small

focal numbers the truncation angle is high (θ0 = sin−1
(

1
2F#

)
), which gives a low spillover
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Figure 4.6: Geometry lenses with different focal number.Two configurations of lenses with different focal

numbers (F/D). (a): A lens with a low focal number, having a large truncation angle θ10 and a dense

spacing between elements df . (b) A lens with a higher focal number, having a smaller truncation angle θ20
and a sparser spacing between elements.

of radiated power. Also the elements are spaced more dense here (df = F#λc), causing the

mutual coupling between the element to be stronger. When the focal number is higher, the

truncation angle is smaller, which results in more spillover of radiated power. Moreover,

the elements are more spaced from each other, reducing the mutual coupling. Both term

cannot be optimized at the same time and thus a tradeoff has to be made between the two

configurations to find an optimum.

To find this optimum a model is derived for a single connected dipole element per

pixel and for 2 by 2 connected dipole subarray of elements per pixel, as it can be seen in

Fig. 4.7 and in Fig. 4.8, respectively. To analysis the performance, both the radiation

from a single element and the 2 by 2 elements are evaluated using the connected array

spectral domain methods [42].

To find an optimal configuration for the pixel radiating element, a single dipole ar-

ray, double dipole array, single slot array and double slot array are considered in Fig. 4.7,

4.8, 4.9 and 4.10, respectively. The initial situation considers 7 by 7 pixels. For the first
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Figure 4.7: Schematic overview of an 7 by 7 array of connected dipoles using a single row. A fed pixel cell

is indicated by the black square in the center of the array, the rest of the gaps are indicated with orange.

analysis of the arrays, only one row of the mentioned pixels will be considered. This can

influence the total efficiency due to mutual coupling, but this aspect will be investigated

later. First the Electric Field Integral Equations (EFIE) are solved for the dipoles and

the Magnetic Field Integral Equations (MFIE) are solved for slots. In the next section, a

connected array of dipoles is analyzed.
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Figure 4.8: Schematic overview of an 7 by 7 array of connected dipoles using double rows. A fed pixel cell

is indicated by the black square in the center of the array, the rest of the gaps are indicated with orange.

Figure 4.9: Schematic overview of an 7 by 7 array of connected slots using a single row. A fed pixel cell is

indicated by the black square in the center of the array, the rest of the gaps are indicated with orange.
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Figure 4.10: Schematic overview of an 7 by 7 array of connected slots using double rows. A fed pixel cell

is indicated by the black square in the center of the array, the rest of the gaps are indicated with orange.
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4.2 Array of Connected Dipoles

In this section, an analysis of connected dipoles is presented. Expressions for the

current distribution, the input impedances and far field are derived. Such formulas can be

used to evaluate the performance of the array in terms of efficiency, mutual coupling and

radiation characteristics.

4.2.1 Surface Currents

Before being able to solve the EFIE for a dipole, we have to use the equivalence

principle that defines a problem with equivalent surface currents that flow on the dipole.

For this analysis, the topology from Fig. 4.11 is used. Figure 4.11(a) depicts the dipole

fed in two locations. Using the equivalence theorem for the surface around the dipole, S,

electric and magnetic surface currents can be defined (Fig. 4.11 (b)). Image theorem can

then be used to remove the metal of the dipole and remain with equivalent surface currents

in free space (Fig. 4.11 (c)).

To find out which surface currents are present on the surface on the dipole S, the

equivalent electric and magnetic currents are expressed as respectively:

~js = n̂× ~h (4.1)

~ms = −n̂× ~e (4.2)

where n̂ is the normal on the surface S; ~e and ~h are the total electric field and total mag-

netic field present on the location of the surface.

On the metal of the dipole, the metal is a perfect electric conductor (PEC), which

makes the present electric field zero; no present magnetic surface currents.

Observing on the gaps sees that the electric field is continuous through the gaps; the

equivalent magnetic surface currents on the upside and downside are equal but in opposite

direction (Eq. (4.2)), which makes them cancel out. To conclude, no magnetic current are

observed.

For the electric currents, following Eq. (4.1) to find the electric current on the

upside of S as ~js(z = 0+) = ẑ × ~H(z = 0+) and for the current on the downside of

S as ~js(z = 0−) = −ẑ × ~H(z = 0−). For thin dipoles, taking the total current as
~j = ~js(z = 0+) +~js(z = 0−).

Now the analysis for the single and double dipole will be made.
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Figure 4.11: Schematic overview of a double fed dipole with equivalent surface currents. (a) Initial situation

of a dipole, fed at two location by an electric field. (b) Defined equivalent surface, S, along the dipole,

with equivalent electric and magnetic surface currents. (c) Equivalent surface, S, equivalent electric and

magnetic surface currents in free space.
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Figure 4.12: Geometric configuration of the single dipole with 1 delta-gap per unit cell. The distance dp

denotes the unit cell length, Np is the total number of unit cells (odd), ws is the width of the dipole and

δ is the width of the delta-gap feed.

4.2.2 Single Dipole Analysis

The analysis of the single fed dipole follows the geometry given by Fig. 4.12, were Np

is chosen to be odd, this way the focal plane array has a pixel cell in middle of the array

and in the focus of the lens. For this dipole the Electic Field Integral Equation is:

~etot(x, y, z) = ~escat(x, y, z) + ~einc(x, y, z) (4.3)

where ~etot is the total electric field; ~escat is the scattered electric field and ~einc is the incident

electric field. It is assumed that the dipole is infinitely thin and observed at the z-location

of the dipole (z = 0), which makes Eq. (4.3) become:

~etot(x, y) = ~escat(x, y) + ~einc(x, y) . (4.4)

Assuming the dipole is electrically narrow, the only relevant component of the electric field

is along the dipole (x-direction). The incident field observed on the dipole (y = 0) can be

written as:

~einc(x) =
V0

δ
rectδ(x)x̂ (4.5)

where V0 is the feeding voltage. The total electric field is the product between the surface

impedance (Zl on the gaps and zero everywhere else) and the spatial surface current on

the dipole surface:

~etot(x) =
Zl
δ

(Np−1)/2∑
np=−(Np−1)/2

iδ,nprectδ(x− npdp) (4.6)
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with iδ,np is the average electric current on delta gap with index np. The scattered electric

field is equal to the convolution of the spatial electric current distribution jx(x
′, y′) (which

is only along x̂) and the spatial Green’s Function (EJ), gEJxx , as:

~escat(x) =

∫ ∞
−∞

∫ ∞
−∞

gEJxx (x− x′, y − y′)jx(x′, y′)dx′dy′ . (4.7)

The spatial electric current distribution is assumed to be the product of the longitudinal

distribution, i(x′), and the transverse edge-singular distribution, jt(y
′), to find ,by the steps

from Appendix B.1, the longitudinal spectral Green’s function as:

D(kx) =
1

2π

∫ ∞
−∞

GEJ
xx (kx, ky)J0

(
kyws

2

)
dky . (4.8)

The calculation of the spectral Green’s Functions for stratified media is explained in Ap-

pendix C. Using the identity:

rectδ(x− α)

δ
=

1

2π

∫ ∞
−∞

sinc

(
kxδ

2

)
e−jkx(x−α)dkx (4.9)

we can write the EFIE from Eq. (4.4) as:

∫ ∞
−∞

I(kx)D(kx)e
−jkxxdkx =

∫ ∞
−∞

sinc

(
kxδ

2

)−V0 + Zl

(Np−1)/2∑
np=−(Np−1)/2

iδ,npe
jkxnpdp

 e−jkxxdkx

(4.10)

where I(kx) is the current spectrum. Since this equation must be valid for every position

x along the dipole, the integrands have to be equal, to write the current spectrum as:

I(kx) =
sinc

(
kxδ
2

)
D(kx)

−V0 + Zl

(Np−1)/2∑
np=−(Np−1)/2

iδ,npe
jkxnpdp

 . (4.11)

By taking the inverse Fourier transform from this spectrum, the average current along the

gap n′p can be found as:

iδ,n′p =
1

δ

∫ n′pdp+δ/2

n′pdp−δ/2
i(x)dx =

1

δ

∫ n′pdp+δ/2

n′pdp−δ/2

1

2π

∫ ∞
−∞

I(kx)e
−jkxxdkxdx (4.12)

and

iδ,n′p =
1

2π

∫ ∞
−∞

sinc2
(
kxδ
2

)
D(kx)

−V0 + Zl

(Np−1)/2∑
np=−(Np−1)/2

iδ,npe
jkxnpdp

 e−jkxn
′
pdpdkx . (4.13)
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Defining the mutual admittance between unit cell np and n′p as:

Ynp,n′p = − 1

2π

∫ ∞
−∞

sinc2
(
kxδ
2

)
D(kx)

e−jkx(np−n
′
p)dp (4.14)

and substituting it in Eq. (4.13), we obtain:

iδ,n′p = V0Y0,n′p − Zl
(Np−1)/2∑

np=−(Np−1)/2

iδ,npYnp,n′p . (4.15)

This can be written as a system of equations, calculating the current in each gap as:

Iiδ = Y v − ZlY iδ (4.16)

where I is an identity matrix of order Np; iδ is the current vector; Y is the admittance

matrix and v is the voltage vector (feeding), defined as:

iδ =


i
δ,− (Np−1)

2
...

i
δ,

(Np−1)

2

 (4.17)

Y =


Y−Np−1

2
,−Np−1

2

. . . Y−Np−1

2
,
Np−1

2
...

. . .
...

YNp−1

2
,−Np−1

2

. . . YNp−1

2
,
Np−1

2

 (4.18)

v =



0
...

V0

...

0


. (4.19)

This system of equations can be solved for iδ as:

iδ = [Y −1 + ZlI]−1v . (4.20)

The active input impedance of the port np is then defined as:

Zin,active =
vnp
iδ,np
− Zl . (4.21)

The mutual coupling efficiency, ηmc , is the ratio between the power radiated by the fed

unit cell, Prad, and the total power Ptot (Prad plus the power induced in all other present

unit cells, Pmc):

ηmc =
Prad

Prad + Pmc
. (4.22)
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Figure 4.13: Circuits that are used for the calculation of the power in the gaps of the dipole: (a) The

equivalent circuit for the fed delta-gap. (b) The equivalent circuit used for all non-fed delta-gaps.

To calculated the power in all elements, the equivalent circuit of Fig. 4.13 is used. In Eq.

(4.22) the total power is defined as:

Ptot =
|iδ,0|2

2
Re{Z0,act} (4.23)

and the induced power as:

Pmc = Re{Zl}
(Np−1)/2∑

np = −Np−1

2

np 6= 0

|iδ,np |2

2
. (4.24)

To complete this analysis, the same steps are performed for a double fed dipole.

4.2.3 Double Dipole Analysis

The analysis of the double fed double dipole follows the geometry given by Fig. 4.14,

were Np is chosen to be odd, this way the focal plane array has a unit cell in middle of the

array and in the focus of the lens. The distance between the dipoles ds and the distance

between the delta gaps on the same dipole of the same unit cell dδ are set to be equal.

For this configurations the EFIE is the same as for the single dipole (Eq. (4.3)). It

is assumed that the dipoles are infinitely thin and observed at the z-location of the dipoles

(z = 0), then the EFIE is equal to the one in Eq. (4.4).
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Figure 4.14: Geometric configuration of the double dipole with 2 delta-gap per unit cell per dipole. The

distance dp denotes the unit cell length, Np is the total number of unit cells (odd), ws is the width of

the dipoles and δ is the width of the delta-gap feeds, ds is the distance between the dipoles and dδ is the

distance between the delta gaps on the same dipole of the same unit cell.

Assuming the dipoles are electrically narrow, the only relevant component of the

electric field is along the dipoles (x-direction), the incident field observed on the dipoles

can be written as:

~einc(x, y) =
V0

δ

∑
nδ∈{−1,1}

rectδ

(
x+ nδ

dδ
2

)
︸ ︷︷ ︸

double gap

∑
ns∈{−1,1}

rectws

(
y − ns

ds
2

)
︸ ︷︷ ︸

double dipole

x̂ (4.25)

where V0 is the feeding voltage. The total electric field is the product between the surface

impedance (Zl on the gaps and zero everywhere else) and the spatial surface current on

the dipoles:

~etot(x) =
Zl
δ

(Np−1)/2∑
np=−(Np−1)/2

[
iαδ,nprectδ

(
x− npdp +

dδ
2

)
+ iβδ,nprectδ

(
x− npdp −

dδ
2

)]
∑

ns∈{−1,1}

rectws

(
y − ns

dδ
2

)
(4.26)

with iαδ,np and iβδ,np is the average electric current in unit cell np of gap α and β respectively.

The currents are excited in phase and since only two dipoles are present, the currents do

not depend on the dipole on which they are observed on, but do depend on the unit cell.

The scattered electric field is equal to the convolution of the spatial electric current

distribution jx(x
′, y′) (which is only along x̂) and the spatial Green’s Function (EJ), gEJxx ,
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from both dipoles as:

~escat(x) =
∑

ns∈{−1,1}

∫ ∞
−∞

∫ ∞
−∞

gEJxx (x− x′, y − y′)jx(x′, y′ − ns
ds
2

)dx′dy′ . (4.27)

The spatial electric current distribution is assumed to be the product of the longitudinal

distribution, i(x′), and the transverse edge-singular distribution, jt(y
′), to find, by following

the steps from Appendix B.2, the longitudinal spectral Green’s function as:

D(kx) =
1

2π

∫ ∞
−∞

GEJ
xx (kx, ky)J0

(
kyws

2

)[
1 + e−jkyds

]
dky . (4.28)

where we assume the observation is at y = ds
2

.

The method to calculated the spectral Green’s functions for stratified media is found

in Appendix C. To write the EFIE from Eq. (4.4) with Eq. (4.25), (4.26) and (4.27) and

using the identity from Eq. (4.9) as:∫ ∞
−∞

I(kx)D(kx)e
−jkxxdkx =∫ ∞

−∞
sinc

(
kxδ

2

)(
− V0

[
e−jkxdδ + ejkxdδ

]
+ Zl

(Np−1)/2∑
np=−(Np−1)/2

[
iαδ,npe

− jkxdδ
2 + iβδ,npe

jkxdδ
2

]
ejkxnpdp

)
e−jkxxdkx

(4.29)

where I(kx) is the current spectrum. This integral must be valid for every position x along

the dipoles, the integrands must be equal this gives the current spectrum as:

I(kx) =
sinc

(
kxδ
2

)
D(kx)

−2V0cos (kxdδ) + Zl

(Np−1)/2∑
np=−(Np−1)/2

[
iαδ,npe

− jkxdδ
2 + iβδ,npe

jkxdδ
2

]
ejkxnpdp


(4.30)

By taking the inverse Fourier transform from this spectrum, the average current along α

and β of gap with index n′p can be found as:

iαδ,n′p =
1

δ

∫ n′pdp−
dδ
2

+δ/2

n′pdp−
dδ
2
−δ/2

i(x)dx =
1

δ

∫ n′pdp−
dδ
2

+δ/2

n′pdp−
dδ
2
−δ/2

1

2π

∫ ∞
−∞

I(kx)e
−jkxxdkxdx (4.31)

and

iβδ,n′p =
1

δ

∫ n′pdp+
dδ
2

+δ/2

n′pdp+
dδ
2
−δ/2

i(x)dx =
1

δ

∫ n′pdp+
dδ
2

+δ/2

n′pdp+
dδ
2
−δ/2

1

2π

∫ ∞
−∞

I(kx)e
−jkxxdkxdx . (4.32)
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The construction of the admittance matrix is found in Appendix B.3. Using the equations

found, a set systems of equations can be made:

Iiδ = Y v − ZlY iδ (4.33)

where I is an identity matrix of order 2Np; iδ is the current vector; Y is the admittance

matrix and v is the voltage vector (feeding), as:

iδ =

[
iδ,α

iδ,β

]
with iδ,α =


iα
δ,−Np−1

2
...

iα
δ,
Np−1

2

 and iδ,β =


iβ
δ,−Np−1

2
...

iβ
δ,
Np−1

2

 (4.34)

Y =

[
Y αα Y αβ

Y βα Y ββ

]
with Y i,j =


Y ij

−Np−1

2
,−Np−1

2

. . . Y ij

−Np−1

2
,
Np−1

2
...

. . .
...

Y ij
Np−1

2
,−Np−1

2

. . . Y ij
Np−1

2
,
Np−1

2

 (4.35)

v =

[
vα

vβ

]
withvα = vβ



0
...

V0

...

0


(4.36)

This system of equations can be solved for iδ as:

iδ = [Y −1 + ZlI]−1v . (4.37)

The active input impedance of the port np is then defined as:

Zin,active =
vnp
iδ,np
− Zl . (4.38)

The mutual coupling efficiency, ηmc , is the ratio between the power radiated by the fed

unit cell, Prad, and the total power Ptot(Prad plus the power induced in all other present

unit cells, Pmc):

ηmc =
Prad

Prad + Pmc
. (4.39)

In Eq. (4.39) the total power is defined as:

Ptot =

(
|iαδ,0|2 + |iβδ,0|2

)
2

Re{Zin,active} (4.40)
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And the induced power as:

Pmc = Re{Zl}
(Np−1)/2∑

np = −Np−1

2

np 6= 0

(
|iαδ,np |

2 + |iβδ,np |
2
)

2
. (4.41)

4.2.4 Far Field of Dipole Structures

To find the electric far field radiated by a dipole structure, the asymptotic evaluation

is used:

~Efar (~robs) = jkzs

GEJ
xx (kxs, kys, zobs, z

′)

GEJ
yx (kxs, kys, zobs, z

′)

GEJ
zx (kxs, kys, zobs, z

′)

 I(kxs)Jt(kys)e
jkzs|zobs−z|AF

e−jkr

2πr
(4.42)

where ~robs is the location of observation; I(kxs) is the current spectrum (Eq. (4.11) for a

single dipole and Eq. (4.30) for a double dipole); Jt(kys) is the transverse spectrum from

the transverse edge-singular current distribution (FT{jt(kys)} = J0

(
kysws

2

)
) and AF is

the array factoralong y (1 if a single dipole is used; 2cos
(
kyds

2

)
when a double dipole is

used).

These steps are also done for slots; they can be found in Appendix D.

4.3 Validation

To verify the results found from the integral equations a comparison is made with

the results from CST [24]. The results for both methods were close to each other, for all

structures. To be complete, the results from the verification of a double dipole structure

with F# = 0.8; ws = 20 µm; δ = 15 µm; dδ = ds = 110 µm and Zl = 100 Ω using the

stratification from Appendix A.2 are show in Fig. 4.15, 4.16 and 4.17 for respectively the

far field, the active input impedance and the mutual coupling. For this simulation only

one row of pixel is considered.

The validation for the other structures is found in Appendix E.
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Figure 4.15: Comparison between the integral equations and CST (the dashed lines) for the far field of

a double dipole with F# = 0.8; ws = 20 µm; δ = 15 µm; dδ = ds = 110 µm and Zl = 100 Ω using the

stratification from Appendix A.2.
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Figure 4.16: Comparison between the integral equations and CST (the dashed lines) for the active input

impedance of a double dipole with F# = 0.8; ws = 20 µm; δ = 15 µm; dδ = ds = 110 µm and Zl = 100 Ω

using the stratification from Appendix A.2.
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Figure 4.17: Comparison between the integral equations and CST (the dashed lines) for the mutual

coupling efficiency of a double dipole with F# = 0.8; ws = 20 µm; δ = 15 µm; dδ = ds = 110 µm and

Zl = 100 Ω using the stratification from Appendix A.2. The average mutual coupling over the bandwidth

is found as 91.7 % from the integral equations (IE) and 92.3 %, which are also shown in the title.
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Chapter 5

Optimization

This chapter shows the results of the optimization done. First the criterias that were

optimized and what is taken into account are explained in the optimization function. Then

the results are shown from the analytical optimization, followed by a further optimization

in a numerical optimization.

5.1 Optimization Function

The optimization is done for every structure: the single dipole, single slot, double

dipole and double slot. The optimization is done in two parameters the spillover efficiency

and the mutual coupling efficiency.

The spillover efficiency is influenced by the truncation angle of the used lens. The

truncation angle of the lens θ0 is calculated from the focal number of the elliptical lens F#

as θ0 = sin−1
(

1
2F#

)
. For low focal numbers the truncation angle is large, which makes the

spillover efficiency high, where for low focal numbers the truncation angle is small which

makes the spillover efficiency low.

The mutual coupling between the elements is influenced by the distance between the

elements as df = F#λc. This makes that for low focal numbers the elements are spaced

closer to each other, which results in a lower mutual coupling efficiency. While for higher

focal numbers the elements are spaced more apart from each other which results in a higher

mutual coupling efficiency.

Both efficiencies cannot be optimized at the same time, so the optimization is to find

the optimal combination of the two efficiencies.

Another point that has to be taken into account is that the impedance in the delta gaps

needs to be matchable over the whole frequency band. The requirement is set that using a



constant resistive load to the antenna gives a mismatch efficiency of minimal -10 dB. The

impedance of the antenna is mainly influenced by the width of the dipole (or slot) and

the size of the delta gaps used. The influence on the far field by tuning the impedance is

minimal.

An other thing that is taken into account is the position of the side lobes. In the

design the side lobes are not allowed to enter the lens aperture, which requires the side

lobes to be positioned wider than the truncation angle. When the side lobes are outside

the aperture the spillover efficiency will be lower, but the aperture is more directive. The

side lobes are shifted in phase by 180 degrees which destructively interference the field at

the lens aperture. This results in lower directive beam patterns after the lens.

When the double elements are considered, the distance between the dipoles (or slots)

is set to be equal to the distance between the delta gaps (ds = dδ in Fig. 4.14 and D.4).

By changing these parameters the array factor in the E and H-plane is changed. When

the two parameters are set to be equal the array factor in both direction is approximately

equal, which makes the radiation pattern more omnidirectional.

The stratification that is used for the optimization is the simplified layering from

appendix A.2, inducing some enhanced leaky-wave behavior.

The first part of the optimization is done in MATLAB, where the theory from chapter

4 and appendix D is implemented. In this theory it is assumed that only one row of 7

pixels is present.

The decision of which structure is chosen and what are the optimal parameters is

based on the possible efficiency that can be achieved. When the optimal parameters for

each structure are found, also the implementation of the structure is taken into account.

5.2 Quasi-Analytical Optimization

Now each structure is analyzed individually, first the single elements, then the double

elements.

5.2.1 Single Dipole

The single dipole is optimized as a function of the lens focal number. The average

efficiencies over the bandwidth (200 GHz - 600 GHz) are shown in Fig. 5.1, with ws = 20

µm; δ = 15 µm; Np = 7; Zl = 100 Ω.
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Figure 5.1: Overview of the efficiency for the single dipole (ws = 20 µm; δ = 15 µm; Np = 7; Zl = 100

Ω) over the bandwidth 200 GHz - 600 GHz. The spillover (SO), mutual coupling (MC) and total (TOT)

efficiency are shown.
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Efficiencies single dipole - 𝑭# = 𝟎, 𝟔 

Figure 5.2: Overview of the efficiencies for the single dipole (F# = 0.6; ws = 20 µm; δ = 15 µm; Np = 7;

Zl = 100 Ω) over the bandwidth 200 GHz - 600 GHz. The spillover (SO), mutual coupling (MC) and

total (TOT) efficiency are shown.

In this figure it can be seen that the highest total efficiency is achieved for a focal

number of 0.5. The critical angle for a silicon-air interface is approximately 56◦ degrees,

this corresponds with a focal number of 0.6, this is set to be the optimal focal number,

efficiencies for this configuration over the spectrum are shown in Fig. 5.2.

The far field for this configuration can be found in Fig. 5.3. Here the truncation

angle is indicated by the black dashed line. It is clear that the main beam is completely

55



𝜃 [𝑑𝑒𝑔. ] 

Frequency = 200 GHz 

𝐸
2

 [
d

B
] 

𝜃 [𝑑𝑒𝑔. ] 𝜃 [𝑑𝑒𝑔. ] 
𝐸

2
 [

d
B

] 

𝐸
2

 [
d

B
] 

Frequency = 400 GHz Frequency = 600 GHz 

DIPOLE 

Figure 5.3: Overview of the far fields for the single dipole (F# = 0.6; ws = 20 µm; δ = 15 µm; Np = 7;

Zl = 100 Ω) for 200 GHz, 400 GHz and 600 GHz. The truncation angle is indicated by the black dashed

lines.

within the lens aperture while the crossing points at the truncation angle are below -3 dB.

For the optimal single dipole the average spillover efficiency is 84.5 %, the average

mutual coupling efficiency is 73.5 % and the total average efficiency is 60.5 %.

56



𝐹#  

Efficiencies – single slot 

𝜂
 [

%
] 

Figure 5.4: Overview of the average efficiency for the single slot (ws = 20 µm; δ = 15 µm; Np = 7;

Zl = 100 Ω) over the bandwidth 200 GHz - 600 GHz. The spillover (SO), mutual coupling (MC) and

total (TOT) efficiency are shown.

5.2.2 Single Slot

The single slot is also optimized as a function of the lens focal number. The average

efficiencies over the bandwidth (200 GHz - 600 GHz) are shown in Fig. 5.4, with ws = 20

µm; δ = 15 µm; Np = 7; Zl = 100 Ω.

In this figure it can be seen that the highest total efficiency is achieved for a focal

number of 0.5. But the same restriction holds for the focal number as for the single

dipole, so the optimal focal number becomes 0.6, efficiencies for this configuration over the

spectrum are shown in Fig. 5.5.

The far field for this configuration can be found in Fig. 5.6. Here the truncation

angle is indicated by the black dashed line. It is clear that the main beam is completely

within the lens aperture while the crossing points at the truncation angle are below -4 dB.

For the optimal single slot the average spillover efficiency is 68.0 %, the average

mutual coupling efficiency is 77.7 % and the total average efficiency is 53.3 %.
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Figure 5.5: Overview of the efficiencies for the single slot (F# = 0.6; ws = 20 µm; δ = 15 µm; Np = 7;

Zl = 100 Ω) over the bandwidth 200 GHz - 600 GHz. The spillover (SO), mutual coupling (MC) and

total (TOT) efficiency are shown.
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Figure 5.6: Overview of the far fields for the single slot (F# = 0.6; ws = 20 µm; δ = 15 µm; Np = 7;

Zl = 100 Ω) for 200 GHz, 400 GHz and 600 GHz. The truncation angle is indicated by the black dashed

lines.
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Figure 5.7: Overview of the average spillover and mutual coupling efficiency of a double dipole (ws = 20

µm; δ = 15 µm; Np = 7; Zl = 100 Ω) over the bandwidth 200 GHz - 600 GHz. It is shown as function of

spacing distance dδ and focal number F#.

5.2.3 Double Dipole

The double dipole is optimized as a function of both the spacing in the pixel and

the lens focal number. The spacing distance between the dipoles is set to be equal to the

distance between the delta gaps on the dipole (ds = dδ), to make the array factor in both

plane approximately equal. To visualize the optimization done, the spillover efficiency and

the mutual coupling efficiency are shown in Fig. 5.7, all are averaged over the bandwidth

200 GHz to 600 GHz.

This figure shows that for highers focal numbers the average spillover efficiency gets

poor, where for low focal numbers the average spillover efficiency is much better. For the

spacing distance the influence is less strong.

The figure shows also that the average mutual coupling efficiency is very high (90%

+) for almost all focal numbers above 0.9, below 0.7 the average mutual coupling efficiency

drops drastically. The distance spacing has less impact on the result.

The spillover efficiency and the mutual coupling efficiency are combined to find the

average total efficiency, this is shown in Fig. 5.8, averaged over the bandwidth 200 GHz
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Figure 5.8: Overview of the average total efficiency of a double dipole (ws = 20 µm; δ = 15 µm; Np = 7;

Zl = 100 Ω) over the bandwidth 200 GHz - 600 GHz. It is shown as function of spacing distance dδ and

focal number F#.

to 600 GHz.

The optimum in the total efficiency lies on F# = 0.7 and dδ = 130 µm. The far

field of this configuration are shown in Fig. 5.15. These figures show the problem of this

configuration that the side lobe level is very high for higher frequencies, which are also

within the lens aperture. This makes this configuration not preferable. The efficiencies of

this configuration are shown in Fig. 5.10.

To solve the high side lobes, the parameters of the configuration are slightly changed
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Figure 5.9: Overview of the far fields for the double dipole (F# = 0.7; dδ = 130 µm; ws = 20 µm; δ = 15

µm; Np = 7; Zl = 100 Ω) for 200 GHz, 400 GHz and 600 GHz. The truncation angle is indicated by the

black dashed lines.
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Figure 5.10: Overview of the efficiencies for the double dipole (F# = 0.7; ds = dδ = 130 µm; ws = 20 µm

; δ = 15 µm; Np = 7; Zl = 100 Ω) over the bandwidth 200 GHz - 600 GHz. The spillover (SO), mutual

coupling (MC) and total (TOT) efficiency are shown.

to F# = 0.8 and dδ = 110 µm, Fig. 5.8 showed that the difference is a few procent w.r.t.

the previous optimal. The far fields of the new optimum are found in Fig. 5.11, with

much lower side lobes at higher frequencies and the side lobes also do not enter the lens

aperture. The efficiencies for this configuration are shown in Fig. 5.12. This configuration

is assumed to be the optimal for this structure.

For the optimal double dipole the average spillover efficiency is 71.3 %, the average

mutual coupling efficiency is 92.5 % and the total average efficiency is 66.8 %.
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Figure 5.11: Overview of the far fields for the double dipole (F# = 0.8; dδ = 110 µm; ws = 20 µm; δ = 15

µm; Np = 7; Zl = 100 Ω) for 200 GHz, 400 GHz and 600 GHz. The truncation angle is indicated by the

black dashed lines.
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Figure 5.12: Overview of the efficiencies for the double dipole (F# = 0.8; ds = dδ = 110 µm; ws = 20 µm;

δ = 15 µm; Np = 7; Zl = 100 Ω) over the bandwidth 200 GHz - 600 GHz. The spillover (SO), mutual

coupling (MC) and total (TOT) efficiency are shown.

62



210 210 

𝐹# 

Spillover Efficiency 

𝑑
𝛿

 [
𝜇
𝑚

] 

𝐹# 

𝑑
𝛿

 [
𝜇
𝑚

] 

Mutual Coupling Efficiency 

Figure 5.13: Overview of the average spillover and mutual coupling efficiency of a double slot (ws = 20

µm; δ = 15 µm; Np = 7; Zl = 100 Ω) over the bandwidth 200 GHz - 600 GHz. It is shown as function of

spacing distance dδ and focal number F#.

5.2.4 Double Slot

The double slot is optimized as a function of both the spacing in the pixel and the lens

focal number. The spacing distance between the slots is set to be equal to the distance

between the delta gaps on the slot (ds = dδ), to make the array factor in both plane

approximately equal. To visualize the optimization done, the spillover efficiency and the

mutual coupling efficiency are shown in Fig. 5.13, all are averaged over the bandwidth 200

GHz to 600 GHz.

This figure shows that for highers focal numbers the average spillover efficiency gets

poor, where for low focal numbers the average spillover efficiency is much better. For the

spacing distance the influence is less strong.

The figure shows also that the average mutual coupling efficiency is very high (90 %

+) for almost all focal numbers above 0.9, below 0.7. The distance spacing has less impact

on the result.

The spillover efficiency and the mutual coupling efficiency are combined to find the average

total efficiency, this is shown in Fig. 5.14, averaged over the bandwidth 200 GHz to 600

GHz.
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Figure 5.14: Overview of the average total efficiency of a double slot (ws = 20 µm; δ = 15 µm; Np = 7;

Zl = 100 Ω) over the bandwidth 200 GHz - 600 GHz. It is shown as function of spacing distance dδ and

focal number F#.

The optimum in the total efficiency lies on F# = 0.6 and dδ = 120 µm. The far

field of this configuration are shown in Fig. 5.15 and the efficiencies over the bandwidth

are shown in Fig. 5.16. These figures show the problem of this configuration that the side

lobe level is very high for higher frequencies, which are also within the lens aperture. This

makes the configuration not preferable.

To solve the high side lobes, the parameters of the configuration are slightly changed

to F# = 0.8 and dδ = 110 µm, Fig. 5.14 showed that the difference is a few procent w.r.t.

the previous optimal. The far fields of the new optimum are found in Fig. 5.17 with much

lower side lobes at higher frequencies and the side lobes also do not enter the lens aperture.
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Figure 5.15: Overview of the far fields for the double slot (F# = 0.6; dδ = 120 µm; ws = 20 µm; δ = 15

µm; Np = 7; Zl = 100 Ω) for 200 GHz, 400 GHz and 600 GHz. The truncation angle is indicated by the

black dashed lines.
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Figure 5.16: Overview of the efficiencies for the double slot (F# = 0.6; ds = dδ = 120 µm; ws = 20 µm;

δ = 15 µm; Np = 7; Zl = 100 Ω) over the bandwidth 200 GHz - 600 GHz. The spillover (SO), mutual

coupling (MC) and total (TOT) efficiency are shown.

The efficiencies over the operational bandwidth are shown in Fig. 5.18. This configuration

is assumed to be the optimal for this structure.

For the optimal double slot the average spillover efficiency is 83.7 %, the average

mutual coupling efficiency is 71.1 % and the total average efficiency is 61.1 %. From best

to worst performance the structures are ordered as double dipole, double slot, single dipole

and single slot.
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Figure 5.17: Overview of the far fields for the double slot (F# = 0.8; dδ = 110 µm; ws = 20 µm; δ = 15

µm; Np = 7; Zl = 100 Ω) for 200 GHz, 400 GHz and 600 GHz. The truncation angle is indicated by the

black dashed lines.
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Figure 5.18: Overview of the efficiencies for the double slot (F# = 0.8; ds = dδ = 110 µm; ws = 20 µm;

δ = 15 µm; Np = 7; Zl = 100 Ω) over the bandwidth 200 GHz - 600 GHz. The spillover (SO), mutual

coupling (MC) and total (TOT) efficiency are shown.
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5.2.5 Overview of Optimums

To give an overview of the optimum configuration per structure, the parameters are

given in table 5.1 and the estimated performance is given in table 5.2

Table 5.1: Parameters that are used for every type of element to calculated the performance, with ws = 20

µm; δ = 15 µm.

Element type F# δ
[
µm
]

ws
[
µm
]

ds, dδ
[
µm
]

Single dipole 0.6 5 20 n.a.

Single slot 0.6 5 20 n.a.

Double dipole 0.8 5 20 110

Double slot 0.8 5 20 110

Table 5.2: Average efficiencies over the bandwidth from 200 GHz to 600 GHz for the optima from table

5.1.

Element type η̄so η̄mc η̄tot

Single dipole 84.5 % 73.5 % 60.5 %

Single slot 68.0 % 77.7 % 53.3 %

Double dipole 71.3 % 92.5 % 66.8 %

Double slot 83.6 % 70.5 % 61.1 %
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Figure 5.19: CST implementation of the optimal double dipole structure, where a 3 by 3 pixel array is

shown with its geometric parameters. Light gray is the metal of the dipoles and dark gray is the SiO2

substrate. The red ports indicate the central pixel, which are fed simultaneously, the blue ports are resistive

elements to simulate the mutual coupling in the array.

5.3 Numerical Optimization

The design of the structures is continued in CST Microwave Studio. CST is used to

calculated the rest of the considered efficiencies and also to see how the implementation of

the structure influences the performance. First the double dipole is analyzed, since it was

most efficient in the optimization.

Double Dipole

A screenshot from CST of the double dipole structure from the optimization is found

in Fig. 5.19. This figure shows a part of the array of pixels (3 by 3 pixels are shown), here

is seen that the delta gaps in the central pixel are closely placed to the delta gaps of the

adjacent pixels.

In the analysis of this structure the implementation of the feeding network for the

pixels is investigated. Since each pixel contains 4 delta gaps they need to be connected
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(b) 

Figure 5.20: Schematic overview of the feeding network for a double dipole structure. In (a) it is modeled

as 4 delta-gaps that are excited in phase with equal amplitude; in (b) a transmission line is added to excite

the 4 gaps in the structure.

through a feeding network. A visualization of the feeding network is found in Fig. 5.20. It

shows that a transmission line is used to excite the 4 gaps. The use of this transmission

line lowers the efficiency with respect to the ideal delta gaps, since some power is dissipated

in the transmission line.

Another limiting factor in this circuit is the radiation from the tranmission line. In

Fig. 5.21 (a) the solution from the integral equations (solid lines) match the CST simulation

(dashed lines) well. In this simulation no feeding network is used and all 4 ports of the

central pixel are excited in phase and with equal amplitude. Fig. 5.21 (b) shows the far

field while the feeding network is implemented. The CST simulation no longer matches the

integral equation, since large side lobes are present which are almost 10 dB higher than

expected in the integral equations.

The cause of the strong side lobes comes from the common mode radiation in the

transmission line. Fig. 5.22 shows the field intensity present in the structure of an excited

pixel. In this transmission line the current flows in the same direction in both lines, this

makes common mode radiation occur, which change the radiation pattern of the structure.

These strong side lobe make the double dipole not suitable as a solution.
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Figure 5.21: Far field of the double dipole structure, the solid lines are from the integral equations and

the dashed lines are from the CST simulation. (a) is the far field without the feeding network; (b) is the

far field with the implemented feeding network.

Figure 5.22: An intensity pattern on the structure of the double dipole with a feeding network. In the

transmission line the red boxed parts indicate a strong common mode present there.
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Figure 5.23: CST implementation of the optimal double slot structure, where a 3 by 3 pixel array is

shown with its geometric parameters and dark gray indicates the metal of the slots and light gray is the

SiO2 substrate. The red ports indicate the central pixel, which are fed simultaneously, the blue ports are

resistive elements to simulate the mutual coupling in the array.

Double Slot

The second best structure is the double slot. This is similarly implemented as the

double dipole, a screenshot from CST of the double slot structure is shown in Fig. 5.23.

This figure shows a part of the array of pixels (3 by 3 pixels are shown), here is seen that

the delta gaps in the central pixel are closely placed to the delta gaps of the adjacent pixels.

In the optimization the structure is assumed to have only one row of pixels, so the

mutual coupling of the simulation is expected to be higher since more other elements are

present. The mutual coupling efficiency for the integral equations and the CST simulation

are shown in Fig. 5.24. This shows that the difference in mutual coupling efficiency is

more than 10% over the whole frequency band. This additional loss in efficiency cancels

out the potential gain that could be achieved by using the double slot.

A feeding network for the double slot will introduce additional ohmic losses. This

makes the double slot not suitable as a solution.
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Figure 5.24: Mutual coupling efficiency for a double slot structure, without feeding network, from the

integral equations and the CST simulation(3 rows of pixels).
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Figure 5.25: CST implementation of the optimal single dipole structure, where a 3 by 3 pixel array is

shown with its geometric parameters. dark gray is the metal of the dipoles and light gray is the SiO2

substrate.

Single Dipole

The third best option is the single dipole structure, a CST screenshot is found in Fig.

5.25. This figure shows a pixel array of 3 by 3 pixel with its geometric parameters. The

dark gray indicated the metal of the dipoles and the light gray is the SiO2 substrate. The

central pixel is only one red port, the rest of the pixel are blue resistive ports.

The first benefit from using a single element structure is that the detectors can be

connected to the delta gaps directly, without using a feeding network. Although the poten-

tial efficiency is expected to be lower than in the double element variant, the preference is

for using the single element. Also the side lobes are not influenced by this implementation.

CST is used to calculate the feed efficiency ηfeed which is expressed as:

ηfeed(f) = ηso(f)ηmc(f)ηohm(f)ηimp(f) (5.1)

with ηso the spillover efficiency, ηmc the mutual coupling efficiency, ηohm the ohmic effi-

ciency and ηimp the matching efficiency. The results can be found in Fig. 5.26, this show

that the average feed efficiency over the bandwidth is 37.1 %. The coresponding input

impedance is found in Fig. 5.27

It is assumed that the performance of the single dipole is comparable with the single

slot, so the decision is made to use the single dipole.
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Figure 5.26: CST efficiency results from the implementation of a single dipole array, it shows the spillover

efficiency (SO), the mutual coupling efficiency (MC), the ohmic effiency (OHM) and the matching efficiency

(IMP). The average feed efficiency (FEED) over the bandwidth is 37.1%.
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Figure 5.27: Active input impedance of the dipole structure found in the optimization, showing both the

results from the integral equations (IE) and the results found in CST.

Tapered Single Dipole

To improve the design found further the influnce of tapering the dipoles is considered,

this follows the geometry from Fig. 5.28.
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Figure 5.28: Geometry used for the tapering of the single dipole structure. with unit cell length dp, delta

gap width δ, dipole width ws, tapering width wtaper and taper transition length wtrans.
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Figure 5.29: CST implementation of the optimal tapered single dipole structure, where a 3 by 3 pixel

array is shown with its geometric parameters. dark gray is the metal of the dipoles and light gray is the

SiO2 substrate.

By tapering the dipole in the structure, the decay of the current along the dipole

gets stronger, which improves the mutual coupling efficiency. However, a smaller current

distribution also results in a less directive far field.

After optimizing the taper all found parameters are found in table 5.3, where the total

efficiency is used to find the optimal solution. A screenshot of the array in CST is shown

in Fig. 5.29.

An overview of all the efficiency terms is found in Fig. 5.30. This is the efficiency

75



frequency [𝐺𝐻𝑧] 

System efficiencies proposed array design 

𝜂
 [

%
] 

Figure 5.30: Efficiency terms present in the tapered array of dipole from table 5.3. The average system

efficiency over the bandwidth is 44.3 %. It consists of the Ohmic efficiency (OHM), the mutual coupling

efficiency (MC), the spillover efficiency (SO), the mismatching efficiency (IMP), the front-to-back efficiency

(F2B), the reflection efficiency (REFL) and the system efficiency (TOT).

that is assumed in the rest of the performance analysis, the average system efficiency over

the bandwidth is 44.3 %.

The parameters for the final design is found in table 5.3

Parameter Value

Focal number F# 0.60

Unit cell length dp 132 µm

dipole width ws 20 µm

delta gap width δ 15 µm

Tapering width wtaper 90 µm

Transition length wtrans 40 µm

Average system eff η̄sys 44.3 %

Table 5.3: This table contains the parameters proposed for the tapered single dipole structure.

This array is simulated in CST to find the primary fields in Fig. 5.31. Then the

automated physical optics (PO) is used to calculate the secondary field. In Chapter 3 it

was explained that a 5 cm lens (60λc) will be used in this scenario. The radiated far field

after such dielectric lens can be analyzed using in-house developed PO tools. In order to

relax computational costs we will analyze a 8 mm lens.

The results of the secondary fields are show in Fig. 5.32. The active input impedance for
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Figure 5.31: Primary fields for the tapered dipole structure for frequencies of 200 GHz, 400 GHz and 600

GHz.
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Figure 5.32: Secondary fields for the tapered dipole structure for frequencies of 200 GHz, 400 GHz and

600 GHz, calculated using a lens with a diameter of 8 mm.
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Figure 5.33: The active input impedance from the tapered dipole, simulated in CST.

the tapered dipole is found in Fig. 5.33.
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Chapter 6

Array Performance in Pedestrian

Detection

This chapter summarizes the performance of the final array design. Giving the per-

formance in terms of radiation patterns and in sensitivity of the imager.

6.1 Sampling

In the previous chapter the final design for the array of connected dipoles is done.

Using the system efficiencies and the radiation pattern from the simulations of the final

design, the effective gain pattern can be calculated (Eq. (2.15)), it is shown in Fig. 6.1.

This shows how the FoV looks for the 7 by 7 elements prototype, it also shows the cut for

φ is 0 degrees of the center pixel and the two adjacent pixels. The crossing point of the

effective gain patterns is at an angle of λc
2D

at a level of -2.5dB.

The effective gain pattern is the integrated directivity patterns weighted by the

system efficiency over frequency, the radiation patterns for 200 GHz, 400 GHz and 600

GHz are shown in Fig. 6.2, 6.3 and 6.4 respectively. When the system efficiency would

be uniform the effective gain pattern would be identical to the radiation pattern of the

center frequency [17].The efficiency of the final design is shown in Fig. 5.30, which is not

uniform but is higher for higher frequencies, due to this the effective gain pattern is more

influenced by the higher frequency patterns, which results in a lower crossing point.

The effective bandwidth is calculated from Eq. (2.14) and with an operational band-

width of 400 GHz and the average system efficiency of 44.3 %, the effective bandwidth is

177.2 GHz. To place this in the focus area indication from Fig. 1.3, this imager is placed

close left under the circle indicating the focus area.
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Figure 6.1: Effective gain pattern for the final design. Left: the FoV for the 7 by 7 prototype array as a

2D surface. Right: the FoV seen for φ is 0 degrees, for the center pixel and its adjacent pixels.
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Figure 6.2: Electric field at 200 GHz for the final design. Left: the FoV for the 7 by 7 prototype array as

a 2D surface. Right: the FoV seen for φ is 0 degrees, for the center pixel and its adjacent pixels.
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Figure 6.3: Electric field at 400 GHz for the final design. Left: the FoV for the 7 by 7 prototype array as

a 2D surface. Right: the FoV seen for φ is 0 degrees, for the center pixel and its adjacent pixels.
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Figure 6.4: Electric field at 600 GHz for the final design. Left: the FoV for the 7 by 7 prototype array as

a 2D surface. Right: the FoV seen for φ is 0 degrees, for the center pixel and its adjacent pixels.

6.2 Sensitivity

The sensitivity can be calculated from Eq. (2.19) and under the conditions found in

the final design it is equal to 0.58 K at 10 Hz refresh rate, sufficient to meet the required

sub-Kelvin sensitivity in the case of distributed sources without atmospheric attenuation.

The NETD for scenarios with atmospheric attenuation taken into account is calculated
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Figure 6.5: NETD as a function of distance under standard and fog conditions.

with Eq. (3.1) and is shown in Fig. 6.5, this shows that the NETD is sub-Kelvin for both

standard and fog conditions, the average NETD is 0.73 K over the whole distance range

for the fog conditions.

Now by also including the coupling efficiency, the pixel dependent NETD, is found

in Fig. 6.6 for both the prototype and the full array. This shows a sufficient NETD to be

able to detect the pedestrian at all distances as has been analyzed in Chapter 3.

This shows that the final design meets the requirements to have sub-Kelvin sensi-

tivity at real-time refresh rate.
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Figure 6.6: Sensitivity of the final design in detecting a pedestrian 1, 5 and 10 meters away and for both

the prototype and the full array configuration.
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Chapter 7

Conclusion and Future Work

7.1 Summary and Conclusion

The scope of this thesis was the development of the FPA for a low-cost, low-power

and compact terahertz imager for pedestrian detection in automotive applications. An

analysis and optimization of the FPA combined with the application is made to conclude

with a proposed design and its expected performance.

Chapter 1 introduced the scope on THz imagers and what the benefits are of using

them. A first mention is made on the performance of the system in terms of sensitivity. It

is shown that the focus is around uncooled detectors with higher NEPs than cryogenically

cooled detectors, which is compensated for by increasing the effective bandwidth. It is

shown that with the effective bandwidth of a few hundred GHz and NEPs in the order of

pW/
√
Hz sub-Kelvin sensitivity at real time refresh rates can be achieved.

Chapter 2 clarified the figures of merits that are needed in passive terahertz imaging.

It showed the imager is based on the detection of Back-Body radiation and that for this

application the Rayleigh-Jeans limit applies. The received power is shown by explaining

all efficiency terms that are taken into consideration. Different focal plane architectures

are introduced that will imply tradeoffs between sensitivity and imaging resolution.

In chapter 3 the application was analyzed using a scenario of a pedestrian placed in

front of a car under foggy atmospheric conditions. Also the influence on the sensitivity

of the coupling between the source and the radiation pattern was explained. The require-

ments for scanning angle and detections are set, then the performance of typical sampling

configurations is shown. From the expected sensitivity and angular resolution is concluded

that the sampling of choice is field sampling (1F#λc). Also it is decided to make limited

size prototype with less pixels instead of making an expensive full array design.



Chapter 4 then showed possible solutions for designing a broadband THz antenna

for the FPA. The decision is made to design a connected array of elements and the quasi-

analytical model used for the array optimization is derived for arrays of connected dipoles

and connected slots.

In chapter 5 the optimization is explained. First the performance of the different

structures in the previous chapter is analyzed using the derived analytical models. Then

the array is implemented and optimized in CST to validate the complete array behavior.

A proposal is made for the geometry of the array of connected dipoles and the performance

is optimized further by tapering the dipoles, also the efficiency of the system is shown.

Chapter 6 showed the performance of the proposed array in effective gain pattern

and sensitivity. It showed that the proposed FPA design results in sub-Kelvin sensitivity

at real-time refresh rate. The design was able to achieve a average NETD of 0.73 K over

the whole range for distributed sources at real-time refresh rate with foggy conditions, with

an effective bandwidth of 172.2 GHz.

This thesis has been done a part of the TICAM research project. While being super-

vised by ir. Sven van Berkel, I performed an analysis of connected elements and used it to

optimize it for the pedestrian detection application.

7.2 Future Work

The proposed design for the array of connected elements will be suitable for the first

multi-pixel model of the TICAM. At the moment the single-pixel model is developed which

means that still some effort has to be spend on making the transition towards prototype

with multiple pixels possible. Extend research has to be done on manufacturing the array

with detectors and how it is integrated on a system engineering level.

The techniques used in this thesis depend on the technology used, but changing the strat-

ification could results in other geometric parameters than the ones found here.
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Appendix A

CMOS Layer Topology

This appendix contains the information about the used simplified stratified CMOS

technology. The exact stratification is not published.

A.1 Complete CMOS Layering

Figure A.1 contains a abstract overview of the layered stratification of the used com-

plete CMOS technology; The exact stratification is not published.
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Figure A.1: The complete CMOS stratification used, with hoffset equal to 1.2 [µm].
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Figure A.2: The simplified CMOS stratification used, with hoffset equal to 1.2 [µm].

A.2 Simplified CMOS Layering

Fig. A.2 contains a abstract overview of the simplified layered stratification of the

used CMOS technology; table A.1 contains the parameters of the used materials.

Material name Layer thickness [µm] εr Conductivity property

Antenna layer 2.8 n.a. σ = 3.53 ∗ 107 [S/m]

Lossy Silicon 150 11.9 σ = 10 [S/m]

Lossless Silicon ∞ 11.9 n.a.

Vacuum ∞ 1 n.a.

SiO2 7.07 4.2 tanδ = 0.002 [S/m]

Table A.1: Parameters for the materials used in figure A.2.
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Appendix B

Algebraical Steps for Connected

Arrays

This chapter contains some algebraical steps done in the analysis of connected ele-

ments.

B.1 Longitudinal Green’s Function for a Single Dipole

Rewriting Eq. (4.7) to find:

~escat =

∫ ∞
−∞

i(x′)

(∫ ∞
−∞

gEJxx (x− x′, y − y′)jt(y′)dy′
)

︸ ︷︷ ︸
d(x−x′)

dx′ (B.1)

where d(x − x′) is the longitudinal spatial Green’s function in the presence of the dipole;

this can be calculated in the spectral domain. The transverse electric current distribution

is expressed as:

jt(y
′) =

2

wsπ

1√
1−

(
2y′

ws

) . (B.2)

To find the spectral form of d(x− x′), D(kx), the spatial Green’s function is written

as the double inverse Fourier transform of the spectral form and closing the integral in y′

(with FT{jt(y′)} = J0

(
kyws

2

)
) to find:

d(x− x′) =
1

2π

∫ ∞
−∞

(
1

2π

∫ ∞
−∞

GEJ
xx (kx, ky)J0

(
kyws

2

)
dky

)
e−jkx(x−x′)dkx (B.3)



which can be rewritten as d(x− x′) = 1
2π

∫∞
−∞D(kx)e

−jkx(x−x′)dkx with:

D(kx) =
1

2π

∫ ∞
−∞

GEJ
xx (kx, ky)J0

(
kyws

2

)
dky . (B.4)

B.2 Longitudinal Green’s Function for a Double Dipole

Rewriting Eq. (4.27) observed for both dipoles gives:

~escat =

∫ ∞
−∞

i(x′)

∫ ∞
−∞

∑
ns∈{−1,1}

gEJxx (x− x′,−ds
2
− y′)jt(y′ − ns

ds
2

)dy′


︸ ︷︷ ︸

d−(x−x′)

dx′ (B.5)

~escat =

∫ ∞
−∞

i(x′)

∫ ∞
−∞

∑
ns∈{−1,1}

gEJxx (x− x′, ds
2
− y′)jt(y′ − ns

ds
2

)dy′


︸ ︷︷ ︸

d+(x−x′)

dx′ (B.6)

where d−(x− x′) and d+(x− x′) denote the longitudinal spatial Green’s function observed

at the lower and the upper dipole respectively; both can be calculated in the spectral do-

main. The transverse current distribution follows a edge-singular distribution (Eq. (B.2)),

translated to the location of the dipoles. Starting with the lower dipole (d−(x−x′)), to find

the spectral longitudinal Green’s function, D−(kx), the spatial GF is written as a double

inverse Fourier transform (IFT) of the spectral form and closing the integral in y′ (with

FT{jt(y′)} = J0

(
kyws

2

)
) to find:

d−(x−x′) =
1

2π

∫ ∞
−∞

 1

2π

∫ ∞
−∞

∑
ns∈{−1,1}

GEJ
xx (kx, ky)J0

(
kyws

2

)
ejky(ns

ds
2

+ ds
2 )dky

 e−jkx(x−x′)dkx

(B.7)

which can be rewritten as d−(x− x′) = 1
2π

∫∞
−∞D

−(kx)e
−jkx(x−x′)dkx with:

D−(kx) =
1

2π

∫ ∞
−∞

GEJ
xx (kx, ky)J0

(
kyws

2

)[
ejkyds + 1

]
dky . (B.8)

To continue with the upper dipole (d+(x − x′)), finds the spectral longitudinal Green’s

function D+(kx), the spatial GF is written as a double inverse Fourier transform of the

spectral form and closing the integral in y′ (with FT{jt(y′)} = J0

(
kyws

2

)
) to find:

d+(x−x′) =
1

2π

∫ ∞
−∞

 1

2π

∫ ∞
−∞

1/2∑
ns=−1/2

GEJ
xx (kx, ky)J0

(
kyws

2

)
ejky(nsds−

ds
2 )dky

 e−jkx(x−x′)dkx

(B.9)
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which can be rewritten as d+(x− x′) = 1
2π

∫∞
−∞D

+(kx)e
−jkx(x−x′)dkx with:

D+(kx) =
1

2π

∫ ∞
−∞

GEJ
xx (kx, ky)J0

(
kyws

2

)[
1 + e−jkyds

]
dky (B.10)

which shows that the Green’s functions are identical for both observations, D−(kx) =

D+(kx), concluding in the general expression for both dipoles:

D(kx) =
1

2π

∫ ∞
−∞

GEJ
xx (kx, ky)J0

(
kyws

2

)[
1 + e−jkyds

]
dky . (B.11)

B.3 Admittance Matrix for a Double Dipole

Starting with the α currents, combining Eq. (4.30) and (4.31) and close the integral

in x to find:

iαδ,n′p =
1

2π

∫ ∞
−∞

sinc2
(
kxδ
2

)
D(kx)

e
jkxdδ

2

(
− 2V0

[
e
jkxdδ

2 + e−
jkxdδ

2

]

+ Zl

Np−1

2∑
np=−Np−1

2

[
iαδ,n′pe

− jkxdδ
2 + iβδ,n′pe

jkxdδ
2

]
ejkxnpdp

)
e−jkxn

′
pdpdkx .

(B.12)

In this equation, four terms are distinguished: From the fed α gap to the observed current

in the α gap of n′p; From the fed β gap to the observed current in the α gap of n′p; From the

induced currents in the other α gaps to the observed current in the α gap of n′p; From the

induced currents in the other β gaps to the observed current in the α gap of n′p. Written

in formula form as:

iαδ,n′p = V0

[
Y αα
n′p,0

+ Y αβ
n′p,0

]
+ Zl

Np−1

2∑
np=−Np−1

2

[
iαδ,npY

αα
n′p,np

+ iβδ,npY
αβ
n′p,np

]
(B.13)

with

Y αα
n′p,np

= − 1

2π

∫ ∞
−∞

sinc2
(
kxδ
2

)
D(kx)

ejkx(np−n
′
p)dpdkx (B.14)

Y αβ
n′p,np

= − 1

2π

∫ ∞
−∞

sinc2
(
kxδ
2

)
D(kx)

ejkxdδejkx(np−n
′
p)dpdkx . (B.15)
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These steps are now repeated for the β currents. Combining Eq. (4.30) and (4.32) and

close the integral in x to find:

iβδ,n′p =
1

2π

∫ ∞
−∞

sinc2
(
kxδ
2

)
D(kx)

e−
jkxdδ

2

(
− 2V0

[
e
jkxdδ

2 + e−
jkxdδ

2

]

+ Zl

Np−1

2∑
np=−Np−1

2

[
iαδ,n′pe

− jkxdδ
2 + iβδ,n′pe

jkxdδ
2

]
ejkxnpdp

)
e−jkxn

′
pdpdkx .

(B.16)

In this equation, four terms are distinguished: From the fed α gap to the observed current

in the β gap of n′p; From the fed β gap to the observed current in the β gap of n′p; From the

induced currents in the other α gaps to the observed current in the β gap of n′p; From the

induced currents in the other β gaps to the observed current in the β gap of n′p. Written

in formula form as:

iβδ,n′p = V0

[
Y βα
n′p,0

+ Y ββ
n′p,0

]
+ Zl

Np−1

2∑
np=−Np−1

2

[
iαδ,npY

βα
n′p,np

+ iβδ,npY
ββ
n′p,np

]
(B.17)

with

Y βα
n′p,np

= − 1

2π

∫ ∞
−∞

sinc2
(
kxδ
2

)
D(kx)

e−jkxdδejkx(np−n
′
p)dpdkx (B.18)

Y ββ
n′p,np

= − 1

2π

∫ ∞
−∞

sinc2
(
kxδ
2

)
D(kx)

ejkx(np−n
′
p)dpdkx . (B.19)

Combining the terms from Eq. (B.14), (B.15), (B.18) and (B.19) to construct the admit-

tance matrix as:

Y =

[
Y αα Y αβ

Y βα Y ββ

]
with Y i,j =


Y ij

−Np−1

2
,−Np−1

2

. . . Y ij

−Np−1

2
,
Np−1

2
...

. . .
...

Y ij
Np−1

2
,−Np−1

2

. . . Y ij
Np−1

2
,
Np−1

2

 . (B.20)
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B.4 Longitudinal Green’s Function for a Single Slot

Rewriting Eq. (D.8) to find:

~hscat =

∫ ∞
−∞

v(x′)

(∫ ∞
−∞

gHMxx (x− x′, y − y′)mt(y
′)dy′

)
︸ ︷︷ ︸

d(x−x′)

dx′ (B.21)

where d(x−x′) is the longitudinal spatial Green’s function in the presence of the slot; this

can be calculated in the spectral domain. The transverse magnetic current distribution is

expressed as:

mt(y
′) = − 2

wsπ

1√
1−

(
2y′

ws

) . (B.22)

To find this spectral form of d(x−x′), D(kx), the spatial Green’s function is written as the

double inverse Fourier transform of the spectral form and closing the integral in y′ (with

FT{jt(y′)} = J0

(
kyws

2

)
) to find:

d(x− x′) =
1

2π

∫ ∞
−∞

(
1

2π

∫ ∞
−∞

GHM
xx (kx, ky)J0

(
kyws

2

)
dky

)
e−jkx(x−x′)dkx (B.23)

which can be rewritten as d(x− x′) = 1
2π

∫∞
−∞D(kx)e

−jkx(x−x′)dkx with:

D(kx) =
1

2π

∫ ∞
−∞

GHM
xx (kx, ky)J0

(
kyws

2

)
dky . (B.24)

B.5 Longitudinal Green’s Function for a Double Slot

Rewriting Eq. (D.28) observed for both slots gives:

~hscat =

∫ ∞
−∞

v(x′)

∫ ∞
−∞

∑
ns∈{−1,1}

gHMxx (x− x′,−ds
2
− y′)mt(y

′ − ns
ds
2

)dy′


︸ ︷︷ ︸

d−(x−x′)

dx′ (B.25)

~hscat =

∫ ∞
−∞

v(x′)

∫ ∞
−∞

∑
ns∈{−1,1}

gHMxx (x− x′, ds
2
− y′)mt(y

′ − ns
ds
2

)dy′


︸ ︷︷ ︸

d+(x−x′)

dx′ (B.26)

where d−(x− x′) and d+(x− x′) denote the longitudinal spatial Green’s function observed

at the lower and the upper slot respectively; both can be calculated in the spectral do-

main. The transverse current distribution follows a edge-singular distribution (Eq. (B.22)),
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translated to the location of the slots. Starting with the lower slot (d−(x − x′)), to find

the spectral longitudinal Green’s function, D−(kx), the spatial GF is written as a double

inverse Fourier transform (IFT) of the spectral form and closing the integral in y′ (with

FT{mt(y
′)} = J0

(
kyws

2

)
) to find:

d−(x−x′) =
1

2π

∫ ∞
−∞

 1

2π

∫ ∞
−∞

∑
ns∈{−1,1}

GHM
xx (kx, ky)J0

(
kyws

2

)
ejky(ns

ds
2

+ ds
2 )dky

 e−jkx(x−x′)dkx

(B.27)

which can be rewritten as d−(x− x′) = 1
2π

∫∞
−∞D

−(kx)e
−jkx(x−x′)dkx with:

D−(kx) =
1

2π

∫ ∞
−∞

GHM
xx (kx, ky)J0

(
kyws

2

)[
ejkyds + 1

]
dky . (B.28)

To continue with the upper slot (d+(x− x′)), finds the spectral longitudinal Green’s func-

tion, D+(kx), the spatial GF is written as a double inverse Fourier transform of the spectral

form and closing the integral in y′ (with FT{mt(y
′)} = J0

(
kyws

2

)
) to find:

d+(x−x′) =
1

2π

∫ ∞
−∞

 1

2π

∫ ∞
−∞

∑
ns∈{−1,1}

GHM
xx (kx, ky)J0

(
kyws

2

)
ejky(ns

ds
2
− ds

2 )dky

 e−jkx(x−x′)dkx

(B.29)

which can be rewritten as d+(x− x′) = 1
2π

∫∞
−∞D

+(kx)e
−jkx(x−x′)dkx with:

D+(kx) =
1

2π

∫ ∞
−∞

GHM
xx (kx, ky)J0

(
kyws

2

)[
1 + e−jkyds

]
dky (B.30)

which shows that the Green’s functions are identical for both observations, D−(kx) =

D+(kx), concluding in the general expression for both slots:

D(kx) =
1

2π

∫ ∞
−∞

GHM
xx (kx, ky)J0

(
kyws

2

)[
1 + e−jkyds

]
dky (B.31)

B.6 Impedance Matrix for a Double Slot

Starting with the α voltages, combining Eq. (D.31) and (D.32) and close the integral

in x to find:

vαδ,n′p =
1

2π

∫ ∞
−∞

sinc2
(
kxδ
2

)
D(kx)

e
jkxdδ

2

(
− 2I0

[
e
jkxdδ

2 + e−
jkxdδ

2

]

+ Yl

Np−1

2∑
np=−Np−1

2

[
vαδ,n′pe

− jkxdδ
2 + vβδ,n′pe

jkxdδ
2

]
ejkxnpdp

)
e−jkxn

′
pdpdkx .

(B.32)
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In this equation, four terms are distinguished: From the fed α gap to the observed voltage

in the α gap of n′p; From the fed β gap to the observed voltage in the α gap of n′p; From the

induced voltages in the other α gaps to the observed voltage in the α gap of n′p; From the

induced voltages in the other β gaps to the observed voltage in the α gap of n′p. Written

in formula form as:

vαδ,n′p = I0

[
Zαα
n′p,0

+ Zαβ
n′p,0

]
+ Yl

Np−1

2∑
np=−Np−1

2

[
vαδ,npZ

αα
n′p,np

+ vβδ,npZ
αβ
n′p,np

]
(B.33)

with

Zαα
n′p,np

= − 1

2π

∫ ∞
−∞

sinc2
(
kxδ
2

)
D(kx)

ejkx(np−n
′
p)dpdkx (B.34)

Zαβ
n′p,np

= − 1

2π

∫ ∞
−∞

sinc2
(
kxδ
2

)
D(kx)

ejkxdδejkx(np−n
′
p)dpdkx . (B.35)

These steps are now repeated for the β voltages. Combining Eq. (D.31) and (D.33) and

close the integral in x to find:

vβδ,n′p =
1

2π

∫ ∞
−∞

sinc2
(
kxδ
2

)
D(kx)

e−
jkxdδ

2

(
− 2I0

[
e
jkxdδ

2 + e−
jkxdδ

2

]

+ Yl

Np−1

2∑
np=−Np−1

2

[
vαδ,n′pe

− jkxdδ
2 + vβδ,n′pe

jkxdδ
2

]
ejkxnpdp

)
e−jkxn

′
pdpdkx .

(B.36)

In this equation, four terms are distinguished: From the fed α gap to the observed voltage

in the β gap of n′p; From the fed β gap to the observed voltage in the β gap of n′p; From the

induced voltages in the other α gaps to the observed voltage in the β gap of n′p; From the

induced voltages in the other β gaps to the observed voltage in the β gap of n′p. Written

in formula form as:

vβδ,n′p = I0

[
Zβα
n′p,0

+ Zββ
n′p,0

]
+ Yl

Np−1

2∑
np=−Np−1

2

[
vαδ,npZ

βα
n′p,np

+ vβδ,npZ
ββ
n′p,np

]
(B.37)

with

Zβα
n′p,np

= − 1

2π

∫ ∞
−∞

sinc2
(
kxδ
2

)
D(kx)

e−jkxdδejkx(np−n
′
p)dpdkx (B.38)

Zββ
n′p,np

= − 1

2π

∫ ∞
−∞

sinc2
(
kxδ
2

)
D(kx)

ejkx(np−n
′
p)dpdkx . (B.39)
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Combining the terms from Eq. (B.34), (B.35), (B.38) and (B.39) to construct the impedance

matrix as:

Z =

[
Zαα Zαβ

Zβα Zββ

]
with Zi,j =


Zij

−Np−1

2
,−Np−1

2

. . . Zij

−Np−1

2
,
Np−1

2
...

. . .
...

Zij
Np−1

2
,−Np−1

2

. . . Zij
Np−1

2
,
Np−1

2

 . (B.40)
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Appendix C

Spectral Green’s Functions for

Stratified Media

This chapter explains how spectral Greens Functions are calculated for stratified

media, first describing the methods used, then giving the spectral Green’s functions to be

complete. In this appendix is assumed that the sources are not along ẑ and placed in the

xy-plane.

C.1 Equivalent Circuits

The theory on forming an equivalent transmission line problem from stratified media

is found in [43]. To solve the spectral Green’s functions, first the equivalent transmission

line has to be determined, consisting of finding the equivalent transmission line and deter-

mining the equivalent source.

To find the equivalent transmission line, every layer is transformed into a transmission line

section, as in Fig. C.1. The transmission line have the characteristic impedance from the

corresponding material Z with the local wavenumber k and the length of the transmission

line h corresponds to the thickness of the layer. To determine what source is used in the

equivalent problem, electric sources are modeled as current source, magnetic sources are

modeled as a voltage source. Then depending on the structure used in terms of the pres-

ence of decoupling planes (i.e. slots), the transmission line source is separated for above

and below, this is visualized in Fig. C.2. When considering a slot antenna compared to the

dipole antenna, the upper and the lower half-space are decoupled due to the metal layer

separating them.



𝑧  𝑧  

Layer 3 

Layer 2 

Layer 1 

𝑍3, 𝑘3, ℎ3 

𝑍2, 𝑘2, ℎ2 

𝑍1, 𝑘1, ℎ1 

Figure C.1: Equivalent transmission line for a layered stratification of different mediums.

C.2 Calculating Potentials

To find the voltage and current potentials at the observation location, the first step

is to calculate input impedance at the source location of the upper and lower half-space

of the transmission line circuit. An infinite extended transmission line can be modeled as

a load impedance equal to the characteristic impedance of the medium to the previous

transmission line. This load can then be transformed to the beginning of the transmission

line it is attached to by:

Zin = Zs
Zl + jZs tan(hikzs)

Zs + jZl tan(hkzs)
(C.1)
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𝐼𝑔,𝑢𝑝 𝐼𝑔,𝑑𝑜𝑤𝑛 𝑉𝑔,𝑑𝑜𝑤𝑛 𝑉𝑔,𝑢𝑝 

𝑉𝑔 

(𝑎) (𝑏) 

(𝑐) (𝑑) 

𝑧  𝑧  

𝑧  𝑧  

Figure C.2: Equivalent source for the equivalent transmission line problem for a: (a) electric source without

decoupling plane; (b) magnetic source without decoupling plane; (c) electric source with decoupling plane;

(d) magnetic source with decoupling plane.

where Zs, kzs and h are the characteristic impedance, the wave number and the height of

the transmission line respectively; Zl is the load impedance attached to the transmission

line. This step can be repeated to transform the equivalent input impedance to the location

of the source. This has to be done for the upper Zup and the lower Zdown half plane.

These steps are done for both the trans-electric (TE) and trans-magnetic (TM) mode,

which have different characteristic impedances for the media. Assuming medium i with

characteristic impedance Zi, the characteristic impedance for the TE-mode is ZTE
i = Zi

kzi
ki

and for the TM-mode as ZTE
i = Zi

kz
kzi

. ki is the wave number in medium i and kzi =√
k2
i − k2

x − k2
y. Then the found potentials depend on the used source and the observed

location , to calculate the potential at the source location, it can be seen in Fig. C.3. With

this the first boundary condition at the location of the source is calculated.

When the observation location is not at the location of the source the potential needs to

be calculated using the boundary conditions found. The potential found in each location

is the summation of an upward going wave and a downward going wave as:

v(z) = V +
(
e−jkzz + Γejkzz

)
(C.2)

i(z) = I+
(
e−jkzz + Γejkzz

)
(C.3)

where Γ is the reflection coefficient between the two media (i and j) the wave is reflected

from, calculated as:

Γ =
Zi − Zj
Zi + Zj

(C.4)
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Figure C.3: Equivalent circuit at the source location a: (a) electric source without decoupling plane; (b)

magnetic source without decoupling plane;(c) electric source with decoupling plane; (d) magnetic source

with decoupling plane.

In the case a medium is infinitely extended, no reflected wave is present and Γ is equal to

zero. Eq. (C.2) and (C.3) must be continuous on the boundaries between the media, using

these boundaries conditions the potentials iTE/TM and vTE/TM can be calculated for the

observation location. The are repeated for each medium layer until the layer in which the

observation point is present is reached.

C.3 Spectral Green’s Functions

The Green’s functions for sources oriented along x or y and stratification along z can

be used to calculate the electric or magnetic field:

~f(x, y, z) =

∫ ∫
g̃fc(x, y, z;x′, y′, z′)c(x′, y′, z′)dx′dy′ (C.5)

where c donetes the type of current source, electric (j) or magnetic (m) and f the field

component, electric (e) or magnetic (h). Where the Green’s function can be generalized in

the spectral domain as:

g̃fc(x, y, z;x′, y′, z′) =
1

(2π)2

∫ ∞
−∞

∫ ∞
−∞

G̃fc(kx, ky, z, z
′)e−jkx(x−x′)e−jky(y−y′)dkxdky . (C.6)

The spectral green’s function is a dyadic operation, since the sources are not oriented
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along ẑ here, the Green’s function is a 3× 2 dyad:

G̃fc(kx, ky, z, z
′) =

Gxx(kx, ky, z, z
′) Gxy(kx, ky, z, z

′)

Gyx(kx, ky, z, z
′) Gyy(kx, ky, z, z

′)

Gzx(kx, ky, z, z
′) Gzy(kx, ky, z, z

′)

 . (C.7)

The expressions for the combinations between current sources and field components

using the calculated potentials are given by:

G̃hm(kx, ky, z, z
′) =

−1
k2
ρ

(
iTE(kρ, z, z

′)k2
x + iTM(kρ, z, z

′)k2
y

) kxky
k2
ρ

(
iTM(kρ, z, z

′)− iTE(kρ, z, z
′)
)

kxky
k2
ρ

(
iTM(kρ, z, z

′)− iTE(kρ, z, z
′)
)
−−1

k2
ρ

(
iTE(kρ, z, z

′)k2
y + iTM(kρ, z, z

′)k2
x

)
kx

k
zs,iZTE

i

vTE(kρ, z, z
′) ky

k
zs,iZTE

i

vTE(kρ, z, z
′)


(C.8)

G̃em(kx, ky, z, z
′) =

kxky
k2
ρ

(
vTM(kρ, z, z

′)− vTE(kρ, z, z
′)
) −1

k2
ρ

(
vTM(kρ, z, z

′)k2
x + vTE(kρ, z, z

′)k2
y

)
1
k2
ρ

(
vTM(kρ, z, z

′)k2
y + vTE(kρ, z, z

′)k2
x

) kxky
k2
ρ

(
vTE(kρ, z, z

′)− vTM(kρ, z, z
′)
)

−kyZTMi
kzs,i

iTM(kρ, z, z
′)

kxZTMi
kzs,i

iTM(kρ, z, z
′)

(C.9)

G̃ej(kx, ky, z, z
′) =

−1
k2
ρ

(
vTM(kρ, z, z

′)k2
x + vTE(kρ, z, z

′)k2
y

) kxky
k2
ρ

(
vTE(kρ, z, z

′)− vTM(kρ, z, z
′)
)

kxky
k2
ρ

(
vTE(kρ, z, z

′)− vTM(kρ, z, z
′)
)
−−1

k2
ρ

(
vTE(kρ, z, z

′)k2
y + vTM(kρ, z, z

′)k2
x

)
kx
kzs,i

ZTM
i iTM(kρ, z, z

′) ky
kzs,i

ZTM
i iTM(kρ, z, z

′)

(C.10)

G̃hj(kx, ky, z, z
′) =

kxky
k2
ρ

(
iTM(kρ, z, z

′)− iTE(kρ, z, z
′)
) −1

k2
ρ

(
iTM(kρ, z, z

′)k2
y + iTE(kρ, z, z

′)k2
x

)
−1
k2
ρ

(
iTM(kρ, z, z

′)k2
x + iTE(kρ, z, z

′)k2
y

) kxky
k2
ρ

(
iTE(kρ, z, z

′)− iTM(kρ, z, z
′)
)

ky
kzs,iZTEi

vTE(kρ, z, z
′) kx

kzs,iZTEi
vTE(kρ, z, z

′)

(C.11)

where i denotes the medium of observation and k2
ρ = k2

x + k2
y

103



104



Appendix D

Connected Slot Analysis

This chapter explains the analysis of connected slots, similar that has been done in

chapter 4.2.1 - 4.2.4 for dipoles.

First an analysis will be made of the surface currents present in a fed slot structure. Then

a spectral analysis made from a single and double slot array.

D.1 Surface Currents

Before being able to solve Combined Magnetic Field Integral Equation for the slot,

we have to use the equivalent principle that defines a problem with equivalent surface cur-

rents that flow on the slot. For this analysis the topology from Fig. D.1 is used. Where in

Fig. D.1 (a) can be seen that the slot is fed on two location by an electric current, where

this can be redefined using the equivalence theorem on surface around the slot, containing

equivalent surface currents on a PEC (fig. 4.11 (b)).

Using the equivalent electric and magnetic currents to find the surface currents, respec-

tively:

~js = n̂× ~h (D.1)

~ms = −n̂× ~e (D.2)

where n̂ is the normal on the surface S; ~e and ~h are the total electric field and total

magnetic field present on the location of the surface.

On the metal of the slot, the metal is a perfect electric conductor (PEC), which makes the

present electric field zero; no present magnetic surface currents. The magnetic field here

will be non-zero, but when applying image theorem to remove the PEC, the image current

cancels out the real current; no net magnetic current is present on the metal.



𝑥  

𝑧  

𝑥  

𝑧  
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𝑥  

𝑧  
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𝑗 𝑠 

𝑚𝑠 

(𝑎) 

(𝑏) 
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𝑥  

𝑧  

𝑥  

𝑧  
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𝑗 𝑠 

𝑚𝑠 

(𝑎) 

(𝑏) 

𝑆 

Figure D.1: Abstraction of a double fed slot with its equivalent surface currents. (a) Initial situation along

the slot, fed on two location by an electric current. (b) Defined equivalent surface filled with PEC, S, along

the slot, with equivalent electric and magnetic surface currents.

Observing along the slot sees that the electric field is continuous here; the equivalent

magnetic surface currents on the upside and downside are equal but in opposite direction

(Eq. (D.2)). Using ẑ ×
(
~h+ − ~h−

)
= ~jinc, and adding the current together as m−s =

−m+
s = ms then finds ẑ × (2msgmetal) = ~jinc, where gmetal is the Green’s function in the

presence of the metal, which can be replaced by the free space Green’s function by using

the image theory to get ẑ × (4msgfs) = ~jinc. Concluding that only equivalent magnetic

currents are present on the equivalent surface on the slot.

D.2 Single Slot Analysis

The analysis of the single fed slot follows the geometry given by Fig. D.2, were Np

is chosen to be always odd, designing the focal plane array having a unit cell in middle of

the array and in the focus of the lens. For this slot the Magnetic Field Integral Equation

(MFIE) is:
~htot(x, y, z) = ~hscat(x, y, z) + ~hinc(x, y, z) (D.3)

where ~htot is the total magnetic field; ~hscat is the scattered magnetic field and ~hinc is the

incident magnetic field. Assuming the slot is infinitely thin and observing at the z-location

106



One slot, one gaps 
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𝑦  

Figure D.2: Geometric configuration of the single slot with 1 delta-gap per unit cell. The distance dp

denotes the unit cell length, Np is the total number of unit cells (odd), ws is the width of the slot and δ

is the width of the delta-gap feed.

of the micro strip (z = 0) becomes Eq. (D.3):

~htot(x, y) = ~hscat(x, y) + ~hinc(x, y) . (D.4)

The slot is fed by a electric current source on the delta-gaps along ŷ:

~jinc =
I0

δ
rectδ (x) ŷ . (D.5)

Using equivalence theorem (~jinc = n̂ × ~hinc ≡ ~hinc = −n̂ × ~jinc) and the normal on the

surface n̂ being along ẑ to write the incident magnetic field observed on the slot, assuming

the slot is electrically narrow that the only relevant component is along x̂, as:

~hinc(x) =
I0

δ
rectδ(x)x̂ (D.6)

where I0 is the feeding current. The total magnetic field is the product between the surface

admittance (Yl on the gaps and zero everywhere else) and the spatial surface voltage on

the slot:

~htot(x) =
Yl
δ

(Np−1)/2∑
np=−(Np−1)/2

vδ,nprectδ(x− npdp) (D.7)

with vδ,np is the average voltage on delta gap with index np. The scattered magnetic field

is equal to the convolution of the spatial magnetic current distribution mx(x
′, y′) (which is

only along x̂) and the spatial Green’s Function (HM), gHMxx , as:

~hscat(x) =

∫ ∞
−∞

∫ ∞
−∞

gHMxx (x− x′, y − y′)mx(x
′, y′)dx′dy′ . (D.8)
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The spatial magnetic current distribution is assumed to be the product of the longitudi-

nal distribution, v(x′), and the transverse edge-singular distribution, mt(y
′), to find ,by

following the steps from appendix B.4, the longitudinal spectral Green’s function as:

D(kx) =
1

2π

∫ ∞
−∞

GHM
xx (kx, ky)J0

(
kyws

2

)
dky . (D.9)

The calculation the spectral Green’s Functions for stratified media is explained in appendix

C. Using the identity from Eq. (4.9), to rewrite the MFIE from Eq. (D.4) as:

∫ ∞
−∞

V (kx)D(kx)e
−jkxxdkx =

∫ ∞
−∞

sinc

(
kxδ

2

)−I0 + Yl

(Np−1)/2∑
np=−(Np−1)/2

vδ,npe
jkxnpdp

 e−jkxxdkx

(D.10)

where V (kx) is the voltage spectrum. Since this equation must be valid for every position

x along the slot, the integrands has to be equal, finding the voltage spectrum as:

V (kx) =
sinc

(
kxδ
2

)
D(kx)

−I0 + Yl

(Np−1)/2∑
np=−(Np−1)/2

vδ,npe
jkxnpdp

 . (D.11)

By taking the inverse Fourier transform from this spectrum, the average voltage along gap

n′p can be found as:

vδ,n′p =
1

δ

∫ n′pdp+δ/2

n′pdp−δ/2
v(x)dx =

1

δ

∫ n′pdp+δ/2

n′pdp−δ/2

1

2π

∫ ∞
−∞

V (kx)e
−jkxxdkxdx (D.12)

vδ,n′p =
1

2π

∫ ∞
−∞

sinc2
(
kxδ
2

)
D(kx)

−I0 + Yl

(Np−1)/2∑
np=−(Np−1)/2

vδ,npe
jkxnpdp

 e−jkxn
′
pdpdkx . (D.13)

Defining the mutual impedance from unit cell np to n′p as:

Znp,n′p = − 1

2π

∫ ∞
−∞

sinc2
(
kxδ
2

)
D(kx)

e−jkx(np−n
′
p)dp (D.14)

substituted in Eq. (D.13):

vδ,n′p = I0Z0,n′p − Yl
(Np−1)/2∑

np=−(Np−1)/2

vδ,npZnp,n′p . (D.15)

This can be written as a system of equations, calculating the voltage in each gap as:

Ivδ = Zi− YlZvδ (D.16)
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where I is an identity matrix of order Np; vδ is the voltage vector; Z is the impedance

matrix and i is the current vector (feeding), as:

vδ =


v
δ,− (Np−1)

2
...

v
δ,

(Np−1)

2

 (D.17)

Z =


Z−Np−1

2
,−Np−1

2

. . . Z−Np−1

2
,
Np−1

2
...

. . .
...

ZNp−1

2
,−Np−1

2

. . . ZNp−1

2
,
Np−1

2

 (D.18)

i =



0
...

I0

...

0


(D.19)

This system of equations can be solved for vδ as:

vδ = [Z−1 + YlI]−1i . (D.20)

The active input admittance of the port np is then defined as:

Yin,active =
inp
vδ,np

− Yl . (D.21)

The mutual coupling efficiency, ηmc , is the ratio between the power radiated by the fed

unit cell, Prad, and the total power Ptot (Prad plus the power induced in all other present

unit cells, Pmc):

ηmc =
Prad

Prad + Pmc
. (D.22)

To calculated the power in all gaps, the circuits in Fig. D.3 are used. In Eq. (D.22) the

radiated power is defined as:

Ptot =
|vδ,0|2

2
Re{Y0,act} (D.23)

and the induced power as:

Pmc = Re{Yl}
(Np−1)/2∑

np = −Np−1

2

np 6= 0

|vδ,np |2

2
(D.24)

To complete this analysis, now the same steps are performed for a double slot.
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Figure D.3: Circuits that are used for the calculation of the power in the gaps of single slot: (a) The

equivalent circuit for the fed delta-gap. (b) The equivalent circuit used for all non-fed delta-gaps.

D.3 Double Slot Analysis

The analysis of the double fed double slot follows the geometry given by Fig. D.4,

were Np is chosen to be always odd, designing the focal plane array having a pixel cell in

middle of the array and in the focus of the lens. The distance between the slots, ds, and

the distance between the delta gaps on the same slot of the same unit cell, dδ, are set to

be equal.

For this configurations the MFIE is the same as for the single slot (Eq. (D.3)). Assuming

the slots are infinitely thin and observing at the z-location of the micro strips (z = 0) the

MFIE is equal to the one in Eq. (D.4).

The slots are fed by a electric current source on the delta-gaps along ŷ:

~jinc =
I0

δ

∑
nδ∈{−1,1}

rectδ

(
x+ nδ

dδ
2

)
︸ ︷︷ ︸

double gap

∑
ns∈{−1,1}

rectws

(
y − ns

ds
2

)
︸ ︷︷ ︸

double slot

ŷ (D.25)

where I0 is the feeding current. Using equivalence theorem (~jinc = n̂ × ~hinc ≡ ~hinc =

−n̂ × ~jinc) and the normal on the surface n̂ being along ẑ to write the incident magnetic

field observed on the slots, assuming the slots are electrically narrow that the only relevant
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Figure D.4: Geometric configuration of the double slot with 2 delta-gap per unit cell per slot. The distance

dp denotes the unit cell length, Np is the total number of unit cells (odd), ws is the width of the slots and

δ is the width of the delta-gap feeds, ds is the distance between the slots and dδ is the distance between

the delta gaps on the same slot of the same unit cell.

component is along x̂, as:

~hinc(x) =
I0

δ

∑
nδ∈{−1,1}

rectδ

(
x+ nδ

dδ
2

) ∑
ns∈{−1,1}

rectws

(
y − ns

ds
2

)
x̂ . (D.26)

The total magnetic field is the product between the surface admittance (Yl on the gaps

and zero everywhere else) and the spatial magnetic surface current on the slots:

~htot(x) =
Yl
δ

(Np−1)/2∑
np=−(Np−1)/2

[
vαδ,nprectδ

(
x− npdp +

dδ
2

)
+ vβδ,nprectδ

(
x− npdp −

dδ
2

)]
∑

ns∈{−1,1}

rectws

(
y − ns

dδ
2

)
(D.27)

with vαδ,np and vβδ,np is the average voltage in unit cell np of delta gap α and β respectively.

The voltages are excited in phase and since only two slots are present, the voltages do not

depend on the strip on which they are observed, but do depend on the unit cell.

The scattered magnetic field is equal to the convolution of the spatial magnetic current

distribution mx(x
′, y′) (which is only along x̂) and the spatial Green’s Function (HM), gHMxx

, from both slots as:

~hscat(x) =
∑

ns∈{−1,1}

∫ ∞
−∞

∫ ∞
−∞

gHMxx (x− x′, y − y′)mx(x
′, y′ − ns

ds
2

)dx′dy′ . (D.28)
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The spatial current distribution is assumed to be the product of the longitudinal distribu-

tion, v(x′), and the transverse edge-singular distribution, mt(y
′), to find, by following the

steps from appendix B.5, the longitudinal spectral Green’s function as:

D(kx) =
1

2π

∫ ∞
−∞

GHM
xx (kx, ky)J0

(
kyws

2

)[
1 + e−jkyds

]
dky . (D.29)

The calculation the spectral Green’s Functions for stratified media is explained in appendix

C. To write the MFIE from Eq. (D.4) with Eq. (D.26), (D.27) and (D.28) and using the

identity from Eq. (4.9) as:∫ ∞
−∞

V (kx)D(kx)e
−jkxxdkx =∫ ∞

−∞
sinc

(
kxδ

2

)(
− I0

[
e−jkxdδ + ejkxdδ

]
+ Yl

(Np−1)/2∑
np=−(Np−1)/2

[
vαδ,npe

− jkxdδ
2 + vβδ,npe

jkxdδ
2

]
ejkxnpdp

)
e−jkxxdkx

(D.30)

where V (kx) is the voltage spectrum. Since this integral must be valid for every position

x along the slots the integrands must be equal to find the voltage spectrum as:

V (kx) =
sinc

(
kxδ
2

)
D(kx)

−2I0cos (kxdδ) + Yl

(Np−1)/2∑
np=−(Np−1)/2

[
vαδ,npe

− jkxdδ
2 + vβδ,npe

jkxdδ
2

]
ejkxnpdp

 .

(D.31)

By taking the inverse Fourier transform from this spectrum, the average voltage along α

and β gap n′p can be found as:

vαδ,n′p =
1

δ

∫ n′pdp−
dδ
2

+δ/2

n′pdp−
dδ
2
−δ/2

v(x)dx =
1

δ

∫ n′pdp−
dδ
2

+δ/2

n′pdp−
dδ
2
−δ/2

1

2π

∫ ∞
−∞

V (kx)e
−jkxxdkxdx (D.32)

vβδ,n′p =
1

δ

∫ n′pdp+
dδ
2

+δ/2

n′pdp+
dδ
2
−δ/2

v(x)dx =
1

δ

∫ n′pdp+
dδ
2

+δ/2

n′pdp+
dδ
2
−δ/2

1

2π

∫ ∞
−∞

V (kx)e
−jkxxdkxdx . (D.33)

The construction of the admittance matrix is found in appendix B.6. Using the equations

found, a set systems of equations can be made:

Ivδ = Zi− YlZvδ (D.34)
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where I is an identity matrix of order 2Np; vδ is the voltage vector; Z is the impedance

matrix and i is the current vector (feeding), as:

vδ =

[
vδ,α

vδ,β

]
with vδ,α =


vα
δ,−Np−1

2
...

vα
δ,
Np−1

2

 and vδ,β =


vβ
δ,−Np−1

2
...

vβ
δ,
Np−1

2

 (D.35)

Z =

[
Zαα Zαβ

Zβα Zββ

]
with Zi,j =


Zij

−Np−1

2
,−Np−1

2

. . . Zij

−Np−1

2
,
Np−1

2
...

. . .
...

Zij
Np−1

2
,−Np−1

2

. . . Zij
Np−1

2
,
Np−1

2

 (D.36)

i =

[
iα

iβ

]
withiα = iβ



0
...

I0

...

0


(D.37)

This system of equations can be solved for vδ as:

vδ = [Z−1 + YlI]−1i . (D.38)

The active input admittance of the port np is then defined as:

Yin,active =
inp
vδ,np

− Yl . (D.39)

The mutual coupling efficiency, ηmc , is the ratio between the power radiated by the fed

unit cell, Prad, and the total power Ptot (Prad plus the power induced in all other present

unit cells, Pmc):

ηmc =
Prad

Prad + Pmc
(D.40)

In Eq. (D.40) the total power is defined as:

Ptot =

(
|vαδ,0|2 + |vβδ,0|2

)
2

Re{Yin,active} (D.41)

and the induced power as:

Pmc = Re{Yl}
(Np−1)/2∑

np = −Np−1

2

np 6= 0

(
|vαδ,np|

2 + |vβδ,np |
2
)

2
(D.42)
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D.4 Far Field of Slot Structures

To find the electric far field radiated by a slot structure, the asymptotic evaluation

is used:

~Efar (~robs) = jkzs

GEM
xx (kxs, kys, zobs, z

′)

GEM
yx (kxs, kys, zobs, z

′)

GEM
zx (kxs, kys, zobs, z

′)

V (kxs)Mt(kys)e
jkzs|zobs−z|AF

e−jkr

2πr
(D.43)

where ~robs is the location of observation; V (kxs) is the voltage spectrum (Eq. (D.11) for

single slots and Eq. (D.31) for double slots); Mt(kys) is the transverse spectrum from the

transverse edge-singular voltage distribution (FT{mt(kys)} = J0

(
kysws

2

)
) and AF is the

array factor along y (1 if a single slot is used; 2cos
(
kyds

2

)
when a double slot is used).
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Appendix E

Validation

This chapter contains the validation done for different structure from the models

derived for dipoles chapter 4 and for slots in appendix D.

E.1 Single Dipole

The verification is done using CST [24] for a single dipole structure with parameters:

F# = 0.6; ws = 20 µm; δ = 15 µm and Zl = 100 Ω using the stratification from appendix

A.2 are show in Fig. E.1, E.2 and E.3 for respectively the far field, the active input

impedance and the mutual coupling. For this simulation only one row of pixel is considered.
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Figure E.1: Comparison between the integral equations and CST (the dashed lines) for the far field of

a single dipole with F# = 0.6; ws = 20 µm; δ = 15 µm and Zl = 100 Ω using the stratification from

appendix A.2.
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Figure E.2: Comparison between the integral equations and CST (the dashed lines) for the active input

impedance of a single dipole with F# = 0.6; ws = 20 µm; δ = 15 µm and Zl = 100 Ω using the stratification

from appendix A.2.
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Figure E.3: Comparison between the integral equations and CST (the dashed lines) for the mutual coupling

efficiency of a single dipole with F# = 0.6; ws = 20 µm; δ = 15 µm and Zl = 100 Ω using the stratification

from appendix A.2.
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Figure E.4: Comparison between the integral equations and CST (the dashed lines) for the far field of a

single slot with F# = 0.6; ws = 20 µm; δ = 15 µm and Zl = 100 Ω using the stratification from appendix

A.2.

E.2 Single Slot

The verification is done using CST [24] for a single slot structure with parameters:

F# = 0.6; ws = 20 µm; δ = 10 µm and Zl = 100 Ω using the stratification from appendix

A.2 are show in Fig. E.4, E.5 and E.6 for respectively the far field, the active input

impedance and the mutual coupling. For this simulation only one row of pixel is considered.
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Figure E.5: Comparison between the integral equations and CST (the dashed lines) for the active input

impedance of a single slot with F# = 0.6; ws = 20 µm; δ = 15 µm and Zl = 100 Ω using the stratification

from appendix A.2.
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Figure E.6: Comparison between the integral equations and CST (the dashed lines) for the mutual coupling

efficiency of a single slot with F# = 0.6; ws = 20 µm; δ = 15 µm and Zl = 100 Ω using the stratification

from appendix A.2.
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Figure E.7: Comparison between the integral equations and CST (the dashed lines) for the far field of

a double slot with F# = 1.5; ws = 20 µm; δ = 10 µm; dδ = ds = 100 µm and Zl = 100Ω using the

stratification from appendix A.2.

E.3 Double Slot

The verification is done using CST [24] for a double slot structure with parameters:

F# = 1.5; ws = 20 µm; δ = 10 µm; dδ = ds = 100 µm and Zl = 100 Ω using the

stratification from appendix A.2 are show in Fig. E.7, E.8 and E.9 for respectively the far

field, the active input impedance and the mutual coupling. For this simulation only one

row of pixel is considered.
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Figure E.8: Comparison between the integral equations and CST (the dashed lines) for the active input

impedance of a double slot with F# = 1.5; ws = 20 µm; δ = 10 µm; dδ = ds = 100 µm and Zl = 100 Ω

using the stratification from appendix A.2.

Figure E.9: Comparison between the integral equations and CST (the dashed lines) for the mutual coupling

efficiency of a double slot with F# = 1.5; ws = 20 µm; δ = 10 µm; dδ = ds = 100 µm and Zl = 100 Ω

using the stratification from appendix A.2.
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